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    Special Issue on Revolutionizing Business Practices with Generative AI


— Advancing the Societal Adoption of AI with the Support of Generative AI Technologies


    ■Market Application of Rapidly Spreading Generative AI


    NEC Innovation Day 2023: NEC’s Generative AI Initiatives


    On December 15, 2023, NEC held an event called NEC Innovation Day 2023 to present the latest information about its research and development to investors and media. This was the third ever NEC Innovation Day with the first one held in 2021. At this event, the executive officers NISHIHARA Motoo, Corporate EVP & CTO, and YOSHIZAKI Toshifumi, Corporate EVP & CDO, took the stage to give a presentation about generative AI and other NEC technologies. An organizational structure which seamlessly links R&D and business was highlighted with the title “Research and Development of Advanced Technologies and Creation of New Business to Drive NEC’s Next Growth.” This article will report on the presentation and five demonstrations incorporating a large language model (LLM) exhibited at the venue.


    Streamlining Doctors’ Work by Assisting with Medical Recording and Documentation


    In this paper, we explain a technology that uses a large language model (LLM) to streamline doctors’ work by assisting with medical recording and medical documentation. For support in creating electronic medical records, speech of conversations between doctors and patients is recognized and then drafts of medical records are generated; for support in creating medical documents, a summary of the progress in treatment is created from medical records and then drafts of medical certificates are created for insurance claims, referral letters, etc. As a result of the improved efficiency, it is estimated in the model case that using LLM for support is expected to save 116 hours/doctor per year in the creation of medical records and 63 hours/doctor per year in the creation of medical documents. In the creation of medical documents, technological developments are further advanced, and a verification experiment has confirmed that the time spent on creating the documents can be halved. We will continue to develop technologies in preparation for the enforcement of work style reform for doctors in the revision of Japan’s Medical Care Act in April 2024 and aim to apply the technologies in other countries, such as India.


    Using Video Recognition AI x LLM to Automate the Creation of Reports


    The rapid progress of large language models (LLMs) has generated great excitement for their use across various sectors such as transportation, finance, logistics, manufacturing, construction, retail, and healthcare. These sectors often handle complex types of data, including text, speech, images, and videos, creating a strong demand for LLMs capable of processing such varied inputs effectively. Currently, there is significant advancement in LLMs for still images, with a growing focus on applying this technology to videos, which is rich in valuable information. In this paper, we explore NEC’s latest advancements in using LLM for processing long videos and examine how this technology is used in industries to streamline tasks like creating reports. We also outline plans for future developments in this exciting domain.


    Understanding of Behaviors in Real World through Video Analysis and Generative AI


    NEC believes that it is important to understand behaviors in the real world to achieve safety, security, fairness, and efficiency. However, it is difficult to understand complex or unexpected behaviors with conventional video analysis. Therefore, we propose the use of a technology that understands real-world behaviors and their context and that also predicts the intentions behind the behaviors as well as future actions by utilizing the latest generative AI. In this paper, we propose specific architectures that can achieve an understanding of real-world behaviors by using video analysis and generative AI, and we present the results of an experiment that demonstrated it is possible to understand suspected behaviors in office buildings with the proposed architecture.


    Automated Generation of Cyber Threat Intelligence


    In order to identify cybersecurity risks at an early stage, NEC’s intelligence analysts daily gather, accumulate, and analyze cybersecurity information. However, the scope of information to be gathered has expanded beyond cyberattacks, including information about political, economic, social, and technological trends. As a result, one of the challenges is how to appropriately narrow down sources of information and conduct an analysis while gathering information from a wider range of fields. NEC is working to automate the generation of cyber threat intelligence using generative AI for high-accuracy and rapid analyses. This paper presents NEC’s cyber threat intelligence initiatives and challenges as well as an extraction and summarization pipeline under development for cyber threat information and a search and analysis pipeline for cyber threat-related information.


    NEC Generative AI Service (NGS) Promoting Internal Use of Generative AI


    In May 2023, we launched the NEC Generative AI Service (NGS) with the aim of internal business use. For the large language model (LLM), we used not only GPT-3.5 from Microsoft’s Azure OpenAI Service but also GPT-4 and NEC’s LLM. We not only made mechanisms available but also established rules so employees could appropriately use generative AI and prepared policies for its use. In addition, to make full use of generative AI within the NEC Group and lead the way in achieving overwhelming improvements in productivity, we launched the NEC Generative AI Transformation Office and started to provide the MyData service from December 2023, aiming to improve the value of the NGS. At the end of this paper, we present a variety of utilization cases.


    Utilization of Generative AI for Software and System Development


    This paper provides an overview of how we can utilize generative AI in software and system development and introduces the initiatives of the NEC Group. Generative AI has great potential, but it currently has several technical challenges. Therefore, software and system development remains, for the present, a process that must be primarily performed by people. However, depending on the nature of the development project, generative AI can be used to streamline human work in a variety of tasks and to improve quality. The NEC Group plans to improve productivity and quality in software and system development by systematically using generative AI.


    LLMs and MI Bring Innovation to Material Development Platforms


    In this paper, we introduce efforts to apply large language models (LLMs) to the field of material development. NEC is advancing the development of a material development platform. By applying core technologies corresponding to two material development steps, namely investigation activities (Read paper/patent) and experimental planning (Design Experiment Plan), the platform organizes documents such as papers and reports as well as data such as experimental results and then presents in an interactive way to users. In addition, with techniques that reflect physical and chemical principles into machine learning models, AI can learn even with limited data and accurately predict material properties. Through this platform, we aim to achieve the seamless integration of materials informatics (MI) with a vast body of industry literature and knowledge, thereby bringing innovation to the material development process.


    Disaster Damage Assessment Using LLMs and Image Analysis


    Against the backdrop of the intensification of torrential rain disasters in recent years and concerns about the occurrence of a massive earthquake in the near future, there is a growing demand for further strengthening disaster control measures. In the event of a disaster, it is crucial to assess disaster damage quickly and accurately to minimize damage by expediting initial response activities such as evacuation guidance and rescue efforts. In this paper, we introduce a technology that utilizes a multitude of field images collected in the event of a disaster to assess the damage through the use of large language models (LLMs) and image analysis.


    ■Fundamental Technologies that Enhance the Potential of Generative AI


    NEC’s LLM with Superior Japanese Language Proficiency


    NEC have developed our own LLM (Large Language Model) with superior Japanese language proficiency and accelerating its use for internal operations and business applications. Despite its compact design capable of operating on a single GPU, this model boasts world-class Japanese language proficiency, achieved through long-time training with large amounts of high-quality data, a robust architecture, and meticulous tuning of instructions. Furthermore, with the motto, “Usable in business,” we identified the elements necessary for LLMs in practical applications, such as high-speed inference and processing long texts of more than 200,000 characters. This paper provides an overview of the design philosophy, development process, and performance that we focused on strengthening.


    NEC’s AI Supercomputer: One of the Largest in Japan to Support Generative AI


    In recent years, generative AI has dramatically evolved due to increases in the number of parameters and the volume of training data. Furthermore, the multimodalization of generative AI, which encompasses language, images, and audio, requires significantly increased computational power. Therefore, a system that efficiently and stably conducts large-scale distributed training using numerous GPUs is essential for developing foundation models for generative AI. This paper introduces the system architecture of NEC’s AI supercomputer that supports the training of generative AI and future initiatives.


    Towards Safer Large Language Models (LLMs)


    Large Language Models (LLMs) are revolutionizing our world. They have impressive textual capabilities that will fundamentally change how human users can interact with intelligent systems. Nonetheless, they also still have a series of limitations that are important to keep in mind when working with LLMs. We explore how these limitations can be addressed from two different angles. First, we look at options that are currently already available, which include (1) assessing the risk of a use case, (2) prompting a LLM to deliver explanations and (3) encasing LLMs in a human-centred system design. Second, we look at technologies that we are currently developing, which will be able to (1) more accurately assess the quality of an LLM for a high-risk domain, (2) explain the generated LLM output by linking to the input and (3) fact check the generated LLM output against external trustworthy sources.


    Federated Learning Technology that Enables Collaboration While Keeping Data Confidential and its Applicability to LLMs


    The advancement of AI based on deep learning is remarkable, and large language models (LLMs) are even capable of natural interaction with humans. However, creating such AI technology requires a large amount of data, making data acquisition a crucial challenge. Federated learning is a technology that helps leverage highly confidential data scattered across multiple organizations, which is part of this challenge. In this paper, we explain three basic types (horizontal, vertical, and transfer) of federated learning and discuss the applicability of federated learning to generative AI, including LLMs, which have garnered significant attention in recent years.


    Large Language Models (LLMs) Enable Few-Shot Clustering


    Unlike traditional unsupervised clustering, semi-supervised clustering allows users to provide meaningful structure to the data, which helps the clustering algorithm to match the user’s intent. Existing approaches to semi-supervised clustering require a significant amount of feedback from an expert to improve the clusters. In this paper, we ask whether a large language model (LLM) can amplify an expert’s guidance to enable query efficient, few-shot semi-supervised text clustering. We show that LLMs are surprisingly effective at improving clustering. We explore three stages where LLMs can be incorporated into clustering: before clustering (improving input features), during clustering (by providing constraints to the clusterer), and after clustering (using LLMs post-correction). We find incorporating LLMs in the first two stages routinely provides significant improvements in cluster quality, and that LLMs enable a user to make trade-offs between cost and accuracy to produce desired clusters.


    Knowledge-enhanced Prompt Learning for Open-domain Commonsense Reasonin


    Neural language models for commonsense reasoning often formulate the problem as a QA task and make predictions based on learned representations of language after fine-tuning. However, without providing any fine-tuning data and pre-defined answer candidates, can neural language models still answer commonsense reasoning questions only relying on external knowledge? In this work, we investigate a unique yet challenging problem-open-domain commonsense reasoning that aims to answer questions without providing any answer candidates and fine-tuning examples. A team comprising NECLA (NEC Laboratories America) and NEC Digital Business Platform Unit proposed method leverages neural language models to iteratively retrieve reasoning chains on the external knowledge base, which does not require task-specific supervision. The reasoning chains can help to identify the most precise answer to the commonsense question and its corresponding knowledge statements to justify the answer choice. This technology has proven its effectiveness in a diverse array of business domains.


    Foundational Vision-LLM for AI Linkage and Orchestration


    We propose a vision-LLM framework for automating development and deployment of computer vision solutions for pre-defined or custom-defined tasks. A foundational layer is proposed with a code-LLM AI orchestrator self-trained with reinforcement learning to create Python code based on its understanding of a novel user-defined task, together with APIs, documentation and usage notes of existing task-specific AI models. Zero-shot abilities in specific domains are obtained through foundational vision-language models trained at a low compute expense leveraging existing computer vision models and datasets. An engine layer is proposed which comprises of several task-specific vision-language engines which can be compositionally utilized. An application-specific layer is proposed to improve performance in customer-specific scenarios, using novel LLM-guided data augmentation and question decomposition, besides standard fine-tuning tools. We demonstrate a range of applications including visual AI assistance, visual conversation, law enforcement, mobility, medical image reasoning and remote sensing.


    Optimizing LLM API usage costs with novel query-aware reduction of relevant enterprise data


    Costs of LLM API usage rise rapidly when proprietary enterprise data is used as context for user queries to generate more accurate responses from LLMs. To reduce costs, we propose LeanContext, which generates query-aware, compact and AI model-friendly summaries of relevant enterprise data context. This is unlike traditional summarizers that produce query-unaware human-friendly summaries that are also not as compact. We first use retrieval augmented generation (RAG) to generate a query-aware enterprise data context, which includes key, query-relevant enterprise data. Then, we use reinforcement learning to further reduce the context while ensuring that a prompt consisting of the user query and the reduced context elicits an LLM response that is just as accurate as the LLM response to a prompt that uses the original enterprise data context. Our reduced context is not only query-dependent, but it is also variable-sized. Our experimental results demonstrate that LeanContext (a) reduces costs of LLM API usage by 37% to 68% (compared to RAG), while maintaining the accuracy of the LLM response, and (b) improves accuracy of responses by 26% to 38% when state-of-the-art summarizers reduce RAG context.


    ■For AI Technology to Penetrate Society


    Movements in AI Standardization and Rule Making and NEC Initiatives


    NEC has participated in efforts to develop standard specifications through organizations like the Institute of Electrical and Electronics Engineers (IEEE), the International Organization for Standardization/International Electrotechnical Commission (ISO/IEC), and European Telecommunications Standards Institute (ETSI) for not only the development of AI technologies but also for the social implementation of them. With the advent of generative AI, countries are moving toward stricter regulations regarding AI, and standards related to AI governance are needed. This paper describes policies in Europe, the United States, and Japan; trends in multilateral frameworks such as the G7 Hiroshima AI Process; as well as trends in the development of guidelines and the standardization in line with them. This paper also presents NEC’s relevant initiatives.


    NEC’s Initiatives on AI Governance toward Respecting Human Rights


    NEC has formulated the “NEC Group AI and Human Rights Principles” to ensure that its business activities related to AI utilization respect human rights, preparing internal systems and rules as well as talent development and others for the implementation of AI governance. In addition, NEC strengthens its ability to respond to new challenges arising from AI utilization by running the Digital Trust Advisory Council, which is composed of a variety of external experts. In this paper, we will introduce NEC’s initiatives on AI governance in AI businesses, including biometric authentication.


    Case Study of Human Resources Development for AI Risk Management Using RCModel


    As AI has become more widely used in recent years, AI governance to ensure proper use of AI has been drawing attention. Some regulations related to AI governance require appropriate risk management by people. Therefore, developing human resources who can be responsible for the risk management of AI services is expected to become an important issue. Since 2021, NEC has been conducting joint research with the University of Tokyo on how to develop AI-specialized human resources for AI risk management using the RCModel, a tool developed by the University of Tokyo. This paper will provide an overview of the human resource development program implemented in the joint research as well as the results and the achievements thereof and present the future prospects of the program.
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    Large Language Models (LLMs), which underpin generative AI, are garnering significant attention. A key factor behind this surge of interest is OpenAI’s ChatGPT (Generative Pre-trained Transformer), which reached a staggering milestone of one million users in just five days, vastly outpacing the adoption rates of Netflix, which took 1,278 days, and Facebook, which took 304 days to achieve the same feat. While generative AI LLMs may seem to have sprung up overnight, experts in natural language processing have been aware of the significant research advances in recent years that made this technology possible. Key research papers in this area include the 2017 Transformer paper*1 and the 2020 Scaling Law paper,*2 among others. Their findings, combined with enhancements in the performance of graphics processing units (GPUs) that facilitated the management of larger models, swiftly propelled LLMs to a commercially viable level.


    To effectively incorporate generative AI into business, it is critical to thoroughly understand the technical challenges, such as hallucinations,*3 biases inherent in training data, and issues surrounding personal and copyrighted inforpossess. One of the potentials of LLMs is that they can respond to any question or discussion at a level equivalent to humans. Moreover, the knowledge and data they possess far surpasses human capabilities. Since all social, technological, and industrial systems can be explained through language, it is not an exaggeration to say that every system in society could potentially be automated with LLM technology.


    NEC has been at the forefront of AI technology research and development for over three decades. Our contributions to the field have been consistently recognized at leading international AI conferences. In terms of scholarly output, NEC has been a standout performer, securing a top position in the number of published papers from 2000 to 2022 at prestimation, while ensuring its safe use without compromising the potential that LLMs gious conferences such as NeurIPS, ICML, ECML-PKDD, KDD, and ICDM. NEC is also a global leader in filing international patent applications in the areas of biometric authentication, video recognition, and analysis and prescription AI. This leadership in innovation and intellectual property solidifies our standing in the AI technology sector. In March 2023, NEC marked another significant milestone by initiating one of Japan’s largest AI-dedicated supercomputers. This achievement was followed in July by the completion of a Japanese LLM. December of the same year saw the launch of “cotomi,” an innovative generative AI platform powered by our proprietary LLM.


    NEC plans to pursue new initiatives in generative AI technology (Fig. 1) with a focus on several innovative areas, including: (1) Multimodal AI: Integrating diverse data types such as images, voice, and sensor signals with LLMs, (2) Proprietary foundation models: Building customized AI models for different purposes through a new architecture that allows seamless expansion of LLM size and integration with diverse specialized AI, (3) Automation of system construction and operation, (4) Orchestration functions: Decomposing various tasks, autonomously arranging and coordinating AI models, controlling networks and security, and automating a wide range of real-world operations, (5) Safe and secure LLM: Ensuring security that encompasses not only cybersecurity but also ethics, hallucination minimization, and data integrity to provide a safe and secure experience. NEC also presented this new AI-based architecture and some of our Generative AI technologies at NEC Innovation Day in December 2023.*4 In this special issue, we will broadly introduce the entire range of generative AI technology solutions that NEC is currently working on.
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         Fig. 1 Digital twins integrated with AI technologies and strategic technological approaches.
        

     


    We are at an important point of major technological innovation with generative AI. NEC will work closely with our customers to make every effort to use generative AI technology to help build a better society and contribute to business. We sincerely hope that together, we can embrace the future shaped by advancements in AI technology, united by our shared visions and aspirations.


    
     *1 A. Vaswani et al. : Attention Is All You Need, 2017,

      https://arxiv.org/abs/1706.03762

     *2 J. Kaplan et al.: Scaling Laws for Neural Language Models, 2020,
https://arxiv.org/abs/2001.08361

     *3 The phenomenon where generative AI generates incorrect information but presents it as if it were a fact.

     *4 NEC Innovation Day 2023,
https://www.nec.com/en/global/ir/events/pr/others.html

    


    
     * ChatGPT is a trademark of OpenAI.

     * Netflix is a registered trademark of Netflix, Inc.

     * Facebook is a trademark or registered trademark of Meta Platforms, Inc.

     * All other company names and product names that appear in this paper are trademarks or registered trademarks of their respective companies.
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  Approaches to Generative AI Technology: From Foundational Technologies to Application Development and Guideline Creation


  
    As expectations for generative AI continue to rise, NEC is engaging in advanced applications such as supporting expert tasks with generative AI and automating video analytic tasks by integrating face and object recognition technologies. In support of these initiatives, NEC is not only improving the core generative AI technology but also advancing the development of related technologies that facilitate its application in various tasks and ensure its safe use. Furthermore, NEC has constructed an AI supercomputer capable of processing these technologies at high speeds. Additionally, to ensure societal acceptance of generative AI, we are developing guidelines and risk management methods aligned with global standards. In this paper, we will introduce NEC’s initiatives in generative AI, showcasing them with real-word examples.


    

      
        SAKAI Junji
      


      
        Senior Principal Engineer

        Global Innovation Business Unit
      

    


  


  
    1. Introduction


    The year 2023 saw generative AI becoming widely recognized and discussed among the general public. The introduction of ChatGPT, capable of conducting intelligent conversations, has led to its extensive trial across various applications such as document creation and summarization. Furthermore, companies like Microsoft and GitHub have integrated large language models (LLMs) into their office applications and software development environments, aiming to enhance user productivity. Additionally, the competition to develop proprietary high-performance LLMs is intensifying among tech companies and research institutions.


    In this paper, we will introduce NEC’s various initiatives in generative AI, including LLMs, covering everything from foundational technologies and application development to aspects of societal utilization.


  


  
    2. The Rapid Expansion of Generative AI in the Marketplace


    While much recent attention has focused on the interactive use of ChatGPT for text generation, the practical applications of generative AI span text, video, and even software code. We will examine these in turn.


    Starting with text, NEC has developed technology that combines general LLMs with domain expertise to enable AI assistance for tasks that previously required human experts. For example, an LLM trained on medical terminology introduced in a hospital setting can summarize doctor-patient conversations and automatically generate medical records. In cybersecurity, LLMs can take over the analysis of the huge volume of daily vulnerability reports to readily assess risks for an organization’s IT system. LLMs can also dramatically accelerate materials and drug development by screening libraries of chemistry and pharmacology papers to identify promising new compound candidates.


    Combining video data with LLMs is an area expected to see major growth and advancement. NEC is developing various applied technologies that fuse our expertise in face and object recognition technologies with generative AI capabilities. For instance, by having LLMs generate descriptive text based on recognition results, solutions become possible that identify people in video analytics and verbalize their actions and situational context. Furthermore, we have successfully developed an application technology that can extract traffic accident scenes from dashcam records and automatically generate accident investigation reports by contextualizing and verbalizing the significance of the recognized results relevant to each scene. Additionally, with the vast number of photos shared on social media, LLMs can be used in an interactive way to sort through these images when a disaster strikes. They help pinpoint the photos showing the affected areas, speeding up the assessment of damage and aiding early response efforts.


    In addition to these cutting-edge initiatives, NEC has also begun trialing the use of generative AI to boost productivity in day-to-day business operations. In May 2023, NEC launched the NEC Generative AI Service (NGS) as an in-house LLM service for use by our employees in their daily tasks, including creating progress reports and setting work objectives, driven by their own ideas. Additionally, we have established mechanisms and internal guidelines to ensure the safe use of LLMs in tasks involving confidential information.


    Beyond text, generative AI can produce software code and is expected to greatly enhance developer productivity. This paper also highlights NEC Group’s efforts to incorporate generative AI into software and system development workflows.


  


  
    3. Foundational Technologies Driving Generative AI Potential


    In July 2023, NEC completed the development of its proprietary LLM and has already started offering it as the generative AI “cotomi.” Cotomi is characterized by its compact size relative to its performance, making it easily customizable for client-specific needs. It is also equipped to handle lengthy texts, making it highly effective for handling large volumes of business documents.


    Looking towards future business applications, we see four main directions for the development of LLM technology.


    The first is the ability to handle data beyond text. As mentioned earlier, solutions using video data are expected to expand further in the future. NEC is currently developing a foundational model for generative AI (Foundational Vision LLM) that can integrate and process both video and text data.


    The second direction involves improvements in fine-tuning. Generally, LLMs are initially created as versatile foundational models and later customized for specific tasks through fine-tuning, which involves further training with data from the targeted application. However, in reality, there are often situations where there is not enough data available for fine-tuning, or there is a reluctance to share confidential data for additional training. To address these challenges, NEC is advancing research and development in technologies that can fine-tune effectively with limited data and perform fine-tuning without disclosing sensitive information.


    The third direction focuses on improving prompt instructions. When using LLMs, instructions are given in the form of prompts, which are textual cues. There are limitations to the size of prompts that can be given to an LLM, and effectively communicating within these constraints requires specialized know-how. Therefore, NEC is also working on technologies that facilitate prompt instructions, such as efficiently extracting information from compact prompts.


    The fourth direction is about developing technologies to use LLMs with confidence. Since LLMs analyze training data stochastically and do not actually understand the content, they can sometimes produce answers that are not based on facts or are socially undesirable. This poses a significant concern when using LLMs in critical decision-making processes. To mitigate these issues, NEC is developing technologies that provide justifications for answers and methods to evaluate whether the responses have any societal biases.


    In addition to developing the LLM itself and related technologies, we are also focusing on creating the computational environments necessary for running LLMs at high speeds. LLMs consist of complex and vast data structures, and to fully leverage their capabilities, it is crucial to optimally adjust the 13 billion or more parameters that these data structures contain. This adjustment requires extensive computational resources, which is often considered a significant challenge when developing LLMs in-house. NEC has long recognized this challenge and has designed and constructed its own supercomputer, known as an AI supercomputer, with an architecture specifically tailored for the research and development of AI technologies, including LLMs. This AI supercomputer has been in full operation since March 2023, serving as a crucial behind-the-scenes force that significantly accelerates the development of cotomi and related technologies.


  


  
    4. For AI Technology to Permeate Society


    While AI technologies, including LLMs, are expected to boost efficiency across society and enrich lives, concerns have also been raised about their potential negative aspects. These include decisions of significant matters being made automatically without human involvement and the possibility of their use in criminal activities.


    Looking beyond NEC, discussions among countries, such as those at the G7 Hiroshima Summit, have revolved around establishing global guidelines for the use and regulation of AI. NEC has a long history of involvement in international standard-setting activities, particularly in telecommunications, and is now participating in efforts to develop standard specifications for the broader adoption of AI through organizations like the Institute of Electrical and Electronics Engineers (IEEE), the International Organization for Standardization/International Electrotechnical Commission (ISO/IEC), and the European Telecommunications Standards Institute (ETSI).


    Internally, to ensure that NEC’s business activities utilizing AI respect human rights, the NEC Group AI and Human Rights Principles has been established, guiding the formation of internal structures and related regulations. Through the operation of the Digital Trust Advisory Council, we also integrate diverse external expert opinions into the design of our AI projects.


    Given that it is not possible to completely eliminate the risks associated with AI, it is important to conduct a preliminary assessment of potential social risks when developing AI-driven solutions. In collaboration with the University of Tokyo, NEC has pilot-tested an AI risk management tool and confirmed its effectiveness. We are considering offering this system as an AI risk management service in the future.


  


  
    5. Conclusion


    Generative AI is anticipated to profoundly impact existing IT and AI solutions, with technological development and real-world integration advancing simultaneously at an unparalleled pace. In this paper, we have primarily concentrated on the technical aspects of generative AI. Moving forward, NEC will continue to showcase its wide-ranging initiatives in generative AI through detailed articles and exhibitions. Stay tuned for further updates.


  


  
    * Microsoft is a registered trademark or a trademark of Microsoft Corporation in the U.S. and other countries.

    * ChatGPT is a trademark of OpenAI.

    * All other company names and product names that appear in this paper are trademarks or registered trademarks of their respective companies.
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  NEC Innovation Day 2023: NEC’s Generative AI Initiatives


  
    On December 15, 2023, NEC held an event called NEC Innovation Day 2023 to present the latest information about its research and development to investors and media. This was the third ever NEC Innovation Day with the first one held in 2021. At this event, the executive officers NISHIHARA Motoo, Corporate EVP & CTO, and YOSHIZAKI Toshifumi, Corporate EVP & CDO, took the stage to give a presentation about generative AI and other NEC technologies. An organizational structure which seamlessly links R&D and business was highlighted with the title “Research and Development of Advanced Technologies and Creation of New Business to Drive NEC’s Next Growth.” This article will report on the presentation and five demonstrations incorporating a large language model (LLM) exhibited at the venue.


  


  
    1. Taking NEC Technologies to New Levels through Fusion with Generative AI


    The main topic of the presentation was generative AI. CTO NISHIHARA (Photo 1), who was the first to take the stage, emphasized that the foundation model, such as large language models (LLMs) which attract attention as a new generation of AI, was the second biggest shock in his life since the emergence of the internet. He stated the importance of this foundation model as it will further advance, automate, and expand the digital twin systems that connects all of society, which is NEC’s technology vision.
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         Photo 1 CTO NISHIHARA on stage.
        

     


    NISHIHARA mentioned the following five points as updates to the NEC technology vision with the emergence of the foundation model.


    1.1 Proprietary foundation model


    NEC announced the development of its own LLM in July 2023. Although this LLM is small-scale with 13 billion parameters, it achieves high performance and is proficient at processing the Japanese language. While this LLM was created keeping in mind the optimal balance between performance and burden on customer server resources and power consumption, an idea for a scalable architecture from small to large that can be flexibly constructed by combining a variety of LLMs and other AI models was announced in this presentation. NISHIHARA stated NEC was developing a system that can flexibly build purpose-specific AI models by linking it with a diverse group of specialized AI technologies.


    He also mentioned that the parallel development of a large-scale LLM with 100 billion parameters was also progressing.


    1.2 Multimodal AI


    NISHIHARA also mentioned that NEC’s world-class image recognition, audio processing, and sensing technologies can create even more value by being combined with an LLM. He emphasized that the system will be able to understand various real-world events at the same level or higher level as humans and process them with high accuracy and autonomy, and provide innovative value by linking a variety of technologies within the NEC Digital Platform, a common platform that incorporates NEC’s AI technologies.


    Actual examples of multimodal AI could be seen in the demonstration exhibits described below.


    1.3 Safety and security in the LLM era


    When using LLM, there are concerns such as hallucination where the generative AI outputs incorrect information presented as plausible, ethical issues, and even leaks of personal information as well as cyber security issues. At this presentation, a policy was announced indicating that models would be provided after conducting accurate risk assessments in collaboration with Robust Intelligence, which is currently attracting worldwide attention for its AI risk management, to ensure that companies can use the LLM with a sense of safety and security.


    1.4 Automation of system construction and operation


    NISHIHARA also mentioned that system construction and operation management will be automated in addition to the streamlining software development and reducing power consumption.


    1.5 Orchestration function


    NISHIHARA also stated that the new AI orchestration would become important in preparation for the future where LLMs are installed in the cloud and on terminals and are also linked to each other. He stated that NEC aims to automate diverse real-world operations by implementing functions that automatically break down business processes into tasks, autonomously deploy and link AI models, and control networks and security.


  


  
    2. Scenario and Organizational Structure Accelerating Generative AI Business


    CDO YOSHIZAKI took the stage after CTO NISHIHARA and presented the current situation as well as the future direction of business using generative AI.


    2.1 Generative AI “cotomi” developed by NEC and attracting worldwide attention


    First, he announced that “cotomi” is the name of the generative AI developed by NEC and released in July 2023. He stated that the name “cotomi” is based on the idea that things will come to fruition (coto ga minoru) by words showing the future and that this name will continue to be used for LLMs and for services linking the LLMs and AI to be developed by NEC in the future (Photo 2).
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         Photo 2 CDO YOSHIZAKI presenting cotomi, the generative AI developed by NEC.
        

     


    Also, he mentioned that cotomi is attracting a lot of attention from many customers and global players because of its light weight, power savings, and high performance for the Japanese language.


    2.2 Developing industry/business-specific models to gradually expand business


    YOSHIZAKI also presented a scenario with three phases to introduce cotomi to a variety of industries and businesses for which NEC provides services. Phase I is an individual systems integrator (SI) where a generative AI environment specialized for each industry or business for individual customers is established. NEC has already been working hard with 15 companies and universities to create industry/business-specific LLMs.


    He stated that NEC intentionally chose different industries such as manufacturing, finance, and healthcare for this preliminary introduction. “If we can create a framework for each industry or business model, we can integrate these into industry-specific business packages and solutions. And then, we can expand our customer base to dozens, hundreds, or thousands of companies in each industry in Phase II,” he said.


    Furthermore, he stated that in Phase III NEC is thinking to collaborate with a variety of software companies as well as IaaS and SaaS vendors and to leverage cotomi’s API to proceed with this. YOSHIZAKI also noted the high level of attention that cotomi has been receiving and said, “We have received requests to work with NEC’s LLMs to enter the Japanese market and also received inquiries from many global companies.”


    2.3 Establishing a generative AI center and accelerating commercialization


    Next, NISHIHARA and YOSHIZAKI announced new organizations to accelerate the LLM business (Photo 3). The establishment of a new generative AI center attracted particular attention. This center is an organization that aims to improve the efficiency of research and development by bringing together the know-how of approximately 100 outstanding researchers in the field of generative AI from Japan, Germany, and North America.
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         Photo 3 Explaining new organizations and acceleration of commercialization.
        

     


    They also hinted that NEC has established a system to consistently conduct new technology research; develop prototype, alpha and beta versions of products; deliver them; and provide managed services for customers by seamlessly working with the NEC Generative AI Hub, which was launched in FY2023 to promote the commercialization of generative AI.


    “In the world of generative AI, algorithms and software change rapidly. I believe that only businesses with a fast cycle of commercialization can survive in this environment that changes so quickly. This is exactly why we would like to accelerate the digital transformation, also known as DX, by having our R&D and business departments work together from a business perspective,” YOSHIZAKI said to conclude the presentation (Photo 3).


  


  
    3. AI x LLM Demonstrations with an Eye on Practical Applications


    After the presentation, on-site demonstrations were conducted at a booth so visitors could experience NEC’s cutting-edge technologies that are currently being researched and developed. Five demonstrations related to generative AI enabled visitors to personally experience NEC’s research and development system, which works as a testament to speedy R&D with an eye toward commercialization (Photo 4 and Fig. 1).
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         Photo 4 Demonstration.
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         Fig. 1 Introduction of NEC’S LLM technology.
        

     


   3.1 Data driven solution by dotData


    Emerging from the NEC research laboratories in 2018, the company dotData, which provides the dotData AI platform for automated feature engineering, announced on December 6, 2023, the launch of a new platform called dotData Insight that is driven by generative AI. What was exhibited at this time was a solution that enables users to obtain business insights and hypotheses from data without the specialized knowledge and skills of a data scientist (Fig. 2).
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         Fig. 2 Evolution of dotData products at the core of the data-driven DX business.
        

     


    The demonstration showed how dotData could be used to formulate a hypothesis by digging into factors from features in bank data that increase the risk of late payments on personal loans. Visitors saw how the hypotheses were refined through queries to the LLM and the input of domain knowledge on the user side.


   3.2 Utilizing LLM to facilitate the creation of electronic medical record and documentation


    This technology is expected to support the creation of electronic medical records and medical documents—which is a major burden on doctors—by using generative AI. The demonstration showed how electronic medical records are automatically generated through recognition of speech files of actual dialogue (Fig. 3) and how medical documents such as letters of introduction are automatically generated from a huge amount of text data in medical records accumulated from multiple medical treatments (Fig. 4).
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         Fig. 3 Auto-generate electronic medical records from patient-doctor dialogues.
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         Fig. 4 Automatically generates medical documents from medical records.
        

     


    This support for the creation of medical records is expected to save 116 hours/year per doctor, and this type of support has been confirmed to reduce the amount of time required to create such documents by 47%.


    This technology is attracting attention as doctors’ work style reform begins in earnest due to the laws and regulations going into effect April 2024.


   3.3 Further evolution of NEC’s LLM


    The LLM developed by NEC, which was announced in July 2023 and presented at NEC Innovation Day 2023, has further evolved over the past six months. By using nearly twice as much high-quality training data as before, it has achieved an even higher ability to process the Japanese language (Fig. 5). Also, it has dramatically improved its ability to process long texts and can now handle up to 300,000 characters. This makes it possible to input business documents and internal manuals directly into the prompt. This LLM overcomes the drawback of conventional LLMs where knowledge is not updated from data at build time and this new LLM enables new data to be input from the prompt for learning (Fig. 6).
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         Fig. 5 Lightweight LLM with world-class Japanese proficiency.
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         Fig. 6 Up to 150 times better text processing capability.
        

     


    The demonstration showed how the text data of an entire novel is input, how a summary for each scene is generated, and how products are recommended in accordance with the user’s preference after reading a large number of comments in product reviews.


   3.4 Automatic report generation with video and LLM


    Advanced technologies that combine LLM with image processing, video recognition, and video searches—areas in which NEC has traditionally excelled—were also on display. These new technologies automatically generate text after recognizing a huge amount of video data and can extract any requested video scene along with its explanatory text (Fig. 7). For example, for a long video recorded on a dashcam, if you type “Tell me the details of the traffic accident” or “Tell me the factors that caused the traffic accident” using the LLM prompts, the AI automatically displays relevant scenes along with explanatory texts. The demonstration showed how a report for an insurance investigation is created from a dashcam but it was emphasized that these technologies can be used in a wide range of other areas, including automatically creating nursing and medical care records in medical facilities or work records at factories and construction sites.
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         Fig. 7 Automatic generation of accident investigation reports.
        

     


   3.5 LLM-based automatic diagnosis of security risks


    Previously, security risk diagnosis required significant costs and time as a high level of expertise was required. However, it is more effective to perform diagnostics as frequently as possible to respond to the threat and vulnerability information that is reported on a daily basis. This technology, which combines LLM and NEC’s security risk diagnosis technology, enables users without specialized knowledge to easily and readily perform a diagnosis by interacting with an LLM (Fig. 8). The demonstration attracted the attention of LLM participants as it showed how the AI could respond by not only analyzing the existence of vulnerabilities and attack routes on the network but also recommending countermeasures.


     
        [image: 230203_12.jpg]
        
         Fig. 8 Security specialized LLM performs tool-based analyses and reporting previously done by experts.
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    Abstract


    In this paper, we explain a technology that uses a large language model (LLM) to streamline doctors’ work by assisting with medical recording and medical documentation. For support in creating electronic medical records, speech of conversations between doctors and patients is recognized and then drafts of medical records are generated; for support in creating medical documents, a summary of the progress in treatment is created from medical records and then drafts of medical certificates are created for insurance claims, referral letters, etc. As a result of the improved efficiency, it is estimated in the model case that using LLM for support is expected to save 116 hours/doctor per year in the creation of medical records and 63 hours/doctor per year in the creation of medical documents. In the creation of medical documents, technological developments are further advanced, and a verification experiment has confirmed that the time spent on creating the documents can be halved. We will continue to develop technologies in preparation for the enforcement of work style reform for doctors in the revision of Japan’s Medical Care Act in April 2024 and aim to apply the technologies in other countries, such as India.
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    1. Introduction


    The Work Style Reform Act was adopted in April 2019, but its application has been suspended for five years for some occupations including doctors and professional drivers. While the act is about to come into effect for doctors in April 2024, survey results show that approximately 20% of hospital doctors are at risk of death from overwork by working beyond the standard limit of 960 hours of overtime work per year1) and that urgent countermeasures are required.


    Multifaceted preparations are being made to counteract the culture of overwork and include utilizing family doctors to avoid a concentration of work in large hospitals, shifting some of the doctors’ work to nurses and other healthcare professionals, and reducing workloads by utilizing information and communication technology (ICT)2). As the speed of the evolution of ICT increases rapidly, large language models (LLMs)3)4) have attracted attention in recent years. However, there are no cases of actual application to medical services in Japan.


    This paper presents a technology that uses an LLM to improve doctors’ work efficiency by supporting the creation of electronic medical records and medical documents.


    Specifically, section 2 outlines the results of the analysis of the doctors’ work, and section 3 describes the technology that supports the creation of electronic medical records and medical documents. Section 4 explains an application to support the creation of medical documents—an area where the development of the technology has further progressed—and verification experiments utilizing this application. Section 5 describes a case in India to show the possibility of its application overseas.


  


  
    2. Doctors’ Work


    With the cooperation of Tohoku University Hospital’s Bedside Solution Program, Academic Science Unit (ASU) and the Department of Otolaryngology-Head and Neck Surgery, we observed doctors’ workplaces (outpatient clinics and hospital wards) from June to November 2022. Fig. 1 shows the proportion of time spent on each task performed by doctors, as obtained through on-site observation. Approximately half of the working time is spent on non-medical work such as the creation of electronic medical records and medical documents as well as schedule coordination. Furthermore, the results of the surveys in 10 other hospitals suggest that the creation of electronic medical records and medical documents does not require medical judgment, that people other than doctors can do these tasks, and that providing support for these tasks can be expected to produce a significant effect on reducing working hours.
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         Fig. 1 Percentage of time doctors spend on tasks.
        

     


    The potential reduction in time was estimated to be 32 minutes/doctor per day for the creation of electronic medical records and 20 minutes/doctor per day for the creation of medical documents. If we assume that the actual time spent on these tasks was reduced 90% of the estimation, the annual overtime per doctor is expected to be reduced by 116 and 73 hours respectively. Also, labor costs are expected to be reduced by the doctors doing less overtime work. These analyses suggest that supporting the creation of electronic medical records and medical documents is expected to have a significant effect in reducing doctors’ working hours and improving hospital profits.


  



  
    3. Support for Creation of Electronic Medical Records and Medical Documents


    3.1 Support for creation of electronic medical records


    On-site observations revealed that significant time savings are expected when interviewing outpatients, explaining medical conditions and treatment plans, and entering details of rounds and treatments in hospital wards into electronic medical records. Based on this, NEC’s technology recognizes speech of conversations between doctors and patients and then generates drafts that can be quickly revised by doctors during consultations. One of the challenges to realizing this functionality is that it is difficult to collect speech data of conversations in hospitals, making it difficult to train highly accurate speech recognition models.


    Therefore, we adapted the conversational speech recognition model to the medical domain as shown in Fig. 2. We created synthesized speech of medical terminology from medical papers and trained the conversational speech recognition model to learn the vocabulary and to learn the tones of voice that cannot be covered by synthesized speech from actual speech of general terms. This will make it possible to recognize conversational speech at healthcare sites with a high accuracy.
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         Fig. 2 Generation of electronic medical record drafts.
        

     


    The aforementioned medical model and the general model that was trained using actual speech of general terms were compared by testing the recognition of speech data of explanations about medical conditions to outpatients. The speech recognition accuracy rate of the general model, which does not support medical terminology, was 75%, whereas the medical model achieved a significant improvement in speech recognition accuracy with a rate of 89%. By inputting these highly accurate recognition results into the LLM, it is possible to generate drafts that match the formats of the electronic medical records.


    3.2 Support for creation of medical documents


    On-site observations show that significant time savings can be expected in the creation of medical documents that require a summary of a treatment’s progress such as referral letters to other hospitals, medical certificates to be submitted to insurance companies, and discharge summaries of hospitalized patients. Therefore, NEC’s technology summarizes the treatment’s progress from electronic medical records and generates drafts that can be quickly revised by the doctors. One of the challenges to realizing this functionality is to understand and summarize the context of on-site medical records containing many technical terms and their abbreviations.


    To meet this challenge, we generated summary texts based on context understanding in the steps shown in Fig. 3. In the first step, the meaning of words (e.g., test and medication) is estimated from the medical record’s context, and the progress of the treatment is extracted. This was achieved by utilizing a unique database that was built using medical records accumulated over a 10-year period at Tohoku University Hospital and by using a trained medical language model. In the next step, the LLM fills in omissions, shapes the texts, and generates sentences that follow the format of medical documents. These steps enable the generation of high-quality medical documents. Even if the generated sentences contain incorrect information, they can be easily checked and corrected.
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         Fig. 3 Generation of draft medical documents.
        

     


    We evaluated the accuracy for estimating the meaning of medical terms by using data from on-site medical records written by doctors5). The terms whose meaning was to be estimated included time-related expressions, medical conditions and symptoms, treatments, tests, medications, clinical contexts, locations, changes, and characteristics. We achieved a high average rate of estimation accuracy at 90%. Section 4 describes the prototype application to provide support for the creation of medical documents and its evaluation.


  


  
    4. Application to Support Medical Document Creation


    We created a prototype application to support the creation of medical documents and verified the results of using the application to reduce time spent on creating documents.


    4.1 User interface


    Fig. 4 shows a screenshot of the prototype application’s user interface (UI) that supports medical document creation. The UI consists of three columns: the left, the center, and the right. The left contains the information entered from the electronic medical records. The center displays the results of the application’s estimation of the medical terms from those records in a table format. The rows of the table represent time, and the columns represent meanings. The upper part of the right column outlines the treatment progress that was extracted from the estimated meanings as bullet points. In addition, the lower part of the right column displays a text summary generated by the LLM4) based on the extracted treatment progress.
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         Fig. 4 Application to support medical document creation.
        

     


    Compared to reading voluminous electronic medical records extending over several years in the longest cases, doctors can readily understand the treatment progress by viewing the table in the center column. Furthermore, the LLM generates texts summarizing the treatment progress. By doctors then checking these texts and confirming that they are correct, documents can be readily created.


    4.2 Verification of effectiveness


    From October to November 2023, an experiment to verify the effectiveness of the prototype application was conducted with the cooperation of 10 doctors from the Department of Otolaryngology-Head and Neck Surgery at Tohoku University Hospital. We measured how much time is saved when creating a referral letter with the help of the prototype application compared with creating a referral letter only from the contents of electronic medical records without the support of the prototype application. As a result, it was confirmed that the time required to create a referral letter was reduced by 47% with the use of the application (reduced from 16 minutes 15 seconds to 8 minutes 40 seconds on average). As a result, a doctor who spends a similar proportion of time on tasks as in Section 2 is expected to spend 63 fewer hours annually on creating medical documents.


  


  
    5. Case in India


    India suffers from a chronic shortage of healthcare professionals. The number of doctors per 10,000 people in India is only eight compared to 20 in Japan, and many have high expectations for the use of IT to enable fewer doctors to treat more patients. Large hospitals have already introduced the Healthcare Information Management System (HIMS); however, it is difficult to say that it has been sufficiently effective. Through on-site surveys and interviews with doctors and management teams at several hospitals, NEC understands the challenges and proposes solutions.


    5.1 Challenges


    The following challenges were observed in hospitals that had already introduced the HIMS:


    
        	Doctors have no incentives to use the HIMS.

        	The complicated UI has resulted in minimal use, if at all.

    


    This is presumably because the final decision on using the system in India is left to the on-site doctors rather than managers. As a result, hospitals that have already introduced the HIMS have all the information entered in the Note fields as text in random formats, such as text containing abbreviations, rather than a standardized format and they use printed paper medical records when referring to past records. Therefore, their involvement in improving efficiency is limited.


    5.2 Solution


    NEC drafted a solution to automatically extract necessary information for the HIMS without changing the format of the doctors’ daily consultations. In this solution, doctors are requested to enter text in the Note field as usual, but past consultation summaries and chronological test information are automatically systemized by using the natural language processing technology. This would reduce the time required by doctors to extract information from paper medical records and allow them to reduce the individual patient’s consultation time.


    Fig. 5 shows a screenshot of the HIMS prototype in progress. On the left, doctors enter text in whatever format they wish to use during consultations; on the right, information resulting from the use of the natural language processing technology is displayed. The medical condition of the patient, diagnostic results, and prescription details recorded by the doctor during the consultation are automatically entered in the respective fields in the HIMS through the use of the natural language processing technology and are displayed in the relevant fields on the right side of the screen. In addition, a table of chronological events and a summary of past diagnoses summary are automatically generated by the LLM4) and displayed in accordance with the past consultation data entered in the HIMS.
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         Fig. 5 Screenshot of the HIMS Prototype.
        

     


  


  
    6. Conclusion


    This paper introduced technology that streamlines doctors’ tasks by supporting the creation of electronic medical records and medical documents. Observations at medical sites revealed that support for the creation of electronic medical records and medical documents may have a significant effect on reducing working hours and improving hospital profits. We also described the challenges in realizing these support technologies and the means to solve them. Regarding the support for the creation of medical documents—where the development of the technology has been leading the way, this paper presented the results of a demonstration experiment that confirmed the time used to create the documents could be halved. We will proceed with the development of this technology in preparation for the enforcement of the work style reform for doctors in the revision of Japan’s Medical Care Act in April 2024. In addition, this paper also presented challenges unique to India as an overseas case study and solutions to them. We will continue to proceed with service development in cooperation with relevant departments in Japan.
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    Abstract


    The rapid progress of large language models (LLMs) has generated great excitement for their use across various sectors such as transportation, finance, logistics, manufacturing, construction, retail, and healthcare. These sectors often handle complex types of data, including text, speech, images, and videos, creating a strong demand for LLMs capable of processing such varied inputs effectively. Currently, there is significant advancement in LLMs for still images, with a growing focus on applying this technology to videos, which is rich in valuable information. In this paper, we explore NEC’s latest advancements in using LLM for processing long videos and examine how this technology is used in industries to streamline tasks like creating reports. We also outline plans for future developments in this exciting domain.
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    1. Introduction


    In November 2022, the launch of ChatGPT by OpenAI in the United States marked a pivotal moment for generative AI—a field of AI focused on creating new and unique content—leading many to claim we have entered the “Fourth AI Boom.”1) ChatGPT is a type of generative AI service that generates a variety of content, including text responses to a wide range of prompts2). This capability is made possible thanks to large language models (LLMs).


    LLMs are sophisticated AI models trained on vast amounts of text data. They power general-purpose AI capabilities in natural language processing tasks such as translation and text summarization. These advanced models contain anywhere from millions to billions of parameters, allowing them to exhibit rich, human-like language intelligence. LLMs gained prominence around 2018 with the introduction of models like BERT3) and GPT4), showcasing their ability to excel in tasks ranging from translation, text classification, sentence summarization, and contextual understanding. The advent of ChatGPT has further accelerated LLM technology development, with potential applications across various industries including transportation, finance, logistics, manufacturing, construction, retail, and healthcare. These industries handle not just textual data, but also speech, images, and videos. Therefore, there is growing demand for developing models capable of processing such multifaceted data, as well as leveraging the capabilities of LLMs.


     In today’s digital era, an enormous volume of video content is created every day. While there is demand for analyzing these videos to understand on-site situations and generate explanatory texts or accident reports to improve efficiency, most recordings remain underutilized. As such, methods leveraging LLMs to identify specific video scenes and explain them are increasingly needed.


    While LLMs have advanced significantly in image processing, creating AI models that can thoroughly comprehend the wealth of information contained in videos is still a significant challenge. In response to this, NEC is leading the way in developing methods that employ LLMs specifically for video analysis. This initiative makes use of the company’s extensive experience in AI-driven video recognition technology, a key area of expertise that NEC has developed over the years.


    This paper presents NEC’s latest advancements in utilizing LLM for analyzing long videos, as detailed in section 2. It also explores the practical applications of this technology in industries, including how it can automate the creation of reports, a topic covered in section 3. Section 4 discusses the potential future developments and directions of this technology.


  


  
    2. Research & Development on the Technology of Video Recognition AI x LLM


    This section discusses the latest technology5)6) related to Video Recognition AI x LLM technology developed by NEC. This technology, which we call “descriptive video summarization,” combines video recognition AI with LLM to extract scenes from long videos that meet the user’s criteria and then generates a summary that explains these scenes. This technology, developed with the concept of summarizing videos based on a user’s narratives,7) enables users to efficiently access desired information within a short period, without needing to watch an entire long video.


    In developing this technology, we focused on implementing a system that is “user-centric” and incorporates a “narrative” element.


    Realizing a “user-centric” approach involves users providing explicit questions or instructions. Through leveraging LLM, the system skillfully interprets the users’ intent and extracts only the scenes from the video that they want to see. For example, consider drive recorder videos. An insurance claims adjuster would find scenes important for determining accident causes and assessing damages. Meanwhile, traffic police may specifically want clips showing traffic violations and safe driving practices for enforcement purposes. Applying conventional video analysis has limitations in extracting desired meaning or value from video footage. Different users can seek vastly different insights from the same video. Thus, incorporating the user perspective is essential.


    Furthermore, when it comes to generating summaries with a “narrative” element, making complex matters easily understandable requires more than just listing linguistic expressions and information. It is necessary to clearly define the cause-and-effect relationships involved. To achieve this, we go beyond merely relying on LLM. Instead, we apply a variety of recognition engines to the video to identify real-world elements like people, objects, actions, environments, and events. Based on this information, summaries are generated that clearly illustrate what is happening in the video, in a storytelling-like manner, making it easy to understand.


    In the next section, we will introduce the basic framework that enabled this technology, highlight the features of the technology, and discuss the initial experiment results.


    2.1 Basic Framework


    The process flow of the technology developed by NEC is illustrated in Fig. 1. The basic framework for technical implementation consists of video recognition AI, data retrieval system, LLM, and module for generating shortened videos and explanatory text.


    
      [image: 230205_01.jpg]
      
        Fig. 1 Process flow within the technical implementation framework.
      

    


    First, as a preprocessing step, multiple long videos are fed into several video recognition AI engines. These engines then individually detect various objects and environments within the video footage, such as people, vehicles, and buildings, as well as any changes they undergo. The recognition results are then combined serially to create a unique graph structure that compactly represents video scenes. This graph structure is stored in a video database within the data retrieval system.


    The next step is processing online queries. The user inputs the desired information or search criteria for the preprocessed long videos into the system as a natural language text query (prompt text). Inside the system, the LLM semantically comprehends the user prompt text, breaks it down into multiple search conditions, and accurately captures the user’s intentions and requirements.


    The system then performs high-speed, accurate matching between the user’s text query expressing their needs and interests, and the video scene graph structure in the data retrieval system. Only specific partial graphs consistent with the user’s intent are extracted. Scenes connected to those partial graphs are pulled from the full videos to create condensed summary videos. Concurrently, using the recognition results for objects like people, cars, and buildings generated earlier by the video AI engines, text summaries explaining the story of these shortened videos are automatically created by the LLM.


    Finally, by appropriately embedding relevant images, videos and texts to match established report and record formats used in various industries, the system can automatically generate documentation such as accident reports, nursing care records, and construction work logs.


    2.2 Features of the Technology


    Next, we will outline the three main features of the newly developed technology.


    Feature 1: Find scenes efficiently and create reports faster


    The combination of video recognition AI and LLM makes it possible to understand each scene in a video. Specifically, more than 100 video recognition AI engines are applied to recognize the various objects and environments that make up a scene, such as people, cars, buildings, animals, trees and other natural objects, and the weather, as well as their changes, individually. By using LLM to analyze only the recognition results, users can find the scene they are looking for more efficiently than when analyzing an entire video, eliminating the need to repeatedly check a video.


    Feature 2: Accurate interpretation of video context to generate expert-quality reports


    To improve the quality of the generated text, the LLM is pre-finetuned using sample videos from a specific domain. For example, when applied to drive recorder videos, road traffic-related videos are analyzed in advance. This gives the LLM the expertise to correctly understand what happened in the video. As a result, it is possible to create highly reliable reports while addressing hallucination, which has been an issue with the accuracy of generative AI.


    Feature 3: Generate reports in seconds without large-scale computing resources


    This technology can create a video of a desired scene and explanatory text in a few seconds from a video that is over an hour long. To achieve this, NEC integrated a compact, high-performance LLM and a high-speed data retrieval system developed by NEC.


    Based on the basic framework described earlier, we developed a system that can operate in either cloud or on-premises environments and is accessible to users via a web browser. As an example, Fig. 2 a demonstration of analyzing drive recorder videos. In the demo, the screen displays the moment a large truck runs a red light and collides with a black passenger car at an intersection. Simultaneously, the technology automatically generates text analyzing and explaining the cause of the collision. Experiments were conducted to verify the effectiveness of this technology using this system.
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        Fig. 2 Demo screen of the technology.
      

    


    2.3 Experiment results


    NEC verified this technology in a use case of creating accident investigation reports from drive recorder videos. By automating the search for accidents, causative scenes, and report drafting—which had previously required manual effort—the time required to create reports was cut in half.


  


  
    3. Industrial Applications of Video Recognition AI x LLM Technology


    In this section we discuss the industries and use cases where the Video Recognition AI x LLM technology can be applied.


    Firstly, as shown in Fig. 3, this technology can be utilized in the industries of transportation and finance. By analyzing drive recorder videos with this technology, it is possible to automatically generate text and shortened videos explaining the circumstances of an accident and how it occurred. Based on the text and video, an accident investigation report can be automatically created in a format that is appropriate for non-life insurance claims and traffic safety instructions. As demonstrated by the experiment results, the time required to create report drafts, which was previously done manually, can be cut in half.


    
      [image: 230205_03.jpg]
      
        Fig. 3 Application example: Automatic creation of traffic accident investigation reports.
      

    


    Beyond the realms of transportation and finance, video has been increasingly utilized for the purpose of safety management and operational efficiency in a variety of other industries, including healthcare, caregiving, manufacturing, construction, aviation, and retail. However, it takes an enormous number of hours to manually check long videos and create reports on near-misses and areas for improvement. By utilizing the Video Recognition AI x LLM technology, it is possible to automatically generate explanatory texts and reports from videos containing complex scenes that consist of various objects and environments and that change over time.


    The application of this technology to these industrial sectors is illustrated in Fig. 4. For example, by applying this technology to camera images of a factory’s production line, you can streamline work checks at key points such as finished product inspections. You will no longer need to check the 24 hours worth of video images for the day, but merely need to read through the report generated by this technology. Other possible applications include journaling by nurses and caregivers, shift check at shops, and aircraft ground handling at airports. This technology can be widely applied to improve the efficiency of video checking. It can also be applied to the B2C area. An example would be efficiently creating a digest video that follows a specific player in a sport game video.
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        Fig. 4 Application scenarios in healthcare, caregiving, manufacturing, and other sectors.
      

    


  


  
    4. Conclusion


    In this paper, we have outlined our research and development initiatives related to Video Recognition AI x LLM technology, focusing on both the technical aspects and practical applications. As digitalization becomes more widespread globally, Video Recognition AI x LLM technology will emerge as a key player in the industrial application of generative AI. This technology is indispensable for tasks such as analyzing recorded video, understanding real-time situations on the ground, generating explanatory texts, and creating detailed accident reports, all of which contribute to greater efficiency in operations.


    Moving forward, we aim to continually improve this technology to meet the specific performance and cost requirements demanded by various industrial sectors. Our goal is to develop a robust technology that can be reliably implemented in diverse settings. By leveraging Video Recognition AI x LLM, we are dedicated to pursuing research and development efforts that contribute to creating greater efficiency in society.


  


  
    * ChatGPT is a trademark of OpenAI in the United States.

    * All other company names and product names that appear in this paper are trademarks or registered trademarks of their respective companies.
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    Abstract


    NEC believes that it is important to understand behaviors in the real world to achieve safety, security, fairness, and efficiency. However, it is difficult to understand complex or unexpected behaviors with conventional video analysis. Therefore, we propose the use of a technology that understands real-world behaviors and their context and that also predicts the intentions behind the behaviors as well as future actions by utilizing the latest generative AI. In this paper, we propose specific architectures that can achieve an understanding of real-world behaviors by using video analysis and generative AI, and we present the results of an experiment that demonstrated it is possible to understand suspected behaviors in office buildings with the proposed architecture.


    


    
      Keywords


      Real world, understanding of behavior, video analysis, generative AI, large language model (LLM)

    

  


  
    1. Importance of Understanding Real-World Behaviors


    NEC aims to achieve a sustainable society where social values of safety, security, fairness, and efficiency are created and where anyone can fully demonstrate their humanity. Specifically, we are focusing on crime prevention, improved public safety, elimination of danger and congestion in cities, and monitoring of the elderly and children. To effectively promote these initiatives for people’s safety and security, a deep understanding of how people behave in the real world is critical.


  


  
    2. Challenges in Conventional Video Analysis


    To understand the behaviors of people in the real world, NEC uses video analysis technologies including face recognition, entry/exit/stay control, and behavior detection to provide a variety of solutions such as face identification and human attribute analysis using camera images, marketing by people-flow analysis, and safety management at work sites.


    However, the current video analysis technology is unable to sufficiently understand complex behaviors—especially unexpected behaviors—of people in the diverse and drastically changing real world because it applies a preconceived model to recognize simple actions and behaviors. In addition, the challenge is that it is difficult to understand the intention of behaviors or to predict behaviors merely by recognizing simple actions and behaviors.


  


  
    3. Use of Generative AI and Its Effects


    Large language models (LLMs), which have developed significantly in recent years, can understand the complex context of texts written in natural language and generate appropriate response texts. LLMs are about to evolve into large generative AI models (LGAIMs) that can understand and generate not only texts but also still images, moving images, point clouds, audio, structured data, chronological data, and other formats.


     NEC believes that current challenges in video analysis can be solved by utilizing LLMs and LGAIMs to understand behaviors in the real world. This is because these technologies can understand the context of people’s behaviors from images and other information taken from the real world, leading it to understand the reasons and intentions behind the behaviors and to predict what the people will do next. And then, by understanding the reasons and intentions behind a behavior, we can provide high-value services that support behaviors or prevent risks by predicting the next behaviors (Fig. 1).
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        Fig. 1 Value of understanding behaviors in the real world.
      

    


  


  
    4. Architecture of Understanding Behaviors in the Real World



    4.1 Recognition and recording of events in the real world


    To achieve an understanding of behaviors in the real world, you first need to recognize and record individual real-world events. We expect that LGAIMs will be able to recognize individual events in the future, but conventional video analysis should be utilized at present.


    Also, to record people’s individual behaviors as a series of behavior records, biometric technology to identify individuals and identification technology with information from multiple cameras should be utilized. Identification of individuals could be done in places like factories and offices where the individuals being photographed or filmed can recognize that their personal information is being obtained and for appropriate purposes. If said conditions cannot be achieved, identification technology that does not identify individuals but instead is based on clothing and other characteristics in appearance should be utilized to ensure anonymity.


    In addition to video analysis, audio recognition or acoustic analysis can be utilized to recognize individual events in more detail.


    Events recognized in this way are recorded in the database as structural data and include individual identifiers that indicate who, when, where, and what as well as the date, time, location, and actions/behaviors (Table).


    
      
        Table Example of behavioral event data.
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    Furthermore, the feature vector (embedding) representing the semantic features of actions and behaviors will be extracted from texts, videos, etc. and recorded.


    4.2 Understanding of behaviors by generative AI


    The events that occurred for each individual during a particular period are extracted from a database in which events in the real world have been recorded as previously described.


    Next, text records of the extracted events are arranged in chronological order and presented to the LLM for analysis by submitting the records together with instructions such as “Check the behavior records for any suspicious behaviors.” Generally, the number of tokens that can be processed by generative AI is limited, so it is impossible to input all the events that occurred over a long period. For this reason, NEC makes it possible for the LLM to analyze the events that occurred over a long period by extracting only the events necessary for the analysis or by summarizing the events. Also, by describing events with general terms in verbalizations, it is possible to make analyses utilizing knowledge from the general world even in a highly unique real-world environment such as a plant.


    In an analysis in a highly unique real-world setting, the accuracy of generative AI analyses can be improved by in-context learning if other general behavioral events or other information with similar feature vectors are extracted and added as reference information. When LGAIMs can be utilized, higher-precision analyses will become possible by inputting video and audio of events (Fig. 2).
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        Fig. 2 Architecture for understanding behaviors in the real world.
      

    


    Such techniques enable LLMs to understand a series of behaviors and to infer the intentions of those behaviors as well as future behaviors. Based on the results, it is expected that it will be possible to provide support aligned with the intentions and to predict and prevent risks that go against the intentions.


  


  
    5. Demonstration Experiment and Results


    5.1 Recording of use cases and events


    To verify the effectiveness of the aforementioned concepts, we conducted a demonstration experiment aiming to understand suspicious behavior in office buildings.


    In this demonstration experiment, cameras were installed at eight locations in the office, including the entrance and elevator hall. NEC’s FieldAnalyst1) system for Scene Understanding, which is a high-precision recognition technology for diverse behaviors2), was used to detect behaviors and actions including entry, exit, and stay and to create behavioral event data. We also identified individuals by face recognition at the entrance (Fig. 3).
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        Fig. 3 Examples of recorded events from the demonstration video.
      

    


    In this way, after detecting and recognizing the actions and behaviors of individuals, this data was converted into texts that stated who did what when and where for each event. By using general-purpose Sentence Similarity models, feature vectors corresponding to the meaning of texts were extracted and then recorded in a database.


    5.2 Extraction and analysis of behavioral events


    Next, at an appropriate time such as when an individual exited the office building, a series of events that occurred after that individual entered the building was extracted from the database. Then we converted those events to natural language texts and entered them into the LLM together with instructions, such as “Point out any behaviors in the following behavior records that seem unnecessary or suspicious in regards to the service provider’s tasks and tell me the reason,” to make inferences (Fig. 4).
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        Fig. 4 Inference of behavioral context by LLM.
      

    


    To understand any behavior from videos, it is usually necessary to define what behaviors fall under those that should be understood, create rules and learning data to describe the defined behaviors, and train the video analysis system to learn them. However, for behaviors that are difficult to strictly define such as those that are suspicious, it is impossible to create rules and learning data that cover all cases. By using the general knowledge that LLMs and LGAIMs have, we expect to help solve this challenge and achieve an understanding of behaviors at realistic costs. NEC verified the possibilities in this demonstration experiment.


    5.3 Results of the inference by LLM


    This section presents the characteristic results obtained from this demonstration experiment. In regard to a behavioral event where the cleaners entered the site where garbage is stored and collected the garbage, the LLM responded that there was nothing to point out. However, for a behavioral event where a copy machine service provider entered the site where waste was stored and searched for something, the LLM pointed it out as suspicious behavior, giving the reason that “the garbage storage site has nothing to do with the tasks of the service provider and there is no reason to stay there.” For another behavioral event where a non-management employee opened and closed a locker in the locker room, the LLM responded that, “there is nothing to point out.” However, in that same behavioral context if a cleaning service provider opened and closed a locker in the employees’ locker room, the LLM detected it as suspicious behavior.


    In this way, we demonstrated that suspicious behaviors can be detected even in the privacy of an office building in the real world by combining the video analysis and LLM without defining rules or learning.


    Meanwhile, when only using general knowledge, there may be cases where non-suspicious behaviors are detected or where suspicious behaviors are overlooked. For example, if cleaning equipment is stored in a locker, opening and closing the locker are necessary actions for the cleaners to perform their jobs but suspicious behaviors otherwise. NEC has confirmed that this challenge can be addressed by improving the ways the LLM is instructed, such as by including operation-specific rules in the prompts.


  


  
    6. Conclusion


    This paper presented the current situation and future potential of understanding behaviors in the real world by using video analysis and generative AI. NEC aims to use this technology to realize next-generation physical security that will contribute to the safety and security of people in the real world. In addition, this technology can be utilized to support operations in plants and warehouses, discover customer needs and dissatisfaction from customers’ online or offline behaviors, and for a variety of other purposes. So, NEC intends to promote the use of this technology in a variety of fields in addition to next-generation physical security.


    While this technology has a great potential, many challenges remain. For example, the LLMs that are widely used mainly learn from information that is publicly available and collected from the Internet, books, and other sources. Therefore, they may not be able to understand behaviors exhibited in highly unique and confidential locations such as the special facilities of companies and government offices. To apply this technology to the real world, it is necessary to learn highly unique and confidential information of the real world while maintaining confidentiality. Also, if AI advances into understanding people’s behaviors, there are concerns that it may violate human rights or privacy invasion, so it is extremely important to operate in a way that complies with laws, ordinances, and social rules while applying technical protection.


    By utilizing NEC’s cotomi3), a generative AI model developed by NEC that enables individual tuning by using proprietary data in a highly confidential on-premises environment or by taking similar measures, NEC will actively work to address these challenges and aim to achieve a society where people can show their humanity with a sense of security.
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    Abstract


    In order to identify cybersecurity risks at an early stage, NEC’s intelligence analysts daily gather, accumulate, and analyze cybersecurity information. However, the scope of information to be gathered has expanded beyond cyberattacks, including information about political, economic, social, and technological trends. As a result, one of the challenges is how to appropriately narrow down sources of information and conduct an analysis while gathering information from a wider range of fields. NEC is working to automate the generation of cyber threat intelligence using generative AI for high-accuracy and rapid analyses.This paper presents NEC’s cyber threat intelligence initiatives and challenges as well as an extraction and summarization pipeline under development for cyber threat information and a search and analysis pipeline for cyber threat-related information.
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    1. Introduction


    Cyber threat intelligence refers to the collection and analysis of information about cyber threats as a process as well as a deliverable1). In general, there are three types of intelligence: tactical, operational, and strategic2). Each of these types has a different position, purpose, and user.


    In particular, strategic intelligence supports management teams in making decisions on cybersecurity risks by analyzing from a variety of angles not only cyber threats and cyberattacks surrounding the organization but also political, economic, social and technological factors in the external environment.


    Information—mainly in regard to strategic intelligence—is written in a variety of formats including reports, blogs, articles, news, and social media, and different descriptions or expressions might be used by those sending out the information. Therefore, it is not easy to gather and organize the information. This is why intelligence analysts have been required to be highly knowledgeable and experienced. However, in the future, we will need to gather information even more broadly to find the desired information. To achieve this, we cannot rely solely on skilled analysts and we need to move away from overly relying on people to gather information.


    In some cases, reports might be required within a few days or even a few hours after receiving a request for collection and analysis. To meet the expectations of the management team, speed is important to provide accurate and relevant information to enable decision making in a timely manner.


    Against this background, we need to automate and save labor in the intelligence generation process to reduce the workload of analysts and to improve their analytical capabilities.


  


  
    2. Strategic Intelligence Initiatives and Challenges


    Users of strategic intelligence require information on what problems are currently occurring, what the situation is in other similar organizations, and what decisions are required to be made. Intelligence analysts gather necessary facts and use their knowledge to analyze them and formulate hypotheses, thereby meeting the expectations of management teams.


    The series of steps required to gather and analyze information upon request from decision makers and to generate the information necessary to take actions is called an intelligence cycle3). There are several variations of the intelligence cycle. The cycle described here includes the following steps: requirement definition, collection, processing, analysis/production, dissemination, and feedback (Fig. 1).
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         Fig. 1 Intelligence cycle.
        

     


    On the other hand, if you start to gather information from scratch only after receiving a request and then organize and categorize it, you will never complete it by the expected time if you consider that you must further analyze and appropriately organize the information that contributes to the decision making. It is thus important to gather and accumulate information on a daily basis and have it readily available for immediate use. In addition, it is also key to monitor information on a daily basis in order to be aware of emerging threats and changes in threats as soon as possible.


    Therefore, NEC stores the information about cyber threats that is daily gathered and organized by intelligence analysts in a database. However, the scope of collection is no longer limited to cyber threat information but has expanded to include information regarding trends in politics, economy, society, and technology. Therefore, the challenge was to make the process of gathering, organization, and storage as labor-free as possible and to cover a wider range of fields in the information.


    Furthermore, when investigating cyber threats, a vast amount of information sources must be read when searching for relevant information before collecting and analyzing the necessary facts. However, it can be difficult to find where the necessary information lays. For example, if the information matches at the keyword level but is not the specific information you are looking for, you cannot use it and end up wasting all that effort. Therefore, another challenge is to appropriately narrow down sources of information to precisely identify the ones required.


    To solve these challenges, this paper presents a pipeline for extracting and summarizing cyber threat information, using the generative AI being developed by NEC, and an integrated pipeline for analyzing cyber threat-related information.


  


  
    3. Policy on Achieving Automation of Cyber Threat Intelligence Generation Using Generative AI


    Considering the importance of strategic intelligence, it is most important to solve the following challenges:


    (1) Incorrect information may be included in the content generated by the generative AI model (hallucinations).

    (2) The generative AI model may ignore important information that appears in long documents provided as input (long context).


    As a solution to the first challenge, a generative AI model can be used as a reasoning tool. Specifically, the generative AI model is instructed to answer using solely the information explicitly provided in the input from outside sources. A verification process that would check the accuracy of answers given by the generative AI model is also introduced. This process includes a variety of approaches, including verification through external sources of information as well as self-review and reasoning steps that are conducted through interaction with the AI model.


    As a solution to the second challenge, a preliminary processing step can be introduced before sending long texts to the generative AI model. In this phase, the original texts will be analyzed and only the contents that are highly relevant to the task at hand will be selected and extracted from the texts. This process of narrowing down the information can be adjusted upon request from the intelligence analysts and changed in accordance with the tasks to be automated.


  


  
    4. Pipeline for Extracting and Summarizing Cyber Threat Information


    4.1 Summary


    When gathering and organizing information from a variety of non-structured sources of information such as reports, blogs, articles, news, and social media, the intelligent analysts must manually read and make sense of a huge number of documents and then convert the information into a structured format that is appropriate and easily accessible in the database.


    NEC’s pipeline for extracting and summarizing cyber threat information aims to automate these tasks and make them more efficient. This pipeline consists of three elements (Fig. 2).
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         Fig. 2 Pipeline for extracting and summarizing cyber threat information.
        

     


    The downloader/parser converts input reports in a variety of unstructured formats such as HTML into a text-only format. For specific well-known sources of information, plugins to handle the formatting should be created in advance. These converted text documents are the only source of knowledge to be later used by the generative AI.


    The preprocessor performs iterative filtering to identify relevant information. First, input texts are divided into short paragraphs, and each paragraph is adjusted to have a couple of sentences overlap with the previous paragraph to ensure that the context will not be lost. Then, generative AI is used to select relevant information from the newly formed paragraphs.


    The specific types of relevant information required by the intelligence analysts can be easily configured with instructions that can be written in a natural language. For example, an instruction such as “Identify information about the economic impact of the attack” can be issued. Only the texts that are highly relevant to the task will be selected from the original texts and compiled into a group of relevant information.


    Finally, after receiving the information compiled in the previous step as input, the extractor stage extracts information by using generative AI and outputs it in a format that is consistent with the structured format to be used in the designated database. In this way, the extracted information is accumulated.


    4.2 Features


    The pipeline for extracting and summarizing cyber threat information has two important features. One feature is that it is possible to discern relevant information and focus the generative AI-assisted extraction on these details. In fact, when manually analyzing threat reports, the intelligence analyst must determine what to omit and what to include at the time of extracting information while maintaining the report’s perspective. This determination generally involves considerations about the level of confidence as well as the level of detail of the information stated in the report. NEC’s generative AI technology can easily be instructed to automatically perform analyses and select relevant texts like the analysts do. Another feature is that the pipeline can be used to swiftly adjust the format of the extracted information before outputting it in accordance with the required task or the requirements of the final recipient platform. By adjusting the instructions given to generative AI, this can be achieved both in the case of extracting specific information from texts and in the case of summarizing information.



    4.3 Example of utilization


    This pipeline is used to monitor a set of information sources and extract structured information. Specific information is extracted from texts and summarized, and events are classified in accordance with the storage format of the database. This reduces the time required for a junior analyst to gather and summarize threat information by 50% from approximately two hours to one hour (Fig. 3).
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         Fig. 3 Example of utilization of information extraction and summarization.
        

     


  


  
    5. Pipeline for Acquiring and Analyzing Cyber Threat-Related Information


    5.1 Summary


    The intelligence analyst’s job is to process information from various sources of information, extract appropriate events, and correlate events and data from different documents and tools. The pipeline for acquiring and analyzing cyber threat-related information is designed to support the process used by the analyst and automate the operation as much as possible. This pipeline consists of three different elements (Fig. 4).


     
        [image: 230207_04.jpg]
        
         Fig. 4 Pipeline for acquiring and analyzing cyber threat-related information.
        

     


    The search and retrieval module takes as input intelligence analysis queries expressed in natural language. For example, queries such as “Tell me about all attacks related to a specific threat actor” or “Is this file hash associated with threat actor X?” are accepted. Based on the first query, generative AI is utilized to perform retrieval augmented generation (RAG) over external sources of information.


    A variety of threat knowledge bases can be used as external sources for this purpose. For example, proprietary threat databases, knowledge graphs that represent knowledge connections in a graph structure, vector stores indexed in vector form, and trustworthy publicly available information on the web are some types of such information that might be included.


    These documents are input into the next module (relevance verification/extraction module) to verify if the searched documents are actually related to and relevant for the first query. If the relevance is confirmed, information from respective documents is extracted as a concise summary covering all the information related to the first query while keeping the original perspectives of the documents.


    Finally, the relevance is checked, and the summarized documents are passed to the analysis module. In this module, generative AI is used as a reasoner that correlates information in the relevant summaries and generates an answer to the first query. External tools can be called in at this stage to further confirm the inferred analysis results. For example, services that analyze malware hashes and verification using threat databases are available.


    5.2 Features


    The main feature of this pipeline is to enable document analysis across highly reliable information sources by searching and processing a vast volume of information from a variety of threat databases and multiple documents. It identifies the relevance between the analysis query and documents and then summarizes the contents while maintaining the original perspective, making it possible to give a highly accurate answer. The accuracy will further improve by verifying the given answer with external tools or sources of information.


    5.3 Example of utilization


    Currently, the pipeline for searching and analyzing cyber threat related information has been internally verified in NEC. Intelligence analysts can interact with a system that incorporates generative AI through a web interface to acquire the automatically captured information and the analysis results (Fig. 5). Initial feedback indicates that it accelerates CTI operations while delivering accurate information.


     
        [image: 230207_05.jpg]
        
         Fig. 5 Example of utilization of information acquisition and analysis.
        

     


  


  
    6. Conclusion


    In order to identify cybersecurity risks at an early stage, NEC’s intelligence analysts gather, accumulate, and analyze cybersecurity information on a daily basis. NEC is working to automate and improve efficiency, using generative AI to further expand its sources of information and strengthen its analytical capability.


    This paper presented an extraction and summarization pipeline for cyber threat information that can solve the challenges of hallucinations and long context for generative AI as well as a search and analysis pipeline for cyber threat-related information. We have verified some aspects and will continue to verify unproven areas. By promoting further incorporation of the analytical know-how developed by NEC, we plan to proceed with technological development to enable a more flexible and diverse threat analysis.


    NEC will continue through its initiatives in cyber intelligence to contribute to solving social issues and creating social value in the form of fairness and efficiency.
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    Abstract


    In May 2023, we launched the NEC Generative AI Service (NGS) with the aim of internal business use. For the large language model (LLM), we used not only GPT-3.5 from Microsoft’s Azure OpenAI Service but also GPT-4 and NEC’s LLM. We not only made mechanisms available but also established rules so employees could appropriately use generative AI and prepared policies for its use. In addition, to make full use of generative AI within the NEC Group and lead the way in achieving overwhelming improvements in productivity, we launched the NEC Generative AI Transformation Office and started to provide the MyData service from December 2023, aiming to improve the value of the NGS. At the end of this paper, we present a variety of utilization cases.
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    1. Introduction


    Generative AI has rapidly gained attention with OpenAI’s release of ChatGPT in November 2022, but until then it had only been a topic of conversation among experts. Under these circumstances, NEC declared that it would proactively use generative AI for its internal operations, research and development, and business domestically and internationally in the press release “NEC Group policy on the use of ChatGPT” (April 2023) 1). To ensure that generative AI can be used for internal operations in line with this declaration, NEC’s internal IT department needed to provide ways that employees of the NEC Group can use generative AI for business with a sense of security. This paper presents how we prepared and implemented them and how they are being used.


  


  
    2. Launch of the NEC Generative AI Service (NGS)


    Consideration for establishing the NEC Generative AI Service (NGS) began in earnest in early April 2023. We began by creating a use policy and then built a system in accordance with it, preparing means for effective use. Based on these three pillars, we began to provide NGS services on May 8, 2023.


    2.1 Establishment of a use policy


    The Management Information Systems Department and Smart Work DX Center played a central role in considering the use policy, which was later checked and evaluated by many relevant departments including the Human Resources and General Affairs Department, Legal Department, Risk Management & Compliance Department, Digital Trust Business Strategy Department, and Software & System Engineering Department. Despite being a relatively new field, we understood the nature of the risks and worked to swiftly establish rules that do not impose excessive restrictions on the use of generative AI.


    Major points of consideration in establishing the use policy were:



    	Risk of information leaks

    	Risk of copyright and intellectual property infringement

    	Low answer accuracy





    The following is an overview of the rules that were created after discussing and considering these points:



    	Employees must comply with internal regulations such as NEC’s AI and Human Rights Principles, Rules for Trade Secret Management, and Basic Rules on Information Security as well as the following basic policy and must appropriately use generative AI.

    	Employees must comply with the Rules for Trade Secret Management and appropriately use generative AI in accordance with the information input.


・They must not use generative AI when handling top secret, strictly confidential information, or confidential information (personal information: subject to the Act on the Protection of Personal Information).

・They can only use the NGS when handling confidential information (excluding personal information), information for internal use only, or information for the NEC Group’s internal use only.



    	They must check the quality of the output contents and consider risks before using the content.




    We make sure that only employees who agreed upon these conditions and submitted an application for use are allowed to use the NGS.


    In addition to these rules, the NGS logs all the input to and the output from the generative AI in a format that can be audited at any time to avoid information leaks, copyright infringement, and other risks. In the unlikely an employee is involved in a lawsuit due to the use of generative AI, this makes it possible to trace how the generative AI was used and to ensure a smooth response.


    2.2 System creation


    The NGS is achieved by a sparse structure that has few non-zero components, which is commonly called composable architecture. The internal DX Development Center (NDX) used the services and platforms in which it is proficient, enabling it to achieve speedy development. Specifically, the NGS uses Mendix for the front end of the chat screen, MuleSoft for the API, Snowflake for logging, and ServiceNow for the application system.


    At the time of the service launch, we adopted the Azure OpenAI Service, provided by Microsoft in partnership with OpenAI, as the Large Language Model (LLM) that forms the core of the generative AI. This is because OpenAI’s technology was already the de-facto standard, and it does not use input information to train and fine-tune the model. At the time of the service launch, only GPT-3.5-Turbo was available.


    We confirmed that the environment we created met the appropriate security requirements. After performing basic checks when each part of the infrastructure was introduced, we also checked the network and access control in cooperation with the Cyber Security Strategy Department to fully confirm that there is no risk of information leaks due to the infrastructure before providing services.


    2.3 Measures for use


    Generative AI is a fairly new service so we focused on the promotion of its utilization and visualization. The following are measures to promote its use we prepared after the service launch:



    	Usage status dashboard

    	Voice of Employee (VoE)

    	AX (AI Transformation) Acceleration Hub/NEC Prompt Pad




    The usage status dashboard initially only covered the number of service registrants, number of chats, and some other elements; but it later became usable for aggregation by model or organization. This is how the visualization of the usage state is continuing.


    VoE is one of the measures that have been promoted by the internal IT team since 2022 as an initiative to improve services by listening to employee feedback. Digital Workplace (DWP), a service that brings together Microsoft 365, Zoom, Box, and NEC’s proprietary add-on functions, is an example of VoE. We applied this to the NGS to ensure that we can achieve the functionality improvements needed by users. By preferentially addressing requirements that receive many likes, we became able to improve usability in a relatively short period.


    We are also focusing on collecting examples of how generative AI is used. First, we launched the NEC Prompt Pad, a site for sharing generative AI prompt templates, in August 2023 and achieved constant results by aggregating prompts. Subsequently, we redesigned it as the AX Acceleration Hub in November 2023 with a view of handling a wide range of use cases and ideas. We also organized a monthly award competition to select the person who best used generative AI—in the same way the most valuable player (MVP) is selected after a game— and have been accelerating the accumulation of use cases as a result.


    In addition to these, we tried to make sure that generative AI is used by as many people as possible through presentations in internal e-mail newsletters and the portal website, video manuals on how to use generative AI, and internal contests.


    2.4 NEC Generative AI Transformation Office


    In addition, to make full use of generative AI within the NEC Group and lead the way in overwhelming improving productivity, we launched a virtual organization called the NEC Generative AI Transformation Office, directly under the CIO/CISO in May 2023. Its roles and mission are as follows:



    	Creation of use effects

        - Promoting integrated management and use with the Transformation Office playing a central role

        - Achieving overwhelming productivity improvements regardless of business field and department

    	Sophistication of the NGS

        - Supporting multiple vendor solutions

        - Working with all internal systems

    	Returning internal knowledge to customers

        - Quickly doing it with agility as Client Zero

        - Supporting clients’ business transformation and productivity improvement based on knowledge




  


  
    3. Expansion of Service Contents


    3.1 Provision of GPT-4


    When NGS was launched, only GPT-3.5-Turbo was available, but it was a time when the world was only beginning to be astonished by the overwhelming capabilities of GPT-4.


    Because NEC had applied to Microsoft Corporation for use before other companies, NEC could acquire the GPT-4 environment relatively quickly compared to the competition and began offering it on the NGS in late May 2023. In particular, GPT-4-32k can handle a large number of tokens and has high accuracy, so many users use and benefit from it on a daily basis.


    3.2 Provision of NEC’s LLM


    On July 6, 2023, NEC announced the development of a lightweight LLM with world-class Japanese language proficiency and performance. In conjunction with the announcement, we made NEC’s unique LLM model available to the NGS so that employees can use it as Client Zero.


    3.3 MyData service


    One of the most common comments received after the launch of the NGS was about the need to make inferences based on internal content and knowledge. Several methods for generative AI are available, and NEC decided to use a method called Retrieval Augmented Generation (RAG). For implementation, we adopted LlamaIndex. This paper does not explain the technical aspects in depth, but by registering Office documents or PDF files you have in advance, you can make use of that knowledge. As of December 2023, the accuracy of generative AI is not yet high, but we have started providing the NGS in response to feedback from employees who are willing to try it out. Through measures such as replacing LlamaIndex with another means, we aim to improve the accuracy of generative AI in the fourth quarter of FY2023.


  


  
    4. Presentation of Use Cases within the NEC Group


    A variety of initiatives have been launched, including the following:


    (1) Support for common operations



    	Support for creating project progress reports

    	Support tool for setting operational goals

    	Automatic generation of reports on planned engagement measures

    	Career workshop using the NGS

    	Mentoring system (research policy)

    	Earnings forecast response system using AI

    	Bot for Microsoft Teams (NEC Digital Assistant)

    	Chat support by using MIP-NEXT

    	Automatic email generation add-in for Outlook




    (2) Development



    	Making macros easier to understand

    	Automatic generation of MuleSoft API by generative AI

    	Utilization of the created API source code throughout the company

    	Automatic creation of specifications

    	Application of generative AI to modernization projects (working with SAP)




    (3) Security



    	Utilization in AI Red and Blue teams

    	Outlook add-in to check for suspicious e-mail

    	Distribution of security news articles




    (4) Operation



    	Operational risk assessment, including reputational risk and countermeasures




    We will present some examples from among these initiatives.


    4.1 Support tool for setting operational goals


    AI provides support for setting smart operational goals and for setting and agreeing on goals (Fig. 1).
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         Fig. 1 Support tool for setting operational goals.
        

     


    4.2 Outlook add-in to check for suspicious e-mail


    We are currently developing an Outlook add-in to check for suspicious e-mail (Fig. 2. It uses the NGS API services to check if the email in question is suspicious or not. This is expected to make it possible to handle cases that are difficult to detect with conventional pattern matching.
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         Fig. 2 Outlook add-in to check for suspicious e-mail.
        

     


    4.3 Operational and reputational risk assessment and countermeasures


    The reputational risk assessment and creation of countermeasure plans based on news articles that are thought to be related to NEC are automated thanks to generative AI (Fig. 3). Previously, the contents of related articles were checked manually. Automation using generative AI has reduced the work hours for the task by 80%.
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         Fig. 3 Operational and reputational risk assessment and countermeasures.
        

     


  


  
    * Mendix is a trademark or registered trademark of Mendix Technology B.V. in the United States and other countries.

    * MuleSoft is a trademark or registered trademark of Salesforce, Inc. in the United States and other countries.

    * Snowflake is a trademark or registered trademark of Snowflake Inc. in the United States and other countries.

    * ServiceNow is a trademark or registered trademark of ServiceNow, Inc. in the United States and other countries.

    * Microsoft, Azure, Microsoft 365, Office, Microsoft Teams, and Outlook are registered trademarks or trademarks of Microsoft Corporation in the United States and other countries.

    * ChatGPT is a trademark of OpenAI.

    * Zoom is a registered trademark or trademark of Zoom Video Communications, Inc. in the United States and other countries.

    * Box is a trademark or registered trademark of Box, Inc.

    * All other company names and product names that appear in this paper are trademarks or registered trademarks of their respective companies.
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    Abstract


    This paper provides an overview of how we can utilize generative AI in software and system development and introduces the initiatives of the NEC Group. Generative AI has great potential, but it currently has several technical challenges. Therefore, software and system development remains, for the present, a process that must be primarily performed by people. However, depending on the nature of the development project, generative AI can be used to streamline human work in a variety of tasks and to improve quality. The NEC Group plans to improve productivity and quality in software and system development by systematically using generative AI.
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    1. Introduction


    Generative AI opens up the possibility of mechanizing a variety of software and system development tasks that have previously relied on humans performing them. The development and maintenance of large-scale software and systems involve many people, and system requirements and designs are mainly saved in natural language formats. Traditionally, the ability of computers to interpret and generate natural languages has been extremely limited, making it difficult to mechanize development tasks directly. Techniques for saving design information in machine-readable formats have also been proposed but have been difficult for many engineers to use. The advent of generative AI that can interpret natural languages as they are and that can generate natural language and programs is expected to significantly change the methods of software and system development.


    On the other hand, because technical challenges remain in automatically synthesizing large-scale systems using generative AI, software and system development will continue to be, for the present, a process that must be primarily performed by people. However, depending on the nature of the development project, the use of generative AI makes it possible to streamline the work done by people in a variety of tasks and improve quality.


    This paper provides an overview of how much generative AI can streamline software and system development and introduces how the utilization of generative AI is promoted within the NEC Group.


  


  
    2. Generative AI and Software and System Development


    2.1 Challenges in applying generative AI to software and system development


    Generative AI has great potential, but the large language models (LLMs) that make it possible have the following four challenges:



    	Hallucinations: LLMs may generate incorrect answers (hallucinations).

    	Limit on the amount of input data: The length of the buffer (context length) that an LLM has internally is limited. Even if the LLM has the ability to read PDF files, etc., it might not receive all the contents of the file. LLMs that can take long context lengths also have a lower probability of generating correct answers as the amount of input increases1).

    	Lack of inference capability: LLMs do not have a special inference mechanism, so they do not have a very high inference capability.

    	Lack of expertise: When general-purpose LLMs learn about software, they mainly focus on open-source code and therefore lack knowledge of commercial or less commonly used languages and platforms. As a result, they are less likely to generate correct answers to questions about these languages or platforms.




    2.2 Countermeasures against challenges


    The software development process incorporating generative AI needs to avoid or alleviate the aforementioned challenges. The table shows workarounds to avoid and alleviate respective challenges. Measures shown in parentheses are still in the stage of technical development.


     
        
         Table Challenges and countermeasures in using generative AI.
        

        [image: 230209_01.jpg]
     


    2.2.1 Hallucinations


    Generative AI makes mistake as humans do, so quality control must be exercised through reviews and tests as usual. Using generative AI for reviews instead of using it to generate design documents or code is one of the effective workarounds. This is because the probability and impact of overlooking mistakes in generated review results are smaller than those of overlooking mistakes in generated code. A lot of research is also being done on automatically checking the generated output. In particular, generating code is a task for which countermeasures against hallucinations can be easily taken, because the generated output can be automatically checked by combining the results with the unit tests2).


    2.2.2 Limitations on amounts of input data


    Tasks in downstream processes* (internal designing, coding, and unit tests at the module level) that can be addressed with little prerequisite knowledge are less affected by the limitations on the amounts of input data, so it is easy to directly use generative AI for those tasks. However, for designing and integration testing that are further upstream, a variety of requirements and constraints throughout the system must be considered, and limitations on the amount of input data affect these tasks. In addition, conversion development needs to be performed while considering information on the converted base and is therefore affected by the limitations on the amount of input data. Also, in these cases, generative AI may be used to divide the tasks and reduce the prerequisite knowledge required for performing individual subtasks. Methods of automating this division process are also being actively researched3).


    2.2.3 Lack of inference capability


    If complex and lengthy questions are broken down into simpler ones, generative AI can more easily produce correct answers. A variety of methods of prompt engineering have been suggested to raise the inference capability, and methods to divide tasks and call external programs to have them perform the processes that generative AI is not good at (calculations, etc.) are being put to practical use4).


    2.2.4 Lack of expertise


    Tasks in downstream processes are highly dependent on the programming language and platform, so you should check if the LLM has knowledge about the programming language or platform before using it. The most likely approach to address this challenge is to create a dedicated LLM by combining the original LLM with search capability or additional training.


  
    * We use waterfall development terminology here, but this also applies when using an agile development process.

  



  


  
    3. NEC Group’s Initiatives


    The NEC Group has several initiatives to address the challenges set forth in the table.


    3.1 Development of a toolchain


    3.1.1 Introduction of dedicated services


    Improved productivity is expected through the use of generative AI services that link with the integrated development environment (IDE) in downstream processes where generative AI is easy to utilize. At the NEC Group, we have established a cloud-based software development platform as our standard in-house development environment for software developers. This development platform is an IDE that includes information management tools to manage the source code, specifications, and other design information; tools to manage and automate a variety of tasks; and a development work environment for implementation and testing. We have started to provide a commercial service for code generation using generative AI on this cloud-based software development platform.


    3.1.2 IDevelopment of peripheral tools


    Because many SI projects have written specifications created in Excel, we are promoting the use of generative AI by providing a service to convert Excel files to Markdown format, which is suitable for input into the LLM.


    3.2 Generative AI-based development process


    3.2.1 Preparation of development guides


    We are proceeding with the preparation and release of generative AI-based development guides for the countermeasures set forth in the table in order of feasibility with the current toolset (excluding technical measures shown in parentheses in the table). Until the hallucination countermeasures become sophisticated, generative AI needs to be handled as a tool to assist people in their work rather than as an automation tool. As a result, the development process itself will not dramatically change from before, but the fact that written specifications will be read not only by people but also by generative AI is a significant change. By preparing design documents in a format that is readily processible by generative AI and standardizing the method, we will improve the support effectiveness of tools and processes.


    3.2.2 Application to modernization


    Modernization is a field where there are high expectations for improved efficiency through the use of generative AI. However, current generative AI has limitations as stated in section 2. We cannot currently expect it to be a silver bullet that solves the challenges to modernization all at once. Therefore, the main use of generative AI is to streamline some tasks in downstream processes (Fig. 1).
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         Fig. 1 Use of generative AI for modernization.
        

     


    Code conversion using generative AI can be done with greater flexibility thanks to its ability to follow changes in or of software architecture and with lower initial costs thanks to its ability to reduce workhours for procurement and implementation of tools or for customization per project when compared to conventional dedicated conversion tools. On the other hand, accurate conversion is difficult to achieve with current technologies5) of generative AI and requires human assistance to check and modify results or to divide tasks. This means different methods must be used in accordance with the characteristics of the project. By identifying these characteristics and identifying more and more AI practices, we will promote the use of generative AI for modernization.


    3.3 Development of dedicated LLM


    With our belief that using a dedicated LLM to address the lack of expertise is especially important among the countermeasures shown in parentheses in the table, we are proceeding with its in-house development.


    The development of the business system is changing from building systems without anything prebuilt to combining XaaS (anything as a service), packaged software, and other tools for smart integration. With this method, the proportion of workhours for tasks in downstream processes to overall workhours is small, and requirement definition and designing are main tasks. Performing these tasks requires knowledge and know-how of XaaS and the packaged software to be used as well as business knowledge. In this field, as mentioned in section 2, challenges to current LLMs, including limitations on the amount of input data, lack of inference capability, and lack of expertise, become apparent.


    However, business departments responsible for smart integration can turn knowledge and know-how of businesses and packages into an asset as a knowledge base to streamline and improve the efficiency and quality of work done by the development staff. Creating a dedicated LLM incorporating this asset is expected to produce the following effects (Fig. 2):
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         Fig. 2 Support for upstream processes with dedicated LLM.
        

     


    (1) Improved productivity and work assistance for high-skilled development staff



    	Assists in creation of deliverables, review of deliverables of others, and a variety of ancillary work with the help of generative AI

    	Enables the staff to further focus on work requiring skills by improving productivity




    (2) Improved work quality of low-skilled development staff and their training support



    	Improves quality by interactively supporting work and performing primary reviews of deliverables with the help of generative AI

    	Improves training effectiveness and shortens the time to entry into the workforce




    LLMs and their peripheral technologies are rapidly developing, and the aforementioned countermeasures that are currently being developed are expected to become widely available in the future. Advances may soon be made in countermeasures against hallucinations in downstream processes, and the development will be conducted jointly by people and AI, rather than AI assisting people. As the value provided by vendor companies like NEC is expected to shift upstream more than ever before, we believe that maintaining and strengthening dedicated LLMs with domain specialization in industries and operations is an important role for the technology departments common to all vendor companies.


  


  
    4. Conclusion


    This paper has provided an overview of the use of generative AI in software and system development and presented the NEC Group’s initiatives. Generative AI has great potential but the development of software and systems continues to be primarily performed by skilled people for the time being because of the vulnerabilities generative AI has at the moment. Depending on the nature of the development project, generative AI can nonetheless streamline the work done by people in a variety of tasks and improve quality. The NEC Group strives to improve productivity and quality in software and system development through systematic use of generative AI.


    As the value provided by vendor companies is expected to shift upstream more than ever before due to advances in generative AI technology, we plan to proceed with the strengthening of a dedicated LLM with domain specialization in industries and operations.


  


  
    * Excel is a registered trademark or trademark of Microsoft Corporation in the United States and other countries.

    * All other company names and product names that appear in this paper are trademarks or registered trademarks of the respective companies.
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    Abstract


    In this paper, we introduce efforts to apply large language models (LLMs) to the field of material development. NEC is advancing the development of a material development platform. By applying core technologies corresponding to two material development steps, namely investigation activities (Read paper/patent) and experimental planning (Design Experiment Plan), the platform organizes documents such as papers and reports as well as data such as experimental results and then presents in an interactive way to users. In addition, with techniques that reflect physical and chemical principles into machine learning models, AI can learn even with limited data and accurately predict material properties. Through this platform, we aim to achieve the seamless integration of materials informatics (MI) with a vast body of industry literature and knowledge, thereby bringing innovation to the material development process.
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    1. Introduction


    Amidst the demand for enhanced performance and diversification of needs in industrial materials as well as environmental considerations, efficient material development is required. Currently, material developers primarily engage in two tasks: (1) investigations involving literature, patents, internal technical reports, and customer needs, and (2) prototyping involving repeated experiments based on experimental planning. However, it is challenging to extract the desired information from vast amounts of data and to find the desired material designs within a vast search space. This inevitably leads to wasting time.


    For example, in typical material design cases, vast amounts of historical internal documents remain unused, hindering effective investigation. In addition, in prototyping, the lack of large-scale open databases and the high hurdles associated with simulations and high-throughput experiments (experiment automation) pose challenges to obtaining sufficient data. NEC is working to develop a materials development platform that addresses these issues by applying generative AI technology such as large language models (LLMs) to the field of materials development. In this article, we report on the application of our material development platform to the development of polymeric materials, which are used in various aspects of our daily lives, among others, and there is a need to rapidly develop materials that fulfill various functions.


    First, as shown in Fig. 1, by using this platform, it becomes possible to utilize previously unused internal data as well as external documents such as papers, patents, and open databases. An LLM uses proprietary technology to efficiently learn about materials from the documents, and this knowledge is then used to support investigations or applied to predict material properties and experimental planning using NEC’s proprietary modeling techniques.


    
      [image: 230210_01.jpg]
      
        Fig. 1 Material development platform.
      

    


    In addition, through the chat-based approach of LLMs, the barrier to utilizing AI is significantly lowered. More specifically, by introducing an easy-to-use method like chats, we eliminate the need for programming skills and proficiency in tools that have been barriers in previous AI applications. The aims are to enable more material developers, including those who may have reservations about digital technologies, to focus their time on their main goal of material development and to further improve the sophistication of methods with AI integrated into the material development platform.


    In this paper, we first provide an overview of this material development platform, followed by an explanation of the core AI technologies integrated into it. Finally, as an actual application case, we introduce a case involving bioplastics.


  


  
    2. What is the Material Development Platform?


    Fig. 2 outlines the steps involved in a material development platform.


    
      [image: 230210_02.jpg]
      
        Fig. 2 Outline of the material development platform.
      

    


      In our material development platform, the aim is to improve efficiency by reducing the labor and time required to develop materials in the materials industry. To achieve this, advanced technologies such as generative AI are used to streamline the tasks at each stage of the workflow shown in Fig. 1 as follows.


      First, at the stage of investigation, papers and reports as well as data such as experimental results are organized and presented in an interactive way to users so that it is easier to search for and narrow down molecular structure candidates for materials to be developed from a vast amount of information sources.


      Next, at the stage of experimental planning, the platform provides a mechanism that allows for learning even with minimal data and for accurate prediction of material properties. As mentioned later, to achieve this mechanism, we adopted a method that reflects physical and chemical principles into machine learning models. By utilizing machine learning models developed in this way, it becomes possible to identify molecular structures that have a high potential of realizing the required material properties. This helps streamline the traditionally labor-intensive stage of experimental evaluation by narrowing down the molecular structures for experimental validation.


    In section 3, we will introduce the core technologies that are essential for realizing such a material development platform.


  


  
    3. Core Technologies in the Material Development Platform


    3.1 Searching for and narrowing down background information on material candidates


        The initial task in the material development platform involves gathering a wide range of background information related to candidate materials and narrowing it down while establishing the policies for development work and assessing the feasibility of material candidates. This corresponds to the investigation activities in Fig. 2.


        In the material development platform, this task is achieved through the following steps:



    	Automatically importing material information from information sources

    	Searching for and narrowing down related information using a dialogue interface.




        In step 1, information regarding material characteristics and manufacturing methods is extracted from accessible information sources such as papers, internal reports, and experimental data. This information is then stored in a database in the format of a so-called knowledge graph. A knowledge graph is a data structure that consists of tuples (= data items) composed of a subject, a predicate, and an object1)2). To make it easy to use in the materials industry, the material development platform defines each element (subject, predicate, and object) using a standard ontology of materials science. By defining the relationships between elements in the knowledge graph schema, the platform ensures the clarity and reproducibility required for material development tasks.


        Furthermore, by performing deep learning on the above-mentioned ontology and knowledge graph schema to train the LLMs, we have developed a method to directly extract knowledge graphs from literature without requiring complex language processing pipelines. This allows for the accurate and fast extraction of information from vast amounts of literature with simple procedures.


        By utilizing this extracted knowledge graph, it is not only possible to perform detailed searches for background information but also to greatly reduce the effort required to prepare training data for generative AI. This reduces the effort required to train predictive AI to predict material properties or to train generative AI to generate molecular structures that achieve the desired material properties (Fig. 3).
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        Fig. 3 Details of Step 1.
      

    


        In step 2, a mechanism for interactively narrowing down candidate molecular structures is realized by training the inference engine on LLMs with a combination of the knowledge graph acquired from step 1 and the literature. The interactive interface enables users to easily enter multiple design conditions crucial for material design to narrow down the candidate group of molecular structures through a simple operation of selection and elimination. For example, users can use natural language or other means to set the conditions related to the mechanical, thermal, and electrical properties as well as the manufacturing methods of the polymer they want to develop. The interface then arranges each candidate molecular structure on the screen based on its compatibility with the conditions, enabling users to visually select molecular structures that seem suitable for their objectives. As users make selections, explanations of the candidate’s properties and manufacturing methods are displayed, so users can confirm the appropriateness of their selection (Fig. 4).
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        Fig. 4 Details of Step 2.
      

    


    3.2 Polymer-based machine learning models and molecular generation technology


        Materials informatics (MI) has rapidly developed in recent years as a field that utilizes information science such as AI to support material development. However, organic polymers have been said to be one of the most difficult materials to apply machine learning to compared to inorganic materials, where crystal structures have a deep relationship with physical properties, and organic small molecules, whose chemical structures are easily representable. This is because there are technological challenges such as representing long entangled polymer chains, understanding the interactions between fillers or additives in mixtures, and the cross-linking in rubber materials that cannot be addressed simply by applying advanced machine learning architects.


        Therefore, NEC is developing technology to solve these challenges with the physics-informed machine learning (PIML) approach, which incorporates the physical laws of polymers into machine learning models. Specifically, we are developing techniques that use values obtained from the principles of physics and chemistry as the feature values input to machine learning and technologies that incorporate theoretical formulas that express polymer-specific characteristics into machine learning architects. Efforts are also being made to generate the molecules themselves and are advancing our technological development while pursuing the strengths of both rule-based models based on specialized knowledge of polymers and model-based approaches that apply generative AI.


        In this way, by using PIML and molecular generation technology, we are developing innovative technologies that can break through the current situation where machine learning models do not function due to the lack of data in vast search spaces.


  


  
    4. Case of Application to Bioplastic Development


    Plastic is indispensable in our daily lives at present, but there are challenges such as reducing CO2 emissions and addressing the issue of marine plastic waste. NEC has been proactively addressing these challenges and has been developing bioplastics since the early 2000s with a record of commercialization (Photo)3). With increasing awareness of environmental issues, further acceleration of development is expected in the future.
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        Photo New bioplastic products made by NEC.
      

    


    Thus, we are proceeding with demonstrations by applying the material development platform. When we attempted to explore new materials for bioplastics in a demonstration experiment, it was not possible to predict the material properties when conventional materials informatics (MI) was applied. In contrast, by applying the core technologies mentioned in section 3.2, a level of property prediction accuracy that is sufficient for practical use was achieved. Also, as mentioned in section 3.1, using LLMs and papers on bioplastics, we obtained examples of identifying candidate molecular structures based on raw material names, strength, biodegradability, and other factors, and also obtained detailed descriptions of their manufacturing methods. By effectively utilizing these core technologies in this way, we aim to efficiently develop new bioplastics and contribute to the creation of a sustainable society.


  


  
    5. Conclusion


    In this paper, we introduced a material development platform as an approach to applying LLMs in the field of material development. In the future, for the materials industry, which will needs to respond even faster to customers’ demands in the future, NEC aims to bring innovation to material development using AI consisting of these two core technologies.
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    Abstract


    Against the backdrop of the intensification of torrential rain disasters in recent years and concerns about the occurrence of a massive earthquake in the near future, there is a growing demand for further strengthening disaster control measures. In the event of a disaster, it is crucial to assess disaster damage quickly and accurately to minimize damage by expediting initial response activities such as evacuation guidance and rescue efforts. In this paper, we introduce a technology that utilizes a multitude of field images collected in the event of a disaster to assess the damage through the use of large language models (LLMs) and image analysis.
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    1. Introduction


    In recent years, many regions around the world have faced an increase in the frequency and severity of natural disasters, including intensified torrential rains and massive earthquakes. In times of disaster, it is crucial to quickly and accurately assess the damage to expedite initial response activities such as evacuation guidance and rescue efforts for disaster victims. However, because precipitation distribution maps, seismic intensity distribution maps, and other textual information provided by relevant government agencies as well as reports from residents about damage and safety during disasters may lack detailed information about the disaster damage and location, challenges still exist in the realization of a rapid initial response. In contrast, images from disaster-stricken areas provided to municipalities (images captured by smartphones, drive recorders, CCTV, etc.) contain extensive information about the disaster damage and geographical location and hold great promise.


    In this paper, we introduce a technology for disaster assessment that quickly and accurately finds the images necessary for assessing the disaster damage from a multitude of field images and displays them on a map with street address-level accuracy, aiming to expedite initial activities.


  


  
    2. Features


    The technology for disaster assessment enables users to search for and display the necessary images from a multitude of field images on a map (Fig. 1). In section 2, we will explain the features of the AI for narrowing down images and location estimation that make this possible.


     
        [image: 230211_01.jpg]
        
         Fig. 1 Overview of the technology for disaster damage assessment.
        

     


    2.1 AI to narrow down images in search results


    When searching for images, images can be narrowed down from a multitude of field images to include only those that align with the user’s intent by utilizing the semantic interpretation of words with a large language model (LLM) and the similarity judgment of images with image analysis.


    Image recognition has conventionally been used for narrowing down images to those that are relevant, but it was only capable of recognizing specific pre-learned objects, thereby limiting which images can be narrowed down in a search. This makes it challenging to conduct accurate surveys in accordance with a user’s intent, which varies depending on the type and scale of a disaster, the affected areas, and the extent of the situation.


    This technology utilizes LLMs uses keywords input by the user to narrow down field images. Furthermore, using image analysis and specifying scenes the users would want to search for makes it possible to narrow down the search to similar images that are difficult to express in words. By combining LLM with its textual prompts and image analysis in this way, users can accurately narrow down the images to only those matching their intentions, making it possible to quickly respond to changing situations of disasters as they unfold.


    2.2 AI to estimate the location of damage


    In location estimation for field images where the disaster location is unknown, the location of the field image can be estimated with street address-level accuracy and then displayed on a map by comparing (cross-view matching) the images with aerial imagery and map data covering extensive areas.


    Field images provided in emergency situations such as disasters do not necessarily include location information, making it sometimes difficult to identify disaster-stricken areas. While NEC has previously developed technologies for estimating locations through the use of aerial images such as satellite images and aerial photographs1), this latest technology has achieved the world’s highest matching accuracy2) by leveraging geographic information from map data. This enables location estimation with a high degree of precision, even for field images captured during disasters.


    This technology automatically extracts areas such as roads, buildings, and traffic signals from field images and then estimates locations by matching them with map layout information (the shape and layout of roads, buildings, etc.). In this way, information on roads showing a lower risk of damage is proactively used in the event of an earthquake, and during floods, information on buildings showing a lower risk of submergence in the event of flooding is used to perform matching. This enables highly accurate estimation of a photographed location, even for field images of partially collapsed buildings or partially flooded roads.


  


  
    3. Application


    Fig. 2 shows an application that uses this technology for assessing disaster damage from a multitude of field images. Through interactive communication between the user and the system, the images are narrowed down (left), and the locations of the resulting images are displayed on the map (right). In the example shown in Fig. 2, a search is conducted to find images of collapsed buildings, using textual prompts. Then by selecting and specifying images with significant damage from the search results, it is possible to narrow down the number of scenes that are difficult to express in words, such as the extent of the damage. The resulting images are displayed on the map based on the information obtained from location estimation. In this way, by using this technology, users can quickly assess a variety of disaster situations they want to investigate.
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         Fig. 2 Application for assessing damage.
        

     


  


  
    4. Conclusion


    In this paper, we introduced a technology that utilizes a multitude of images from disaster sites to swiftly and accurately assess the situation using LLMs and image analysis. NEC plans to further develop this technology for practical use in an effort to help accelerate evacuation guidance, rescue efforts, and other initial response activities in the event of a disaster. In addition, NEC remains committed to making society safer, more secure, and more convenient by expanding the use of LLM and image analysis technology to other applications.
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    Abstract


    NEC have developed our own LLM (Large Language Model) with superior Japanese language proficiency and accelerating its use for internal operations and business applications. Despite its compact design capable of operating on a single GPU, this model boasts world-class Japanese language proficiency, achieved through long-time training with large amounts of high-quality data, a robust architecture, and meticulous tuning of instructions. Furthermore, with the motto, “Usable in business,” we identified the elements necessary for LLMs in practical applications, such as high-speed inference and processing long texts of more than 200,000 characters. This paper provides an overview of the design philosophy, development process, and performance that we focused on strengthening.
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    1. Introduction


    In early 2023, we developed a proprietary LLM with a high performance and superior Japanese language proficiency and announced its development in July of that year. Since then, we have been accelerating its use for internal operations and expanded business applications while enhancing its performance and functionality. The LLM is designed to provide highly accurate responses to user instructions. Fig. 1 provides an overview of the LLM’s development process.


    
      [image: 230212_01.jpg]
      
        Fig. 1 Overview of the development process of the LLM.
      

    


    This paper first explains the design of the model and then follows with descriptions of how to prepare data for pre-training, perform chat-tuning with instruction data, and human feedback (alignment), and an evaluation of the model obtained by this process.


  


  
    2. Model Design and Pre-training


    Most of the current LLMs are based on an architecture called the Transformer1). We have also based the design of our LLM’s architecture on the Transformer.


    (1) Model architecture


    
    Considering the balance between performance and speed, the size of the LLM was set to have approximately 13 billion (13B) parameters. The number of layers, the number of hidden dimensions, and the number of heads were set to 40, 5120, and 40, respectively. They are the same as those of LLaMA 13B2).

    


    (2) Tokenizer


    
    The tokenizer was trained using the BPE (byte pair encoding) algorithm3) on a corpus totaling 10 GB of Japanese and English text, followed by post-processing to exclude inappropriate tokens.

    


    (3) Pre-training


    
    For pre-training, we used Megatron-DeepSpeed4) and 64 servers, each equipped with eight A100 80 GB GPUs for computation. The batch size was set to 4 million tokens, and the learning rate was varied from 10-4 to 10-5 with a cosine scheduler. The sequence length during pre-training was initially set to 2048. Extensions for longer sequence lengths are discussed next.

    


    (4) Long text support


    
    To enhance the LLM’s ability to infer information from long texts, we conducted additional pre-training using a long-text corpus after the aforementioned pre-training. Initially, when attempting to improve performance on long texts using standard additional pre-training methods, we found that the performance on short texts decreased as a result. To address this issue, we adopted a method called Positional Interpolation5) for NEC’s LLM. This method successfully improved performance on both short and long texts, as shown in Fig. 2. In the figure, the positions of tokens (x-axis) represent different parts of the text, with larger positions indicating longer texts and smaller positions indicating shorter ones.
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        Fig. 2 Differences in text prediction error (loss) of the language model among various learning methods.
      

    


  


  
    3. Preparation of Data for Pre-Training


    To achieve high performance with a parameter size of 13 billion, it is necessary to prepare an extremely large-scale and high-quality corpus for training data. To create our own corpus we collected and then processed a large amount of data primarily from the web, ensuring that knowledge from various fields was evenly included. In addition to Japanese corpus, we included English and source code corpus in a certain ratio to improve overall performance on those languages. Furthermore, to ensure that the LLM can generate coherent and natural texts, it is necessary not only to adjust the proportion of the data but also to clean the data for improved quality. Therefore, we conducted multi-stage cleaning for Japanese data using both rule-based and learning-based filtering. For learning-based filtering, we used a machine learning model that was trained to distinguish between clean and dirty data.


  


  
    4. Chat-Tuning with Instruction Data


    Through pre-training, the LLM can generate continuations of given text, but it lacks the ability to engage in meaningful conversations. To enable it to interact in a conversational manner, similar to ChatGPT, post-training called chat-tuning is required. In chat-tuning, we fine-tune the LLM using a dataset comprising multiple rounds of conversations between a user and assistant. This allows the LLM to function as an assistant and provide appropriate responses to user queries, taking into account the conversational context and generating responses based on the chat history between the user and the assistant.


    As a refinement during chat-tuning, we applied a markup language called Chat Markup Language (ChatML) that was developed by OpenAI to structure the conversation data.


    ChatML enables the semi-structured representation of system inputs, user inputs, and assistant outputs as follows.


    <|im_start|>system


    You are an AI assistant helpful to humans.


    <|im_end|>


    <|im_start|>user


    Tell me who is the president of NEC.


    <|im_end|>


    <|im_start|>assistant


    The president of NEC Corporation (NEC) is Takayuki Morita. Mr. Morita assumed office on April 1, 2021.


    <|im_end|>


    In addition to the large-scale dataset created by NEC employees and other people, we developed and utilize a mechanism to semi-automatically augment conversation data using the LLM we developed to enhance the ability to generate responses to more complex instructions and diverse questions.


  


  
    5. Human Feedback (Alignment)


    Through chat-tuning, the LLM learns to follow the user’s instructions. However, chat-tuned LLMs may occasionally generate harmful outputs or unhelpful responses. Reinforcement learning from human feedback (RLHF)6) is a training method that suppresses undesirable responses from the LLM and encourages desirable ones. RLHF is typically a two-stage process that involves training of reward model and proximal policy optimization (PPO)7) after chat-tuning. However, there can be instability issues during training depending on how the PPO hyperparameters are selected. Recently, Direct Preference Optimization (DPO)8) has gained attention as a way to address this issue. DPO offers stable training in a single stage and achieves good performance. Therefore, we used DPO for alignment.


    DPO is an algorithm that directly optimizes model parameters by using data that consists of a set of triplets in the format <prompt, positive example response, negative example response> (preference data) for a given prompt, where positive examples represent desirable responses and negative examples represent undesirable responses, to increase the likelihood of positive examples and decrease the likelihood of negative examples. By training on many such triplets, the LLM becomes more likely to output patterns of desirable responses than patterns of undesirable responses.


    The preference data was created by generating answer candidates using chat-tuned LLMs in response to prompts collected from our employees and external companies.


    Implementing such alignment processes has been confirmed to result in the improved quality of the human evaluation of LLM responses and the suppression of harmful output.


  


  
    6. Benchmarks


    The evaluation of the LLM’s performance is multifaceted, but here we evaluate it from two of the most common perspectives: the inference and information processing ability as a pre-trained LLM, which is referred to as Japanese language proficiency and includes common sense reasoning and document comprehension; and the information processing ability as a chat-tuned LLM, which requires complex capabilities.


    6.1 Evaluation as a pre-trained LLM


    To evaluate the pre-trained LLM, we used JSQuAD and JCommonsenseQA (JCQA) from JGLUE9), which is a commonly used Japanese language benchmark. JSQuAD is a task that involves extracting an answer string for the provided question from a given document. It uses two-shot in-context learning, and the evaluation score is based on whether the predicted answer exactly matches the correct answer string. JCQA is a multiple-choice question answering dataset for the task of asking questions about common-sense knowledge with answers selected from five options. During inference, it uses three-shot in-context learning, and the evaluations are based on accuracy. The baseline LLMs include globally top-tier LLMs from other countries and high-performance Japanese LLMs available to us as of the end of October 2023, denoted as (A, B, C, and so forth).


    Fig. 3 shows the evaluation results. Among the LLMs compared, our LLM achieved the highest performance in JSQuAD, and in JCQA, it achieved the top performance among domestic LLMs and the second-highest performance overall, including LLMs from other countries.


    
      [image: 230212_03.jpg]
      
        Fig. 3 JSQuAD and JCQA experiment results: NEC’s LLM vs other LLMs.
      

    


    6.2 Evaluation as a chat-tuned LLM


    Next, we adopted RAKUDA10) as a Japanese language benchmark for evaluating the performance as a chat-tuned LLM. The task of RAKUDA not only requires knowledge and comprehension as mentioned earlier but also seeks valid responses in a conversational context. RAKUDA involves a task responding to 40 Japanese free-form queries, and the quality of responses is evaluated by GPT-4. It employs an evaluation method that compares the quality of responses generated by two different LLMs, in order to determine which one is better. Here, we evaluate the LLM developed by NEC in comparison with the other Japanese-specialized LLMs that were accessible to NEC as of the end of October 2023 (referred to as X, Y, and Z).


    Fig. 4 shows the evaluation results for the Rakuda benchmark. The LLM we developed achieves high performance even when compared to globally top-tier LLMs, demonstrating its capability of dialogue. In particular, it significantly outperforms Japanese-specialized LLMs in terms of win rates. However, it is important to note that the Rakuda benchmark evaluates single-turn conversations with a small amount of data so it measures only one aspect of dialogue performance.
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        Fig. 4 Win rates of NEC’s LLM against other LLMs in the Rakuda benchmark.
      

    


  


  
    7. Conclusion


    In this paper, we introduced the 13B LLM developed by NEC. In the future, we will start with this LLM and develop a variety of generative AI technologies as a contribution to society.


  


  
    * ChatGPT is a trademark of OpenAI Inc. in the United States.

    * All other names of companies names and products that appear in this paper are trademarks or registered trademarks of their respective companies.

  



  
    References

    
      1) Ashish Vaswani, et al.: Attention Is All You Need, 2017

      https://arxiv.org/abs/1706.03762
    


    
      2) Hugo Touvron et al.: LLaMA: Open and Efficient Foundation Language Models, 2023

      https://arxiv.org/abs/2302.13971
    


    
      3) Rico Sennrich, Barry Haddow, and Alexandra Birch: Neural Machine Translation of Rare Words with Subword Units, 2015

      https://arxiv.org/abs/1508.07909
    


    
      4) GitHub: Megatron-DeepSpeed

      https://github.com/bigscience-workshop/Megatron-DeepSpeed
    


    
      5) Shouyuan Chen et al.: Extending Context Window of Large Language Models via Positional interpolation, 2023

      https://arxiv.org/abs/2306.15595
    


    
      6) Long Ouyang et al.: Training language models to follow instructions with human feedback, 36th Conference on Neural Information Processing Systems, 2022

      https://proceedings.neurips.cc/paper_files/paper/2022/file/b1efde53be364a73914f58805a001731-Paper-Conference.pdf
    


    
      7) John Schulman et al.: Proximal Policy Optimization Algorithms, 2017

      https://arxiv.org/abs/1707.06347
    


    
      8) Rafael Rafailov et al.: Direct Preference Optimization: Your Language Model is Secretly a Reward Model, 2023

https://arxiv.org/abs/2305.18290
    


    
      9)  Kentaro Kurihara et al.: JGLUE: Japanese General Language Understanding Evaluation, LREC 2022, pp. 2957-2966, 2022

http://www.lrec-conf.org/proceedings/lrec2022/pdf/2022.lrec-1.317.pdf
    


    
      10)  GitHub: Japanese-llm-ranking

      https://github.com/yuzu-ai/japanese-llm-ranking
    


  


  
    Authors’ Profiles


    
      OYAMADA Masafumi
    


    
      Research Fellow and Group head

      Data Science Laboratories

    


    
      AKIMOTO Kosuke
    


    
      Manager

      Data Science Laboratories

    


    
      DONG Yuyang
    


    
      Special Researcher (Assistant Manager)

      Data Science Laboratories

    


    
      YANO Taro
    


    
      Assistant Manager

      Data Science Laboratories

    



    
      TAKEOKA Kunihiro
    


    
      Special Researcher (Assistant Manager)

      Data Science Laboratories

    



    
      MAKIO Junta
    


    
      Data Science Laboratories

    


   


  
    
      Special Issue on Revolutionizing Business Practices with Generative AI
    

 
    
     Fundamental Technologies that Enhance the Potential of Generative AI
    

  


  NEC’s AI Supercomputer: One of the Largest in Japan to Support Generative AI


  
    KITANO nbsp;Takatoshi


  
    Abstract


    In recent years, generative AI has dramatically evolved due to increases in the number of parameters and the volume of training data. Furthermore, the multimodalization of generative AI, which encompasses language, images, and audio, requires significantly increased computational power. Therefore, a system that efficiently and stably conducts large-scale distributed training using numerous GPUs is essential for developing foundation models for generative AI. This paper introduces the system architecture of NEC’s AI supercomputer that supports the training of generative AI and future initiatives.
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    1. Introduction


    In recent years, generative AI has made dramatic progress due to increases in the number of parameters and the volume of training data. Furthermore, the advancement of multimodal generative AI, which incorporates not only language but also images and audio, requires significantly increased computational power. Because large language models have now emerged that would take over 350 years to train on a single graphics processing unit (GPU), distributed training systems that can efficiently and reliably leverage multiple GPUs have become indispensable for advancing generative AI technologies.


    NEC anticipated the increasing importance of computational power with advancing AI sophistication and multimodalization. In March 2023, NEC began full operation of an AI supercomputer equipped with 928 NVIDIA A100 Tensor Core GPUs, making it the largest in the industry in Japan1). This paper describes the system architecture of NEC’s AI supercomputer that enables fast and stable learning of large-scale generative AI foundation models from two perspectives: the computing infrastructure and the software infrastructure that constitute the AI supercomputer2). Then, we explain the computing infrastructure, which consists of the advanced server computer architecture and the innovative network architecture. Next, we discuss the software infrastructure for execution and operational monitoring centered on Kubernetes. Finally, we explain future initiatives.


  


  
    2. Architecture of the AI Supercomputer’s Computing Infrastructure


    2.1 Computer architecture


    NEC’s AI supercomputer comprises 928 NVIDIA A100 80GB Tensor Core GPUs and 116 GPU servers. The computer architecture and network architecture of the AI supercomputer’s computing infrastructure have been designed to enable high-speed distributed training by scaling out such a large number of GPUs. Next, we explain the details.


    2.1.1 Scaling-out method for GPU servers


    In NEC’s AI supercomputer, the combination of 16 GPU servers and multiple sets of leaf switches is designated as the unit for scaling out, and this unit is referred to as the computing unit (CU). All CUs have the same configuration, and scaling out of GPU servers is achieved by arranging CUs (Fig. 1). Multiple CUs can be scaled out to any size by connecting them through spine switches and they also have remarkably high maintainability due to unified hardware and software.


    
      [image: 230213_01.jpg]
      
        Fig. 1 Scaling out GPU server clusters with CUs.
      

    


    2.1.2 Hardware topology supporting high-speed distributed training


    To perform high-speed distributed training with multiple GPUs, a hardware topology that reduces communication latency between GPU servers is important. To achieve low-latency communication, one network interface card (NIC) is placed under the PCI switch to which the GPU belongs, minimizing the physical distance between the NIC and the GPU. In total, four NICs are arranged in this manner. This enables communication with low latency and a broadband using GPUDirect RDMA, bypassing the CPU (Fig. 2).


    
      [image: 230213_02.jpg]
      
        Fig. 2 NIC placement for high-speed and stable distributed training.
      

    


    In addition, the network is divided into three separate networks: management, computing, and storage. For each network, a total of six NICs are placed to separate communication traffic: one for management, four for computing, and one for storage. This separates the communications for management and storage, preventing communication latency between GPU servers from worsening.


    In this way, by arranging the NICs so that communication latency is reduced for parameter exchanges in the deep learning framework, high-speed distributed training can be done even for large-scale generative AI foundation models.


    2.2 Network architecture


    As for the network architecture, low-latency and high-bandwidth communication is achieved by integrating GPU servers and various high-speed switches in an end-to-end manner, using a spine-leaf architecture (Fig. 3). Next, we explain the details.
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        Fig. 3 High-speed communication using spine-leaf architecture.
      

    


    2.2.1 Architecture for high-speed communication for distributed deep training


    In distributed deep training, numerous parameters must be communicated between GPU servers for each iteration. Also, because foundation models for generative AI have a large number of parameters, low-latency and high-bandwidth communication is required to improve distribution efficiency.


    Therefore, it is essential to enable GPUDirect RDMA in an end-to-end manner, using RoCE v2, for communication. For this reason, all servers are connected by using NVIDIA’s Spectrum SN3700 high-speed Ethernet switches, which support 200 Gbps ultrahigh-speed Ethernet, and NVIDIA ConnectX-6 low-latency interconnects. Also, the network configuration adopts a two-layer spine-leaf architecture to minimize the number of hops between GPU servers, thereby realizing low-latency communication.


    Thanks to these innovations, communication between GPU servers can be achieved with low latency and a high bandwidth, enabling high-speed distributed training even with hundreds of GPUs.


    2.2.2 Use of data center network technologies


    In NEC’s AI supercomputer network, data center network technologies are used to construct the AI supercomputer (Fig. 4).
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        Fig. 4 Use of data center network technologies.
      

    


    The overall network architecture adopts IP Clos and uses EVPN as the control plane and VXLAN as the data plane. In addition, RoCE v2 over VXLAN is used to enable high-speed communication between servers. Also, BGP is used as the routing protocol, and BGP unnumbered is used to facilitate IP management.


    By leveraging a variety of data center network technologies, we have realized a high-performance network that enables large-scale distributed training while improving convenience and reducing network management costs.


    2.3 Storage architecture


    To develop multimodal generative AI, diverse modal datasets, including text, images, videos, and audio, are required and necessitate high-speed broadband access. To achieve this, a distributed file system capable of supporting high input/output operations per second (IOPS) and broadband access is necessary, and this enables simultaneous access from multiple GPU servers and the use of large volumes of language data and large datasets containing tens of millions of images. NEC’s AI supercomputer uses Lustre, a distributed file system with a strong track record in the world of high-performance computing (HPC). Next, we explain the configuration of a large-scale storage system that uses Lustre and the method of scaling out storage to enable high-speed access to large datasets.


    2.3.1 Configuration of the storage system supporting large datasets


    The storage system of the AI supercomputer consists of two components: the high-speed area consisting of many NVMe (nonvolatile memory express) solid-state drives (SSDs) for high-performance IOPS applications such as logs and the large-capacity area consisting of hard drive disks (HDDs) used to store large-scale training datasets. By dividing the storage according to the input/output characteristics, high-speed data access is achieved. Also, the storage servers that make up the storage system are equipped with multiple 200 Gbps NICs, making RoCE v2 available even for data access to enable broadband communication.


    2.3.2 Method of scaling out storage


    In large-scale file systems, metadata processing tends to be a bottleneck because of the large number of files. Therefore, we enhance metadata processing performance by scaling out multiple metadata servers (MDSs) (Fig. 5). Also, to prevent user data access from being concentrated on specific MDSs, we have developed a program that automatically arranges directories so that each user can use different MDSs and thus distribute the I/O load on metadata. These efforts enable high-speed data access in large-scale file systems without bottlenecks.


    
      [image: 230213_05.jpg]
      
        Fig. 5 Storage architecture supporting high-performance I/O.
      

    


  


  
    3. Software Architecture Supporting Advanced AI


    3.1 Execution platform for software using Kubernetes

    To enable researchers to efficiently train cutting-edge AI without the need to construct a complex deep learning environment, Kubernetes, a container platform, is installed as the core software and is extended to construct the execution platform for software (Fig. 6). Specifically, the authentication and authorization mechanism as well as the security and other mechanisms are extended to suit NEC’s systems. In addition, a Kubernetes job scheduler has been optimized for the physical configuration of the AI supercomputer’s network topology, enabling efficient distributed training.
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        Fig. 6 Execution platform for software on the AI supercomputer.
      

    


    By installing Kubernetes at the core of the software platform, we have achieved a cutting-edge research and development environment for AI that enables flexible expansion and efficient distributed training in accordance with organizational requirements.


    3.2 Deep learning container environment supporting advanced AI research


    A wide variety of deep learning frameworks is used for AI training, and updates are frequent due to the rapid advancement of AI technology. In addition, NEC conducts research and development in a variety of AI fields such as image recognition, video analysis, language modeling, optimization, and control. Therefore, in accordance with NEC’s research and development, the latest deep learning environments are packaged as containers and provided to NEC researchers.


    As a result, researchers can use cutting-edge deep learning environments without the need to construct environments for the wide variety of diverse, complex, and frequently updated deep learning frameworks.


    3.3 Operational monitoring platform supporting stable operation of large-scale systems


    In the development of generative AI, simultaneously using a large number of GPUs for distributed training necessitates high availability in the AI supercomputer. However, due to the high utilization of multiple GPUs, the failure rate is higher than in typical systems, making operational monitoring important.


    Therefore, NEC has developed an operational monitoring platform that conducts monitoring of the heartbeat, logs, resources, and performance—which are specific to the AI supercomputer—in an integrated manner to realize high availability. Specifically, in addition to general monitoring items, various types of monitoring are conducted in different layers, such as the metrics on Layer 1 of the optical fibers connecting GPU servers that are specific to the AI supercomputer, the communication metrics specific to distributed training such as RoCE v2, and errors in the hardware/software of each GPU. This enables the integrated detection of faults and failures on each layer, immediately removing abnormal nodes from Kubernetes and ensuring high stability.


    The operation monitoring platform uses Prometheus, Grafana, Fluent Bit, and Elasticsearch. These software tools allow all monitoring functions to be extended using the Go language. By ensuring that the extensions can be developed in the same Go language as the execution platform, engineering scalability is enhanced, enabling efficient development of operation monitoring functions for the entire complex, advanced AI supercomputer.


  


  
    4. Conclusion


    In the future, generative AI will evolve into multimodal generative AI that encompasses language, images, and audio and it will evolve into a fundamental technology supporting advanced decision-making by humans. Even foundation models for language alone require a large amount of computation, so the development of multimodal generative AI technology requires immense computational power.


    Therefore, NEC will leverage the largest-scale AI supercomputer—which serves as a source of competitiveness—in the industry in Japan to accelerate the research and development of foundation models for multimodal generative AI, using NEC’s strengths in language, image, and speech AI technologies. Through collaboration with customers and partners, NEC aims to realize a center of excellence for AI research that generates innovative social value.
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    Abstract


    Large Language Models (LLMs) are revolutionizing our world. They have impressive textual capabilities that will fundamentally change how human users can interact with intelligent systems. Nonetheless, they also still have a series of limitations that are important to keep in mind when working with LLMs. We explore how these limitations can be addressed from two different angles. First, we look at options that are currently already available, which include (1) assessing the risk of a use case, (2) prompting a LLM to deliver explanations and (3) encasing LLMs in a human-centred system design. Second, we look at technologies that we are currently developing, which will be able to (1) more accurately assess the quality of an LLM for a high-risk domain, (2) explain the generated LLM output by linking to the input and (3) fact check the generated LLM output against external trustworthy sources.
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    1. Introduction


    In an era of remarkable technological advancements, Large Language Models (LLMs) have emerged as a transformative force. Their astonishing performance1) on many tasks has led to an exponential increase in real-world applications of LLM-based technology. LLMs are reshaping the way society interacts with computer systems, textual information and even our own creativity. They are in the process of revolutionizing various industries, being applicable to nearly any vertical, they help us by generating textual content, powering virtual assistants, and providing insights from large-scale data analysis. As such, LLMs provide an opportunity to bring about unprecedented levels of convenience and efficiency. However, as we explore the many benefits that LLMs offer, we must also tread cautiously, acknowledging their limitations and considering possible mitigation strategies.


    For example, one of the most discussed shortcomings of LLMs is their tendency to generate plausible but erroneous information, commonly referred to as hallucinations2)3). It is paramount to be aware of such a limitation in order to utilize the benefits of LLMs in a safe manner. In one instance a lawyer used the famous LLM ChatGPT4) as a search engine, not realizing it might generate incorrect information, and filed documents to the court without manually confirming the output.


    In the following, we first exemplify the main advantages and capabilities of LLMs, before turning to their most relevant limitations (section 2). With this in mind, we discuss overall characteristics for suitable use cases of LLMs as well as possible mitigation strategies that can be applied right now to reduce the risk posed by the existing limitations (section 3). This includes (1) assessing the risk of a use case to determine the depth of mitigation strategies required (section 3.1), (2) prompting an LLM to deliver its reasoning path in a natural language explanation (section 3.2) and (3) encasing LLMs in a human-centred system design to facilitate safe usage by giving the human user the control and tools required to utilize the LLM in a safe manner (section 3.3).


    To further increase the usability of LLMs, we next turn to three technologies currently under development that can increase the safety of using LLMs (section 4): (1) the quality checker (section 4.1) allows us to more accurately assess the performance of LLMs that go beyond accuracy and can for example measure the safety of a response (e.g. whether a response includes hate speech); (2) the LLM explainer (section 4.2) can explain the LLM generated output by linking phrases of the output to the phrases in the input that generated the output phrase; (3) the fact checker (section 4.3) that allows us to verify if the generated LLM output can be validated based on external trustworthy sources. Finally, we conclude with an executive summary (section 5).


  


  
    2. Large Language Models (LLMs)


    LLMs are a family of neural network models for text processing, generally based on neural networks that implement the Transformer architecture5). Unlike past language models trained on task-specific labelled datasets, LLMs are trained using unsupervised learning on massive amounts of data. Their training objective is to predict the next word, given an input prompt. The simplicity of the training objective and the ability to learn on unlabelled data allows scaling these models to ingest a massive amount of data. This training regime combined with scale proves to be sufficient to unlock the model’s ability to solve a number of previously unseen tasks and acquire emergent behaviors6)7). For instance, LLMs are capable of question answering8), story generation9), information extraction10) and text summarization11) and many other tasks. More surprisingly, these emergent abilities include creative language generation, reasoning and problem-solving, and domain adaptation1). Given the emergent capabilities in multiple tasks, the research community often refers to large pre-trained LLMs as Foundation Models (FM)12). This definition reflects the ability to perform multiple tasks with the same model and generalizes the concept to recent developments where foundation models include other modalities beyond text in the prompt, such as images.


    2.1 Advantages


    LLMs show significant capabilities in many tasks, often outperforming more narrowly focused models. Nonetheless, speaking only of the ability of an LLM to solve a given task would not capture the real key advantage of LLMs. In fact, a key aspect of LLMs is the way they can be leveraged in applications: unlike other machine learning models, LLMs can be used as-is for the target task, without requiring any modification, further training or domain-specific datasets. This removes most of the technical barriers that engineers face when integrating machine learning in their systems, therefore unlocking an unprecedented pace of development and innovation for machine learning applications. In this sense, perhaps the most interesting emergent ability of LLMs is their in-context learning and instruction-following capabilities. That is, users can program the behaviour of an LLM by prompting it with specific natural language instructions. This removes the need to have machine learning expertise to use them, and even enables non-technical users to employ them in interesting applications. For instance, a prompt like “Summarize the following text” is sufficient to specialize the LLM to become a system that provides high-quality text summaries. As such, this ability has given rise to a new type of job referred to as “prompt engineer” which explores how an LLM should be prompted to achieve a desired outcome.


    2.1.1 Fluent Text


    Underpinning the capabilities of an LLM is its ability to generate fluent text, including in different styles and contexts. LLMs can effortlessly switch from colloquial prose to poetic endeavours, even writing songs and poetries, and formal domain-specific writing, for instance for law documents. Combined with the ability of handling text in multiple languages seamlessly, this unlocks a universal text-interface for any system’s input and output. For example, it is possible to write an instruction in English about a text in Spanish while asking the LLMs to provide an answer in German. Likewise, LLMs can be instructed to provide more than fluent text, integrating structure formats in their input and outputs, such as tables, texts formatted with markdown or HTML, etc.


    2.1.2 Few-shot Capability


    The ability to follow instructions is sometimes called “zero-shot learning”, since a task is described but no examples of the task are provided. In case more instruction is required to teach the LLM a task, it is possible to provide a couple of examples as a prompt and the LLM is able to extract the target task from this.


    For instance, the following prompt is sufficient to instruct an LLMs to extract the second set of digits, “12465”, from the provided record.


    “record: 235-32446-abc-d

　　code: 32446

　　record: 631-12465-lkj-e

　　code:”



    This capability is generally called “few-shot learning” and it is particularly useful when describing the task in words might be ambiguous or otherwise difficult for the user.


    2.1.3 Program Code


    LLMs can also handle programming languages in addition to natural languages. This unlocks yet another interesting capability: the generation of working programs. In fact, LLMs exhibit a large set of capabilities related to program code.


   
    (i) They can understand and explain source code.

    (ii) They can fix bugs in code snippets.

    (iii) They can translate across programming languages and software libraries, for example translating a python function to a C++ function, or modifying a script that uses NumPy to use an equivalent pytorch
functions.

    (iv) They can generate programs from scratch given an instruction to do so.

    (v) They can extend existing programs to complement and complete them according to the provided instructions.

   


    2.2 Limitations


    While LLMs have great potential, they also have significant limitations. First, their training is very expensive, therefore they are retrained with low frequency. This makes LLMs unable to keep up to date with recent knowledge. Second, their prompt input and output sizes are generally limited. The input of LLMs is first tokenized, and then provided to the LLM. A token can be thought of as a part of a word. For instance, a model might limit to 4k tokens (about 3k-3.5k words) the total size of input plus output, which limits the kind of inputs that can be processed. Finally, LLMs might generate incorrect outputs, a phenomenon sometimes called “hallucination”2)3). In such cases, the LLM-generated answers might be imprecise, incorrect, or even completely madeup, despite appearing as a confident statement at first glance.


    2.2.1 Hallucinations


    Given a prompt, an LLM will always generate a response that is fluent and confident. However, the generated text is not necessarily correct. Therefore, a major vulnerability of LLMs lies in their tendency to generate fluent but incorrect texts that, at first glance, seem plausible but are actually incorrect and thus referred to as “hallucinations”.


    For example, given the question “How often did France win the football world cup?”, an LLM might confidently answer “France won the world cup once, in 1998.” However, in reality, France won the World Cup twice – in 1998 and 2018. This is a form of hallucination where one event was omitted, and therefore, a fluent and confident but wrong answer is returned.


    Similarly, we might continue the conversation by saying “but I know for a fact that France won 3 times”. The LLM might reply, “I apologise, you are correct, France won 3 times, 1998, 2018 and 1958”. This is again a hallucination, this time making up an additional date. Additionally, it showcases a common behaviour of LLMs where they attempt to please the user and conform to their wish.


    Hallucinations are particularly dangerous, especially when complex answers are given, mixing facts with false information. The outcome will be that the user will trust the output as a whole and fall into committing the fallacy of “argument from authority”. In some cases, such as prompting for a piece of medical advice, the answer is postfixed with the hint to consult a medical doctor. Even though this is a useful hint, it will often be overread due to its generality and loose connection to the factual and nonfactual arguments.


    2.2.2 Lack of Complex Reasoning


    While LLMs excel at generating human-like text, they often lack common sense understanding. They rely on statistical patterns in the data they were trained on, i.e. they have been trained, given some input, to predict the next tokens (= words). This can lead to factual inaccuracies and illogical responses in certain situations. For this reason, LLMs have also been called “stochastic parrots”13). Complex reasoning tasks where LLMs might fail include topics such as multi-step, arithmetic, social, temporal, or multimodal reasoning14) due to missing the physical understanding of the world.


    2.2.3 Hidden Bias.


    LLMs often inherit biases present in the training data, which can perpetuate or even amplify societal biases and stereotypes. This bias can affect the way LLMs generate text and make decisions. For example, many LLMs are predominantly trained on English data and, therefore, are likely to produce outputs that conform to the culture of English-speaking countries. Similarly, if an LLM is trained on, e.g., social media data, then it may exhibit any type of discriminatory views that might have been present in the training data. Addressing bias in LLMs is a significant challenge15); for example, it requires careful curation of training data and ongoing monitoring to mitigate unintended consequences.


    2.2.4 A Black Pandora Box


    One of the issues that are still under investigated is the hidden harmful capabilities LLMs might have. For one, it’s not fully known how safe the documents are on which these models have been trained. This makes us see a trained LLM as a black Pandora box. While the models often refuse to reveal what harmful information they know when prompted, adversarial prompting has been shown to succeed in opening the box and revealing harmful information, such as downloading piracy media and other self-harming content.


  


  
    3. Safer Usage


    Given the advantages but also limitations of current LLMs, two key questions are:



    	“What are good application areas?”

    	“What can we do to facilitate a safer usage of current LLMs?”





    Subsequently we look at three options to address question (2), which will include assessing the risk of an LLM use case (section 3.1), asking an LLM to generate its reasoning in a natural language explanation (section 3.2) and embedding the LLM in a human-centric system (section 3.3).


    For question (1), “What are good application areas?”, it is important to keep in mind that LLMs are applicable without further data ingestion or application-specific training. In this large space of applications, how to select those where LLMs could be readily successful? Here, we need to consider that LLMs are great creative writers but might produce incorrect information. That is, an LLM has immediate applicability in applications where correctness is not necessarily a problem (e.g., fictional writing) or where it is mitigated by an active engagement with humans.


    For instance, the example of an LLMs that helps with law text is a clear case in which correctness is needed, and at the same time it could work as an example where such concerns could be bypassed. In fact, in many applications humans already build intermediate checks, recognizing that also human experts can make mistakes. For these applications, LLMs can undertake the initial text generation task and be paired seamlessly with the human experts and within the original application’s workflow. In the example of a law text, where we would have had two lawyers interact to check the correctness of a text, we could now envision the addition of an LLMs that performs most of the “heavy-lifting” while reducing the human work to a hopefully simpler error checking tasks. In the remainder of this section, we provide some intellectual tools to better reason about the suitable application areas for LLMs.


    3.1 Risk Classification


    The best mitigation strategy for the safe usage of an LLM can heavily depend on the use case for which the LLM is to be deployed. For example, using an LLM for book recommendations would be a low-risk use of an LLM because it is not very detrimental in case the LLM hallucinates a book that does not actually exist. In contrast, using an LLM to generate a medical report for a patient comes with a high risk ― if the medical report contains a hallucination and a doctor makes a decision based on this report, it might lead to an incorrect and even dangerous treatment for the patient. Therefore, it is paramount to first assess the risk of a use case and based on this develop an appropriate mitigation strategy.


    To determine the risk level of a use case, we can employ for example the risk definition outlined by the upcoming Artificial Intelligence act16) of the European Union. The EU AI act foresees that AI usage will be categorized into one of four risk categories. Each risk category will have different implications on the usage and checks that needs to be run on the AI system prior to deployment. An overview for this can be found in Fig. 1. The four categories are:



    	Minimal risk - users have to be informed about the usage of AI and have the option to opt out.

    	Limited risk - transparency is required.

    	High risk - a conformity assessment needs to be run before an AI system is allowed to be deployed within the EU.

    	Unacceptable risk - AI is not allowed to be used for such use cases.
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         Fig. 1 The EU AI act categorizes AI applications according to risk levels.
        

     


    3.2 Natural Language Explanations


    One mitigation strategy can be to simply ask the LLM to generate a reasoning path along with its response: in the prompt to the LLM we can include a request where we explicitly ask the LLM to provide us with a natural language explanation behind its reasoning. For example, consider the below scenario, where we ask the LLM to solve a text-based math problem: “I have 3 apples in my basket. I go to the supermarket, buy 6 apples and add them to my basket. On the way home I meet two friends and give them 1 apple each. Once home, how many apples I have left in my basket?”


    Based on this prompt, an LLM might provide an incorrect answer: “You would have 4 apples left in your basket”, whereas the correct answer would be “7”. As the human reader, we don’t know why the LLM provided this answer and our only option for verification is to solve the problem ourselves (which would obliterate the benefit of asking the LLM in the first place). However, with a simple change to the input, we can ask an LLM to generate the reasoning alongside the solution. For instance, we can add the phrase “Let’s think step-by-step” to the original input to obtain the reasoning path. In the case of our example, we receive the following response: “You start with 3 apples in your basket. You buy 6 more apples at the supermarket and add them to your basket, bringing the total to 3 + 6 = 9 apples. On the way home, you give 1 apple to each of 2 friends, leaving you with 9 - 2 = 7 apples remaining in your basket.”


    In addition to having the reasoning path available, we also have the advantage that now the LLM arrives at the correct answer: by iteratively prompting the model with the most recent reasoning step, we implicitly guide the LLM to produce the correct answer.


    One potential drawback of this approach is that this technique of engineering a prompt is currently very brittle: this means that adding a certain phrase cannot guarantee us a correct answer and changing the phrase slightly (e.g., by simply adding an exclamation mark at the end of the phrase) could already lead to an incorrect result again.


    3.3 Human-Centred Approach


    With their current shortcomings and their generally statistic nature, it is impossible to ensure that an LLM works 100% percent correctly. Therefore, the question arises of what can be done to increase the safe usage of an LLM. Here we outline that if we design an application, in which an LLM is embedded, in a human-centric manner17), we can increase the amount of control a human has and therefore encourage safe usage.


    Typically, the amount of automation a computer application offers is seen on a singular axis ranging from low to high automation. But this view can be extended: we add an additional axis that embodies the amount of human control we give to a use17). Following this paradigm and applying it to LLMs18), leads to the following possible scenarios (Fig. 2). In the scenario without LLMs, humans are fully in control of writing texts. In the scenario, were LLMs generated text that is blindly trusted by the human user, leading to a loss of control and therefore fully exposing the user to the current limitations and consequent dangers of LLMs. We can mitigate this in the third and final scenario: by offering humans the right tools, we can give them back control.
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         Fig. 2 The safety of LLM applications by ensuring that human users are given the right level of control.
        

     


    We can give control over the generated LLM text to the human user by providing means for human interpretation and human verification. For human interpretation we supply human-understandable evidence for the LLM-generated output. For this scenario, we have already seen the option to ask the LLM to supply a natural language explanation. We can also consider a new type of emerging LLMs which are retrieval-based19)20), i.e. they first retrieve a relevant text passage before generating their answer. However, so far their performance is still subpar and therefore not yet widely used.


    To enable human verification, we give the human users tools that enable them to verify the content generated by the LLM. We introduce 3 technologies in the following.


  


  
    4. Safer Technology


    We can empower the human user of LLM technology to verify the LLM output and therefore enable a safer usage of LLMs. In the following, we introduce three technologies that aid this goal (Fig. 3).
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         Fig. 3 An overview of the three technologies currently under development to make the usages of LLMs safer.
        

     


    First, we introduce the quality checker (section 4.1): it can be run before an LLM is deployed to check if its accuracy is good enough. The term accuracy can be interpreted in different ways, for example, we can employ metrics that measure how safe or factual a set of outputs are. This allows us to ensure a minimum quality and we can compare different LLMs to choose the one best suitable for a use case.


    Second, the LLM explainer (section 4.2) can be run after an LLM generated a text: it links phrases in the generated text back to the input source that was given to the LLM. For example, in the case of text summarization, this allows us to understand which passage in the original document led to the LLM generating a certain summary sentence or phrase. With this technology it would therefore be possible for e.g. a doctor to efficiently verify the correctness of a medical report, therefore freeing up the doctors’ time from writing reports by herself to attend to other tasks.


    Third, the fact checker (section 4.3) can be used to validate the LLM-generated text against an external (trustworthy) source. With this, we can warn the user of potential hallucinations. In a different scenario, this technology could also be used to identify fake news.


    4.1 Quality Checker


    LLMs are not immune to errors or biases, and these shortcomings can lead to detrimental consequences, especially when used in high-risk domains (e.g., legal, medical; aligned with EU AI Act as shown in Fig. 1). Therefore it is paramount to rigorously evaluate an LLM for a particular use case before deployment. The evaluation of LLMs typically revolves around two central aspects:


   
    (i) The selection of appropriate datasets for assessment.

    (ii) The establishment of an evaluation methodology.

   


    The former involves identifying suitable benchmarks for evaluation, while the latter entails defining evaluation criteria for both automated and human-centric assessments21).


    Within the context of high-risk domains, the complexities and potential ramifications associated with LLM usage underscore the need for a more comprehensive and critical evaluation process. Specific challenges emerge when evaluating LLMs22). For example, domains such as law require constant updates to stay relevant23). In the healthcare field, the safety-critical nature of decisions severely restricts current applications due to the potential for harmful consequences caused by the high possibility of hallucinations24).


    This highlights the vital importance of addressing both factual accuracy and safety concerns when evaluating LLM performance. In our previous work, Hung et al. investigated how well domain-adaptive instruction-tuned LLMs perform in high-risk domain tasks (i.e., question answering and summarization) in legal and medical fields. For this we created a quality checker that measures the performance of different LLMs on various highrisk test sets with regards to state-of-the-art metrics that can measure “factuality”25)26) and “safety”27)28). The findings revealed a significant gap in the suitability of LLMs for high-risk domain tasks, suggesting that the use of LLMs in their current state is not yet practical unless carefully embedded in a human-centric application.


    Overall, the quality checker with the currently implemented metrics can give an indication of how well an LLM performs and which LLM might be the best for a use case. But further effort needs to be made (i) to define evaluation metrics tailored to specific domain applications29); and (ii) to investigate with domain experts how to best assess the accuracy of model outputs and address safety concerns30). Therefore, at this point in time, the quality checker should also be paired with other mitigation strategies, such as designing human-centric applications.


    4.2 LLM Explainer


    LLMs are prone to hallucinations, which makes them difficult to use directly in high-risk domains like medicine. Consider, for example, a summary of a medical instruction, where the LLM produces the following sentence: The patient should take 50mg pill of Drug X, three times a day. However, when consulting the original document, it turns out that this is a hallucination because the patient is recommended to take 5mg pill of Drug X, once a day. In this example, the summary’s hallucination recommends the patient to take “30 times” higher dosage of the drug. If the patient blindly trusts the LLM and follows the instruction in the generated summary, it could lead to serious consequences for the patient (e.g., lethal overdosing).


    To avoid such problems, our LLM explainer can create links between the generated LLM text and the original input. Here, we assume that the information the LLM explainer should link to, is already part of the input query to the LLM. For example, our explainer can map sentences from an LLM summary to their original source (Fig. 3, middle). This linking allows users to efficiently verify that the generated information from the LLM is correct.


    In a similar manner, we can also highlight which information might be present in the original input but missing in the summary.


    The explainer can also be used for other tasks where we have access to the original text. For example, in the case of question-answering, where the user provides a question and relevant input text based on which the question should be answered. With the explainer, we can map the generated answer back to the text referring to this answer in the input text.


    Overall, the explainer is a tool that allows the user to understand which input phrases cause the generation of which output phrases. This allows the user to verify the correctness of the output, therefore enabling the use of LLMs in high-risk domains, where users can save time by outsourcing content generation to an LLM but require verification of the output for safety reasons. In contrast, in some use cases, the relevant information is not provided alongside the input query.


    In such scenarios, the LLM explainer is not directly applicable because the LLM accesses its internal knowledge instead, which is not explicitly represented. For these scenarios, we can instead turn to our fact checker, which can verify LLMgenerated information by comparing the information to a set of trustworthy sources.


    4.3 Fact Checker


    Automated fact-checking can enable the prompt and accurate identification of false or misleading information. With the rise of LLM usage in a variety of domains and applications, fact-checking has emerged as a critical tool that allows researchers and users alike to detect falsehoods and hallucinations generated by the models. Additionally, fact-checking in the traditional sense is important in analysing social media posts and debunking fake news at a time when spreading misinformation is easier and more consequential than ever.


    The pipeline for automated fact-checking can be described as follows: A given text is broken down into phrases and the fact checker first identifies which phrases require fact-checking (e.g. “Dear ladies and gentlemen” does not need to be fact- checked). Second, if a phrase should be checked, it becomes a “claim” and the system retrieves relevant reference documents related to the claim. Based on this, in the third and final step, the fact checker determines whether the claim is true or false.


    Standard fact checkers cannot explain why a certain
claim is classified as true or false. This implies that a human user would still have to run a verification by herself in order to be able to trust the classification, therefore significantly reducing the benefit of the fact checker. Instead, we can increase the usability of the system if the fact checker can also output its reasoning path. For an example Fig. 4, where we identify that the claim “NEC was established by a University of Tokyo graduate in 1899” is wrong because Kunihiko Iwadare graduated from the Imperial College of Engineering, not the University of Tokyo. By giving a reasoning path, a human can understand the reason behind the fact checker decision.


     
        [image: 230214_04.jpg]
        
         Fig. 4 A fact checker example.
        

     


    Supplying a reasoning path is an important first step. Next, we plan to further improve such fact checkers in the following two aspects. First, the reasoning path in current systems31) supply the evidence document that was used to determine if a claim is true or false, however, they do not explain why or in what way the evidence refutes or supports the claim. Adding such an explanation will further enhance the usability of the system by speeding up the verification process for the human user. Second, many existing benchmarks for fact-checking are often limited in terms of domains and usability (e.g. many benchmarks assume that the correct evidence document is already given, whereas in reality, it might have to first be found). Engaging with real users with a need for a fact checker can help us to move towards more realistic settings.


  


  
    5. Executive Summary


    LLMs are revolutionizing our world. They have impressive capabilities that include (1) writing fluent text; (2) being able to learn a new simple text-based task with a few demonstrations and (3) writing program code snippets. Next to their advantages, we discussed some current limitations, which include:



    	LLMs can hallucinate, which means they produce fluent and confident-sounding text that is actually wrong.

    	LLMs lack world knowledge and commonsense, therefore they are not able to perform any complex reasoning.

    	LLMs are trained on existing textual data and therefore contain and potentially amplify the bias of this data.




    Based on this initial assessment, we turned to the question of how the safe usage of current LLMs can be increased. For this, we identified three approaches:



    	We can classify the risk level of a use case that will use an LLM and this can inform us how much care needs to be taken to ensure a reliable and safe LLM response.

    	We can modify how we prompt the LLM for an answer, for example, adding “Let’s think step-bystep” may enable the LLM to generate a reasoning path in natural language.

    	We can take care how we design the LLM application in such a way that the human retains final control. For example, with our LLM explainer, e.g., medical doctors can get the help of an LLM to write reports quicker but also in a safe manner – by using our explainer to verify the output efficiently.




    Finally, we discussed three technologies currently under development that will further aid in making the use of LLMs safer.



    	The quality checker can be used to measure how safe or factual LLMs perform for a certain use case. This allows us to choose the best LLM given a set of options and to measure if it performs well enough yet. Our initial prototype has been tested in English for the medical and legal domains. In the future we plan to make the quality checker more precise by creating more specific measurements, such as how to measure if a response is safe in a medical domain, and by extending these measurements to work for other languages.

    	The LLM explainer can trace the output generated by an LLM back to the input prompt that was given to the LLM. With this we can for example use LLMs for summarization more safely. Without our explainer, the summary might contain wrong information. With our explainer, users can quickly and efficiently verify that the information in the summary is correct and if anything important is missing. This enables the use of LLM in high-risk domains, such as writing medical reports.

    	The fact checker can be used to automatically find contradictions between texts. The input text can either be generated from an LLM or also written by a human. Our fact checker compares the provided text to a reference database with trustworthy text sources and provides a warning if a contradiction of the text with the trustworthy source is detected. With this, we can for example detect fake news.




    Overall, LLMs hold immense promise, offering us a glimpse into a future where understandable and supportive AI systems extend human capabilities. From this, human-computer collaborations can arise that open new, previously unsought possibilities. As we harness the LLM potential to enhance productivity, we must also remain vigilant, understanding that, like any transformative technology, LLMs carry inherent limitations and necessitate responsible usage. By embracing the remarkable abilities of LLMs while respecting their limitations, we can collectively steer the course to move toward a brighter, more equitable future.


  


  
    * ChatGPT is a trademark of OpenAI.

    * All other company names and product names that appear in this paper are trademarks or registered trademarks of their respective companies.
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    Abstract


    The advancement of AI based on deep learning is remarkable, and large language models (LLMs) are even capable of natural interaction with humans. However, creating such AI technology requires a large amount of data, making data acquisition a crucial challenge. Federated learning is a technology that helps leverage highly confidential data scattered across multiple organizations, which is part of this challenge. In this paper, we explain three basic types (horizontal, vertical, and transfer) of federated learning and discuss the applicability of federated learning to generative AI, including LLMs, which have garnered significant attention in recent years.
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    1. Introduction


    In recent years, the advancement of generative AI has been remarkable, and the large language model (LLM) GPT-3, which was announced in 2020, enables even natural interaction with humans, rapidly evolving thereafter. To imbue AI with such advanced functionalities, a vast amount of data is required, making data acquisition one of the most critical challenges in AI development.


    The federated learning introduced in this paper addresses part of the data acquisition problem, allowing for the effective utilization of data scattered across multiple organizations. Merely centralizing data in one location poses risks of the provided data being used for purposes other than AI learning and potential leakage of personal information, thus compromising data confidentiality and privacy. However, with federated learning, it is possible to utilize all distributed data for AI creation without actually collecting the data itself.


    In this paper, we introduce three types of federated learning suited for various scenarios and discuss the applicability of federated learning to generative AI models such as LLMs as advanced topics.


  


  
    2. What is Federated Learning?


    Federated learning is an AI learning technique proposed by Google1) in 2017. With this approach, AI learning can be conducted using all data without the need to aggregate data scattered across multiple locations.


    Fig. 1 illustrates the basic framework of federated learning, showing three participants who want to train AI using their respective data to create a single global model. It is notable that the global model is created through a central server.


    
      [image: 230215_01.jpg]

      
        Fig. 1 Basic framework of federated learning.
      

    


    Learning is performed by the participants sharing the global model, who repeat the following steps (1) and (2):



    	Each participant updates the global model using the data he/she holds and sends the update differences to the central server.

    	The central server updates the global model based on the received update differences and distributes it to the participants. There are various methods for the central server to update the global model. For example, the server updates the global model with the average of the update differences.




    In the aforementioned method, it is possible to create a global model that reflects all participants’ data without ever collecting the data to the central server. The resulting global model is expected to have higher performance than learning with only the data held by each participant.


    In this method, the central server will acquire the global model, but if it is desired to keep it confidential, a technique called “secure computation2),” which allows computations to be performed on encrypted data, can be effective.


    2.1 Horizontal federated learning


    The method in which all participants own data of the same format and train AI for the same purpose, as explained at the beginning of section 2, is called “horizontal federated learning.” This method is used when participants with similar data train AI with similar functions, such as when financial institutions collaborate to develop AI for fraud detection (Fig. 2).
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        Fig. 2 Example of horizontal federated learning.
      

    


    Other federated learning approaches have been developed to accommodate participants who hold different types of data. As representative examples, we will introduce “vertical federated learning” and “transfer federated learning” next.


    2.2 Vertical federated learning


    In this section, we introduce “vertical federated learning,” which is effective when participants have different types of data but share information about the same samples (such as users).


    For example, a credit card company holds information such as users’ income and assets, while an e-commerce site holds information about users’ browsing history and preferences. Comparing information for each user will create rich data for each user, so AI developed using data from both company and site is expected to perform better than if it is developed using data from either the company or site alone.


    One characteristic of “learning” in vertical federated learning is that participants divide and hold the AI during the learning process and compute it partially. Each participant inputs his/her respective data to perform part of the AI computation, and the central server, upon receiving partial computation results, calculates the rest (Fig. 3, forward direction [image: yaji.jpg]). Subsequently, the results are fed back in reverse to update the AI parameters, and this process is also distributed (Fig. 3, reverse direction [image: yaji.jpg]).
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        Fig. 3 Outline of vertical federated learning.
      

    


    AI models trained in this manner are shared between the credit card company and the e-commerce site. However, since neither the credit card company nor the e-commerce site can gather the necessary data for predictions independently, they need to cooperate when utilizing AI. Furthermore, meaningful learning cannot occur if there is no correspondence between the data from the credit card company and the e-commerce site. To handle only the necessary correspondences while avoiding unnecessary information sharing, secure computation is useful.


    2.3 Transfer federated learning


    In this section, we introduce “transfer federated learning.” While vertical federated learning assumes that each participant holds different data for specific users, transfer federated learning is effective in cases where some of the data held by participants overlaps. This technique uses common data as glue to transfer AI created for one domain to another domain. It is considered useful for cross-industry collaboration. For example, in collaboration between an insurance company and a real estate company, the insurance company can discover potential real estate customers from its own customers and utilize them for referrals. Conversely, referrals from the real estate company to the insurance company are also possible (Fig. 4).
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        Fig. 4 Illustration of the utilization transfer federated learning.
      

    


    Learning in transfer federated learning consists of two steps. In the first step, preprocessing is performed to align the data held by each participant. Specifically, AI is collaboratively trained and exchanged to supplement the data held individually from attributes held in common (Fig. 5).
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        Fig. 5 Preprocessing to align held data.
      

    


    Next, each participant fills in the data he/she does not hold based on AI predictions, using the exchanged AI. Subsequently, the side holding the data to be predicted (XX insurance policyholders), i.e., the insurance company, trains the AI and transfers it to the real estate company. The real estate company evaluates the interest in XX insurance among its customers, using the transferred AI. Based on the evaluation results, contacting potential customers using direct mail or other means enables referrals to the insurance company to be realized (Fig. 6).
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        Fig. 6 AI learning and prediction using aligned data.
      

    


    In the example mentioned earlier, it is assumed that both positive instances (policyholders) and negative instances (non-policyholders) of the prediction target—enrollment status for XX insurance—are available. However, for instance, if the goal is to gauge interest in the insurance product itself, the data held by the insurance company will at minimum consist of people who have inquired or visited, and can be considered positive instances (data on people with some interest). When no negative instances are available, AI learning becomes more challenging, but NEC has developed an effective transfer federated learning method3) that works even when only positive instances exist.


  


  
    3. Applicability of Federated Learning to Generative AI


    In section 3, we discuss the usability and challenges of federated learning in generative AI, which has rapidly become widely used in many scenarios to address future challenges.


    3.1 Applicability of horizontal federated learning to generative AI


    Large language models (LLMs), a type of generative AI, are increasingly being used in cases where users adjust them based on the data they hold (referred to as fine-tuning), leading to the proliferation of fine-tuned LLMs in various locations (Fig. 7). While combining multiple scattered LLMs may potentially yield even higher-performance LLMs, fine-tuned LLMs and additional training data may constitute trade secrets that cannot be easily shared. Leveraging insights from federated learning, it is believed that integrated LLMs can be generated while keeping fine-tuned LLMs and their training data confidential. There seem to be technical challenges regarding how to effectively integrate a large amount of information into an LLM and how efficiently (in terms of communication and computation amounts) this integration can be done. However, horizontal federated learning can contribute to further expanding the scope of LLM usage.
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        Fig. 7 Integration of Fine-tuned LLMs.
      

    


    3.2 Applicability of transfer federated learning to generative AI


    Alongside fine-tuning for LLMs, there is another challenge to consider. Let us consider a situation where a company providing LLM services holds proprietary LLMs, and user companies that want to fine-tune LLMs first and then utilize them hold additional training data. In this case, the LLM service provider may want to keep their proprietary LLMs confidential, while user companies may also want to keep sensitive information contained in the additional training data confidential (Fig. 8).
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        Fig. 8 Transfer federated learning for fine-tuning.
      

    


    The following cases are conceivable: Proprietary LLMs that contribute to a company’s competitiveness cannot be disclosed to other companies; and user companies want to keep raw sensitive information confidential from other companies. In such settings, the insights from transfer federated learning can be utilized for user companies to store (transfer) the training data they hold to LLMs. There are technical challenges regarding how much training data can be kept confidential and how efficiently (in terms of communication volume and required
computational resources such as GPUs) fine-tuning can be performed.


  


  
    4. Conclusion


    In this paper, we have explained the overview and characteristics of the main federated learning approaches (horizontal, vertical, and transfer) and discussed the applicability of federated learning to the rapidly evolving field of generative AI.


  


  
    * Google is a trademark of Google LLC.

    * All other company names and product names that appear in this paper are trademarks or registered trademarks of their respective companies.
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    Abstract


    Unlike traditional unsupervised clustering, semi-supervised clustering allows users to provide meaningful structure to the data, which helps the clustering algorithm to match the user’s intent. Existing approaches to semi-supervised clustering require a significant amount of feedback from an expert to improve the clusters. In this paper, we ask whether a large language model (LLM) can amplify an expert’s guidance to enable query efficient, few-shot semi-supervised text clustering. We show that LLMs are surprisingly effective at improving clustering. We explore three stages where LLMs can be incorporated into clustering: before clustering (improving input features), during clustering (by providing constraints to the clusterer), and after clustering (using LLMs post-correction). We find incorporating LLMs in the first two stages routinely provides significant improvements in cluster quality, and that LLMs enable a user to make trade-offs between cost and accuracy to produce desired clusters.
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    1. Introduction


    Unsupervised clustering aims to do an impossible task: organize data in a way that satisfies a domain expert’s needs without any specification of what those needs are. Clustering, by its nature, is fundamentally an underspecified problem. According to Caruana1), this under specification makes clustering “probably approximately useless.”


    Semi-supervised clustering, on the other hand, aims to solve this problem by enabling the domain expert to guide the clustering algorithm2). Prior works have introduced different types of interaction between an expert and a clustering algorithm, such as initializing clusters with hand-picked seed points3), specifying pairwise constraints4)5), providing feature feedback6), splitting or merging clusters7), or locking one cluster and refining the rest8). These interfaces have all been shown to give experts control of the final clusters. However, they require significant effort from the expert. For example, in a simulation of split/merge, pairwise constraint, and lock/refine interactions on a toy dataset8), it took between 20 and 100 feedback interactions to get any clustering algorithm to produce clusters that match a user’s specifications. For large, real-world datasets with a large number of possible clusters, the feedback cost required by interactive clustering algorithms can be immense.


    Building on a body of recent work that uses LLMs as noisy simulations of human decision-making9)-11), we propose a different approach for semi-supervised text clustering. In particular, we answer the following research question: Can an expert provide a few demonstrations of their desired interaction (e.g., pairwise constraints) to a large language model, then let the LLM direct the clustering algorithm? (Fig. 1)


     
        [image: 230216_01.jpg]
        
         Fig. 1 In traditional semi-supervised clustering, a user provides a large amount of feedback to the clusterer. In our approach, the user prompts an LLM with a small amount of feedback. The LLM then generates a large amount of pseudo-feedback for the clusterer.
        

     


    We explore three places in the text clustering process where an LLM could be leveraged: before clustering, during clustering, and after clustering. We leverage an LLM before clustering by augmenting the textual representation. For each example, we generate keyphrases with an LLM, encode these keyphrases, and add them to the base representation. We incorporate an LLM during clustering by adding cluster constraints. Adopting a classical algorithm for semi-supervised clustering, we use an LLM as a pairwise constraint pseudo-oracle. We then explore using an LLM after clustering by correcting low-confidence cluster assignments using the pairwise constraint pseudo-oracle. In every case, the interaction between a user and the clustering algorithm is enabled by a prompt written by the user and provided to a large language model.


    We test these three methods on five datasets across three tasks: canonicalizing entities, clustering queries by intent, and grouping tweets by topic. We find that, compared to traditional K-Means clustering on document embeddings, using an LLM to enrich each document’s representation empirically improves cluster quality on every metric for all datasets we consider. Using an LLM as a pairwise constraint pseudo-oracle can also be highly effective when the LLM is capable of providing pairwise similarity judgements but requires a larger number of LLM queries to be effective. However, LLM post-correction provides limited upside. Importantly, LLMs can also approach the performance of traditional semi-supervised clustering with a human oracle at a fraction of the cost.


    Our work stands out from recent deep-learning-based text clustering methods12)13) in its simplicity. Two of our three methods using an LLM to expand documents’ representation or using an LLM to correct clustering outputs can be added as a plug-in to any text clustering algorithm using any set of text features.*1 In our investigation of what aspect of the LLM prompt is most responsible for the clustering behavior, we find that just using an instruction alone (with no demonstrations) adds significant value. This can motivate future research directions for integrating natural language instructions with a clustering algorithm.


  
    *1 On the other hand, pairwise constraint clustering requires using K-Means as the underlying clustering algorithm.

  


  


  
    2. Methods to Incorporate LLMs


    In section 2, we describe the methods that we use to incorporate LLMs into clustering.


    2.1 Clustering via LLM Keyphrase Expansion


    Before any cluster is produced, experts typically know what aspects of each document they wish to capture during clustering. Instead of forcing clustering algorithms to mine such key factors from scratch, it could be valuable to globally highlight these aspects (and thereby specify the task emphases) beforehand. To do so, we use an LLM to make every document’s textual representation task-dependent, by enriching and expanding it with evidence relevant to the clustering need. Specifically, each document is passed through an LLM which generates keyphrases. These keyphrases are encoded by an embedding model, and the keyphrase embedding is then concatenated to the original document embedding.


        We generate keyphrases using GPT-3 (specifically, gpt-3.5-turbo-0301). We provide a short prompt to the LLM, starting with an instruction (e.g. “I am trying to cluster online banking queries based on whether they express the same intent. For each query, generate a comprehensive set of keyphrases that could describe its intent, as a JSON-formatted list.”). The instruction is followed by four demonstrations of keyphrases, which resemble the example on the upper half of Fig. 2.
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         Fig. 2 We expand document representations by concatenating them with keyphrase embeddings. The keyphrases are generated by a large language model.
        

     


        We then encode the generated keyphrases into a single vector, and concatenate this vector with the original document’s text representation. To disentangle the knowledge from an LLM with the benefits of a better encoder, we encode the keyphrases using the same encoder as the original text.*2


        This approach is similar to contemporaneous work by Raedt et al.14), who generate keyphrases for unsupervised intent discovery.


    2.2 Pseudo-Oracle Pairwise Constraint Clustering


    Arguably, the most popular approach to semi-supervised clustering is pairwise constraint clustering, where an oracle (e.g. a domain expert) selects pairs of points which must be linked or cannot be linked15), such that the abstract clustering intentions of a user can be implicitly induced from their concrete feedback. In other words, a user conceptually describes which kinds of points to group together and wants to ensure the final clusters follow this grouping. We use this paradigm to investigate the potential of LLMs to amplify expert guidance during clustering by using an LLM as a pseudo-oracle.


    To select pairs to classify, we take different strategies for entity canonicalization and for other text clustering tasks. For text clustering, we adapt the Explore-Consolidate algorithm4) to first collect a diverse set of pairs from embedding space (to identify pairs of points that cannot be linked), then collect points that are nearby to already-chosen points (to find pairs of points that must be linked). For entity canonicalization, where there are so many clusters that very few pairs of points must be linked, we simply sample the closest distinct pairs of points in embedding space.


    We prompt an LLM with a brief domain-specific instruction, followed by up to 4 demonstrations of pairwise constraints, obtained from test set labels. We use these pairwise constraints to generate clusters with the PCKMeans algorithm4)(Fig. 3). This algorithm applies penalties for cluste assignments that violate any constraints, weighted by a hyperparameter w. Following Vashishth et al.16), we tune this parameter on each dataset’s validation split. Due to the potential unreliability of pseudo-oracle pairwise constraints, we initialize our clusters using K-Means++17) rather than directly using the pairwise constraint neighborhood structure as in prior work4).


     
        [image: 230216_03.jpg]
        
         Fig. 3 We use an LLM to generate pairwise constraints for a given dataset, given up to four examples of valid pairwise constraints. The pairwise constraint K-Means (“PCKMeans”) algorithm then consumes these “pseudo-oracle” constraints to produce clusters.
        

     


    2.3 Using an LLM to Correct a Clustering


    We finally consider the setting where one has an existing set of clusters, but wants to improve their quality with minimal local changes. We use the same pairwise constraint pseudo-oracle as in section 2.2 to achieve this, and we illustrate this procedure in Fig. 4.


     
        [image: 230216_04.jpg]
        
         Fig. 4 Steps to fix clustering by using an LLM.
        

     


    We identify the low-confidence points by finding the k points with the least margin between the nearest and second-nearest clusters (setting k = 500 for our experiments). We textually represent each cluster by the entity nearest to the centroid of that cluster in embedding space. For each low-confidence point, we first ask the LLM whether this point is correctly linked to any of the representative points in its currently assigned cluster. If the LLM predicts that this point should not be linked to the current cluster, we consider the 4 next-closest clusters in embedding space as candidates for reranking, sorted by proximity. To rerank the current point, we ask the LLM whether this point should be linked to the representative points in each candidate cluster. If the LLM responds positively, then we reassign the point to this new cluster. If the LLM responds negatively for all alternatives, we maintain the existing cluster assignment.


  
*2 An exception to this is entity clustering. There, the BERT encoder has been specialized for clustering Wikipedia sentences, so we use DistilBERT to support keyphrase clustering.

  


  


  
    3. Tasks


    3.1 Entity Canonicalization


    Task: In entity canonicalization, we must group a collection of noun phrases [image: 230216_04_1.jpg] into subgroups [image: 230216_04_2.jpg] such that [image: 230216_04_3.jpg] if and only if [image: 230216_04_4.jpg] and [image: 230216_04_5.jpg] refer to the same entity. For example, the noun phrases President Biden ([image: 230216_04_4.jpg]), Joe Biden ([image: 230216_04_5.jpg]) and the 46th U.S. President ([image: 230216_04_6.jpg]) should be clustered in one group (e.g., C1). The set of noun phrases M are usually the nodes of an “open knowledge graph” produced by an OIE system.*3 Unlike the related task of entity linking18)19), we do not assume that any curated knowledge graph, gazetteer, or encyclopedia contains all the entities of interests.


    Entity canonicalization is valuable for motivating the challenges of semi-supervised clustering. Here, there are hundreds or thousands of clusters and relatively few points per cluster, making this a difficult clustering task.


    Datasets: We experiment with two datasets:



    	OPIEC59k20) contains 22K noun phrases (with 2,138 unique entity surface forms) belonging to 490 ground truth clusters. The noun phrases are extracted by MinIE21)22), and the ground truth entity clusters are anchor texts from Wikipedia that link to the same Wikipedia article.

    	ReVerb45k16) contains 15.5K mentions (with 12295 unique entity surface forms) belonging to 6,700 ground truth clusters. The noun phrases are the output of the ReVerb system23), and the “ground-truth” entity clusters come from automatically linking entities to the Freebase knowledge graph. We use the version of this dataset from Shen et al.20), who manually filtered it to remove labeling errors.




    Canonicalization Metrics: We follow the standard metrics used by Shen et al.20):



    	Macro Precision and Recall

‐ Prec: For what fraction of predicted clusters is every element in the same gold cluster?

‐ Rec: For what fraction of gold clusters is every element in the same predicted cluster?

    	Micro Precision and Recall

‐ Prec: How many points are in the same gold cluster as the majority of their predicted cluster?

‐ Rec: How many points are in the same predicted cluster as the majority of their gold cluster?

    	Pairwise Precision and Recall

‐ Prec: How many pairs of points predicted to be linked are truly linked by a gold cluster?

‐ Rec: How many pairs of points linked by a gold cluster are also predicted to be linked?




    We finally compute the harmonic mean of each pair to obtain Macro F1, Micro F1, and Pairwise F1.


    3.2 Text Clustering


    Task: We then consider the case of clustering short textual documents. This clustering task has been extensively studied in the literature24).


    Datasets: We use three datasets in this setting:



    	Bank7725) contains 3,080 user queries for an online banking assistant from 77 intent categories.

    	CLINC26) contains 4,500 user queries for a task-oriented dialog system from 150 intent categories, after removing “out-of-scope” queries13).

    	Tweet27) contains 2,472 tweets from 89 categories.




    Metrics: Following prior work12), we compare our text clusters to the ground truth using normalized mutual information and accuracy (obtained by finding the best alignment between ground truth and predicted clusters using the Hungarian algorithm28)).


  
*3 Open Information Extraction (OIE) is the task of extracting surface-form (subject; relation; object)-triples from natural language text in a schema-free manner.

  


  


  
    4. Baselines


    4.1 K-Means on Embeddings


    We build our methods on top of a baseline of K-Means clustering29) over encoded data with K-Means++ cluster initialization17). We choose the features and number of cluster centers that we use by task, largely following previous work.


    Entity Canonicalization: Following prior work16)20), we cluster individual entity mentions (e.g. “ever since the ancient Greeks founded the city of Marseille in 600 BC.”) by representing unique surface forms (e.g. “Marseille”) globally, irrespective of their particular mention context. After clustering unique surface forms, we compose this cluster mapping onto the individual mentions (extracted from individual sentences) to obtain mention-level clusters.


    We build on the “multi-view clustering” approach20)), and represent each noun phrase using textual mentions from the Internet and the “open” knowledge graph extracted from an OIE system. They use a BERT encoder30) to represent the textual context where an entity occurs (called the “context view”), and a TransE knowledge graph encoder31) to represent nodes in the open knowledge graph (called the “fact view”). They improve these encoders by finetuning the BERT encoder using weak supervision from coreferent entities and improving the knowledge graph representations using data augmentation on the knowledge graph. These two views of each entity are then combined to produce a representation.


    In their original paper, they propose an alternating multiview K-Means procedure where cluster assignments that are computed in one view are used to initialize cluster centroids in the other view. After a certain number of iterations, if the perview clusterings do not agree, they perform a “conflict resolution” procedure to find a final clustering with low inertia in both views. One of our secondary contributions is a simplification of this algorithm. We find that by simply using their finetuned encoders, concatenating the representations from each view, and performing K-Means clustering with K-Means++ initialization17) in a shared vector space, we can match their reported performance.


    Finally, regarding the number of cluster centers, following the Log-Jump method of Shen et al.13), we choose 490 and 6,687 clusters for OPIEC59k and ReVerb45k, respectively.


    Intent Clustering: For the Bank77 and CLINC datasets, we follow13) and encode each user query using the Instructor encoder. We use a simple prompt to guide the encoder: “Represent utterances for intent classification”. Again following previous work, we choose 150 and 77 clusters for CLINC and Bank77, respectively.


    Tweet Clustering: Following Zhang et al.12), we encode each tweet using a version of DistilBERT32) finetuned for sentence similarity classification*4, 33). We use 89 clusters12).


    4.2 Clustering via Contrastive Learning


    In addition to the methods described in section 2, we also include two other methods for text clustering, where previously reported: SCCL12) and ClusterLLM13). Both use constrastive learning of deep encoders to improve clusters, making these significantly more complicated and compute-intensive than our proposed methods. SCCL combines deep embedding clustering34) with unsupervised contrastive learning to learn features from text. ClusterLLM uses LLMs to improve the learned features. After running hierarchical clustering, they also use triplet feedback from the LLM (“is point A more similar to point B or point C?”) to decide the cluster granularity from the cluster hierarchy and generate a flat set of clusters. To compare effectively with these approaches, we use the same encoders reported for SCCL and ClusterLLM in prior works: Instructor35) for Bank77 and CLINC and DistilBERT (finetuned for sentence similarity classification)32)33) for Tweet.


  
*4 This model’s name is distilbert-base-nli-stsbmean-tokens on HuggingFace.

  


  


  
    5. Results


    5.1 Summary of Results


    We summarize empirical results for entity canonicalization in Table 1 and text clustering in Table 2.*5 We find that using the LLM to expand textual representations is the most effective, achieving state-of-the-art results on both canonicalization datasets and significantly outperforming a K-Means baseline for all text clustering datasets. Pairwise constraint K-means, when provided with 20K pairwise constraints pseudo-labeled by an LLM, achieves strong performance on 3 of 5 datasets (beating the current state-of-the-art on OPIEC59k). Below, we conduct more in-depth analyses on what makes each method (in-)effective.


    
    
      Table 1 Comparing methods for integrating LLMs into entity canonicalization.
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      Table 2 Comparing methods for integrating LLMs into text clustering.
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    5.2 Illustrative Examples & Key Factors


    To qualitatively examine the impact of each LLM-based modification on the clustering process, we use the OPIEC59k dataset to compare the clusters obtained from our various clustering strategies with the clusters obtained from the K-Means baseline.


    After aligning each clustering against the groundtruth using the Hungarian algorithm28), we compute the Jaccard similarity between each predicted cluster and its corresponding ground truth cluster. Comparing the clusters obtained through our LLM-based interventions against the baseline K-Means clusters, we identify clusters where each intervention provides the greatest improvement and the clusters where the intervention causes the greatest degradation.*6


    While we show one improved cluster and one degraded cluster (relative to the K-Means baseline), these do not occur in equal proportions. In Table 3, we show the number of improved and degraded clusters for each method. In Fig. 5, 6, and 7, we show examples of clusters after keyphrase expansion, incorporating pairwise constraints, and LLM post correction, and use them to provide intuitions for the key factors affecting each algorithm. On OPIEC59k, it is clear that all our LLM-based interventions mostly lead to improved clusters.


    
    
      Table 3 After aligning the output of each clustering algorithm with the ground truth, we report the number of clusters that were improved or worsened.
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         Fig. 5 Example of keyphrases expansion.
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         Fig. 6 Example of incorporating pairwise constraints.
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         Fig. 7 Example cluster after modification by an LLM.
        

     


    Keyphrase clustering: Providing the right granularity for disambiguation


    In Fig.5, we see that LLM-generated keyphrases can disambiguate entities effectively (e.g. generating very different keyphrases for “Conqueror” and “Quest”, while the embedding-based baseline clustering incorrectly groups these two). In the degraded example, we also see that these keyphrases may overly focus on each entity’s surface form rather than their textual context. This suggests room for more precise modeling and prompt engineering for leveraging keyphrases for complex documents.


    PCKMeans: Incorrect and conflicting constraints can have too much impact


    As shown in Fig. 6, in the improved case, the LLM accurately identifies relationships between some points (e.g. “Mother” and “Queen Mother”) which were not grouped together by K-Means clustering on embeddings. In the degraded case, we see a case where the LLM generates conflicting constraints, leading to false positives. While the LLM correctly predicts that “Eugenio Pacelli” and “Pius XII” must be linked and “Pius XII” and “Holy See” cannot be linked, it incorrectly predicts a link between “Eugenio Pacelli” and “Holy See”. As a result of these conflicting constraints, the PCKMeans algorithm incorrectly groups additional points into the cluster. Table 4 provides the accuracy for the pairwise constraints for some datasets, including OPIEC59k.


    
    
      Table 4 Accuracy of pairwise constraints on several datasets including OPIEC59k.
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    LLM Correction: Final, hard constraints can lead to over-correction


    In the degraded cluster in Fig. 7, we see that the LLM fails to understand the granularity of this cluster, which should focus on The Academy Awards in general rather than a particular award presented at that ceremony. Despite the overall effectiveness of LLM correction for OPIEC59k (Table 3), this example highlights a downside of this approach: we take an absolute decision from the LLM for each point.


    This finality impacts the effectiveness of LLM post-correction. In Table 1 and Table 2, the method consistently provides small gains on datasets over all metrics – between 0.1 and 5.2 absolute points of improvement. In Table 4, we see that when we pro- vide the top 500 most-uncertain cluster assignments to the LLM to reconsider, the LLM only reassigns points in a small minority of cases. Though the LLM pairwise oracle is usually accurate, the LLM is disproportionately inaccurate for points where the original clustering already had low confidence.


    5.3 Ablation Study: Why do LLMs Excel at Text Expansion?


    In Table 1 and Table 2, we see that Keyphrase Clustering is our strongest approach, achieving the best results on 3 of 5 datasets (and giving comparable performance to the next strongest method, pseudo-oracle PCKMeans, on the other 2 datasets). This suggests that LLMs are useful for expanding the contents of text to facilitate clustering.


    What makes LLMs useful in this capacity? Is it the ability to specify task-specific modeling instructions, the ability to implicitly specify a similarity function via demonstrations, or do LLMs contain knowledge that smaller neural encoders lack?


    We answer this question with an ablation study. For OPIEC59k and CLINC, we consider the Keyphrase Clustering technique but omit either the instruction or the demonstration examples from the prompt. For CLINC, we also compare with K-Means clustering on features from the Instructor model, which allows us to specify a short instruction to a small encoder.


    Instructions and demonstrations have complementary gains


    Empirically, we find that pro- viding either instructions or demonstrations in the prompt to the LLM enables the LLM to improve cluster quality, but that providing both gives the most consistent positive effect. Qualitatively, we observe that providing instructions but omitting demonstrations leads to a larger set of keyphrases with less consistency, while providing demonstrations without any instructions leads to a more focused group of keyphrases that sometimes fail to reflect the desired aspect (e.g. topic vs. intent).


    Instruction-finetuned encoders cannot supply enough knowledge


    Why is keyphrase clustering using GPT-3.5 in the instruction-only (“with-out demonstrations”) setting better than using Instructor (an instruction-finetuned encoder)? The modest scaling curve suggests that scale is not solely responsible: GPT-3.5 likely contains similar or more parameters than GPT-3 (175B), while Su et al.’s Instructor-base/large/XL35) contain 110M, 335M parameters, and 1.5B parameters, respectively.


    Note that we used two types of prompts: While our prompts for GPT-3.5 are very detailed, we used brief prompts for Instructor following their original design (e.g. “Represent utterances for intent classification”), in addition to experimenting with giving the GPT-3.5 prompt to Instructor-XL (the bottom row of Table 5). We see that Instructor-XL performs more poorly on the prompt we give to GPT-3.5. We speculate that today’s instruction-finetuned encoders are insufficient to support the detailed, task-specific prompts that facilitate few-shot clustering.


    
    
      Table 5 Comparison of effectiveness of LLM intervention in the absence of demonstration or instructions.
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    5.4 Using an LLM as a pseudo-oracle is cost-effective


    We have shown that using an LLM to guide the clustering process can improve cluster quality. However, large language models can be expensive; using a commercial LLM API during clustering imposes additional costs to the clustering process.


    In Table 6, we summarize the pseudo-labeling cost of collecting LLM feedback using our three approaches. Among our three proposed approaches, pseudo-labeling pairwise constraints using an LLM (where the LLM must classify 20K pairs of points) incurs the greatest LLM API cost. While PCKMeans and LLM Correction both query the LLM the same number of times for each dataset, Keyphrase Correction’s cost scales linearly with the size of the dataset, making this infeasible for clustering very large corpora.


    
    
      Table 6 Comparison of pseudo-labeling costs of clustering approaches using different LLMs.
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    Does the improved performance justify this cost? Can we achieve better results at a comparable cost if we employed a human expert to guide the clustering process instead of an LLM? Since pseudo-labeling pairwise constraints requires the greatest API cost in our experiments, we take this approach as a case study. Given a sufficient amount of pseudo-oracle feedback, we see in Fig. 8 that pairwise constraint K-Means is able to yield an improvement in Macro F1 (suggesting better purity of clusters) without dramatically reducing Pairwise or Micro F1.
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         Fig. 8 Achieving improvement of the Macro F1 of pairwise constraint K-Means.
        

     


    Is this cost reasonable? For the $42 spent on the OpenAI API for OPIEC59k (Table 6), one could hire a worker for 3.8 hours of labeling time, assuming an $11-perhour wage36). We observe that an annotator can label roughly 3 pairs per minute. Then, $42 in worker wages would generate <700 human labels at the same cost as 20K GPT-3.5 labels.


    Based on the feedback curve in Fig. 8, we see that GPT-3.5 is remarkably more effective than a true oracle pairwise constraint oracle at this price point; unless at least 2,500 pairs labeled by a true oracle are provided, pairwise constraint K-Means fails to deliver any value for entity canonicalization. This suggests that if the goal is maximizing empirical performance, querying an LLM is more cost-effective than employing a human labeler.


  
*5 As discussed in section 4, when performing entity canonicalization, we assign mentions to the same cluster if they contain the same entity surface form (e.g. “Marseille”), following prior work16)20). This approach leads to irreducible errors for polysemous noun phrases (e.g. “Marseille” may refer to the athletic club Olympique de Marseille or the city Marseille). To our knowledge, we are the first to highlight the limitations of this “surface form clustering” approach. We present the optimal performance under this assumption in Table 1, finding that the baseline of Shen et al.20) is already near-optimal on some metrics, particularly for ReVerb45k.


*6 We ignore clusters whose output from either algorithm has zero overlap with the corresponding ground truth cluster, since these may be due to cluster misalignment during evaluation.

  


  


  
    6. Conclusion


    We find that using LLMs in simple ways can pro- vide consistent improvements to the quality of clusters for a variety of text clustering tasks. We find that LLMs are most consistently useful as a means of enriching document representations, and we believe that our simple proof-of-concept should motivate more elaborate approaches for document expansion via LLMs.
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    Abstract


    Neural language models for commonsense reasoning often formulate the problem as a QA task and make predictions based on learned representations of language after fine-tuning. However, without providing any fine-tuning data and pre-defined answer candidates, can neural language models still answer commonsense reasoning questions only relying on externa knowledge? In this work, we investigate a unique yet challenging problem-open-domain commonsense reasoning that aims to answer questions without providing any answer candidates and fine-tuning examples. A team comprising NECLA (NEC Laboratories America) and NEC Digital Business Platform Unit proposed method leverages neural language models to iteratively retrieve reasoning chains on the external knowledge base, which does not require task-specific supervision. The reasoning chains can help to identify the most precise answer to the commonsense question and its corresponding knowledge statements to justify the answer choice. This technology has proven its effectiveness in a diverse array of business domains.
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    1. Introduction


    In the realm of business, large-scale pretrained language models (PLMs)1) have emerged as a dominant force in natural language processing (NLP). These PLMs acquire a foundational understanding of the world through extensive training on vast collections of general text data, followed by fine-tuning on specific datasets for various applications. While PLMs have demonstrated exceptional performance in numerous downstream tasks, they still grapple with two critical challenges in the context of reasoning-related endeavors:



    	Incomplete Knowledge: PLMs often struggle when faced with tasks that require information not present in their training data or when dealing with test instances that do not conform to a question-and-answer format.

    	Limited Reasoning Capabilities: PLMs make predictions based on implicitly encoded knowledge, which lacks the structured reasoning abilities necessary for complex tasks and fails to provide clear explanations for their chosen responses.




    In the business world, addressing these challenges is crucial for leveraging PLMs effectively in applications such as customer support, data analysis, and content generation. Finding solutions to enhance their reasoning capabilities and handle diverse information sources is essential to unlock their full potential in various business contexts. As shown in Fig. 1, if we are presented with a question that its domain is different from examples seen during the training. For medical-domain questions like What are both Family Doctor and Surgeon refer to? we aim to generate an abstracted meaning for both entities without providing any answer candidates. However, without providing any fine-tuning instances, one of the state-of-the-art PLMs T5-3b2) would generate an irreverent answer: quizlet. In addition, for commonsense questions: People aim to [MASK] at work, the paradigm of prompt learning with PLMs often formulates the problem to multiple-choice QA and calculate the likelihood of the whole sentence by filling in the blank with each answer candidate. However, both answers learning from others and completing the job are semantically correct. PLMs cannot provide justification for why a certain answer can be chosen. Both cases reveal that the prediction of commonsense reasoning requires robust and structured reasoning to integrate the explicit information offered by the question context and external knowledge.


    
      [image: 230217_01.jpg]

      
        Fig. 1 Two cruxes of using PLMs in commonsense reasoning.
      

    


    In this work, we focus on the Open-domain Commonsense Reasoning task, which requires machines to make human-like presumptions about the type and essence of ordinary situations without presenting any answer candidates and fine-tuning examples. In this work, we present the external KnowlEdge Enhanced Prompting method (KEEP) to achieve open-ended commonsense reasoning without pre-defining an answer candidate set and an answer scope. Firstly, to eliminate the requirement of answer candidates, KEEP leverages an external knowledge base (e.g., ConceptNet) as the answer searching space and iteratively extracts multi-hop reasoning paths relevant to the question. To avoid searching exhaustively over the whole knowledge base, we leverage PLMs to formulate the overall search criteria. The key insight is PLMs have certain reasoning abilities through their largescale model parameters, which can be utilized to provide implicit knowledge in determining whether or not to keep expanding the reasoning paths or adopt the entity in the path as the final answer. Therefore, without restricting specific answer scopes and direct supervision of the reasoning process, KEEP can be applied in most real-world scenarios requiring commonsense reasoning. To further enhance the reasoning ability of the PLM, we propose to leverage task-agnostic reasoning paths extracted directly from the external knowledge base as training instances to finetune the PLM.


  


  
    2. Knowledge Enhanced Prompting Method


    In section 2, we first introduce the problem formulation, and then discuss the detailed framework of the proposed method, which can be divided into three components:



    	Entity extraction and linking

    	Local knowledge graph expansion

    	Training strategy and answer prediction




    2.1 Problem Formulation


    We aim to solve open-ended commonsense reasoning questions by jointly using knowledge from a PLM and a structured knowledge graph. The knowledge graph (KG)G=(V, E) (e.g., ConceptNet) is a multi-relational heterogeneous graph. V is the set of entity nodes, E ⊆ V x R x V is the set of edges that connect nodes in V, where R represents a set of relation types (e.g., locates_at or requires). Specifically, given an open-ended commonsense reasoning question q without providing answer candidates and regulating an answer scope, the target of this work is to determine 1) a local KG Gq ⊆ G contains relevant information of q; 2) a set of reasoning paths k = {k1, k2, ..., km} extracted from Gq ; and 3) an entity â extracted from k that is precise to answer the question q. For example, in Fig. 2, to answer a commonsense question “what do people aim to do at work?”, we aim at first extracting all relevant reasoning paths from the external KG that can provide us with logical information to answer the question. Among all the paths, we select the most precise one (i.e., people [image: yaji.jpg] office [image: yaji.jpg] finish_jobs) and extract the answer â = finish_jobs such that the following joint likelihood can be maximized.
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        Fig. 2 Example of the open-ended commonsense reasoning.
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    Challenges: However, maximizing the joint likelihood is not a trivial task due to two critical obstacles. First, retrieving the question-relevant reasoning paths k (i.e., knowledge statements) is difficult since we cannot build a local KG between question entities and answer candidates under the open-ended setting as existing works3)-5) do. Moreover, without regulating a pre-defined answer scope as differentiable method6) does, the search space would be the whole knowledge graph. Next, to solve both challenges, we discuss how to initiate the local KG and iteratively reason over it to find all plausible knowledge statements and the most convincing answer. We demonstrate the overall framework in Fig 3.


    
      [image: 230217_04.jpg]

      
        Fig. 3 The framework of the proposed method consists.
      

    


    2.2 Local Graph Construction and Expansion Knowledge Graph Entity Linking.


    Conceptual knowledge graphs (e.g., ConceptNet) enable a variety of useful context-oriented reasoning tasks over real-world texts, which provides us with the most suitable structured knowledge in open-ended commonsense reasoning. To reason over a given commonsense context using knowledge from both PLM and G, the first step of the framework is to extract the set of critical entities [image: 230217_04.jpg] from the question q that have the surjective mapping to a node set Vq ∈ V in the KG. And we follow the prior work7) to map informative entities cq from q to conjunct concept entities Vq in KG by leveraging the latent representation of the query context and relational information stored in G.


    Reasoning Over Local Knowledge Graph: To imitate the human reasoning process, we aim to retrieve reasoning paths within L hops from G to form the local knowledge subgraph Gq that has the highest coverage to the question concepts cq. Ideally, each path in Gq can be regarded as a reasoning chain that helps to locate the most precise answer and its explanation to the question q. However, expanding L-hop subgraph Gq from cq is computationally
prohibited.


    Reasoning Path Pruning: In order to make the process of reasoning path expansion scalable, we incorporate the implicit knowledge in PLMs to prune irreverent paths. Specifically, we pair the question q with the text of node v along with the reasoning-path-transformed knowledge statement to form a cloze-based prompt W = [q; vj ; (vi , rij , vj )] in order to turn the local graph expansion problem into an explicit reasoning procedure by directly answering the question with its derived reasoning path. For example, in Fig. 4, the prompt is formatted as What do people aim to do at work? <answer_node>, because <reasoning path>. We leverage a pre-defined template to transform the triplet (vi , rij , vj ) into natural language. For instance, the triplet (work, antonym, unemployment) can be translated to work is the antonym of unemployment as illustrated in Fig. 4. To evaluate whether we keep the reasoning path, we propose leveraging the PLM to score the relevance of each reasoning path given the context of the question. Formally, suppose the prompt W consists of N tokens W ={ ω1,...,ωn−1,ωn,ωn+1, ..., ωN }, the commonsense score φ1 (W) of the logical sentence W composed at l-th hop expansion is defined as:
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        Fig. 4 Knowledge statement transformation and clozebased prompt construction.
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    where the W＼n indicates replacing the token ωn to the [MASK], and the denominator N reduces the influence of the sentence length on the score prediction.


    As we iteratively expand Gq , each φl (W) scores a unique reasoning path at a particular l ∈ [1, L] depth in the graph. As marked in Fig. 3, a higher score φl (W) indicates the node vj should be kept for the next (l + 1) hop expansion.


    2.3 Training Strategy and Answer Prediction


    In order to further enhance the PLM’s reasoning capability, we propose to finetune PLMs on the knowledge examples constructed from ConceptNet. Specifically, we aim to enhance the pθ’s reasoning capability by correctly identifying the knowledge triplets on ConceptNet. As depicted in Fig. 5, given a commonsense question q = “What home entertainment equipment requires cable?” and its correct answer ã = “television”, we identify reasoning paths [(v1, r1, v2), ..., (vL-1, rL-1, vL)] on G from each entity [image: 230217_07.jpg] in cq to ã. Note that there may exist multiple paths [image: 230217_07.jpg] to ã.; e.g., “Cable is a type of Television” and “Cable is required for Television”. Each reasoning path is then transformed as natural language sentences with templates as illustrated
in the table of Fig. 4. We follow the standard masked language modeling task to finetune the model. By randomly masking a small portion (i.e., 15%) of tokens in each sentence, we aim to let the PLM comprehend the latent logic behind each retrieved reasoning path by learning to fill masks.
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        Fig. 5 Training Corpus Generation.
      

    


    Answer Prediction: After we obtained the subgraph Gq consisting of all reasoning paths k within L-hop with a high commonsense score, each path ki ∈ k can be regarded as an individual supporting knowledge explanation to an answer ai.


    


      [image: 230217_08.jpg]
    


where the φL denotes the final score for each answer ai within L-hop and can be interpreted as approximating the likelihood of answer ai given a singular reasoning path {c [image: yaji.jpg] v1 [image: yaji.jpg] · · · [image: yaji.jpg] a}. To better improve efficiency, we utilize beam search to only keep high-confidence reasoning paths. We can thus pick the answer â and its reasoning path [image: 230217_08.jpg] with the highest score φL as the final answer and supporting knowledge.


  


  
    3. Conclusion


    A team comprised of members from NECLA and NEC Digital Business Platform Unit developed an off-the shelf framework KEEP to predict answers for open-ended commonsense reasoning without requiring answer candidates and a pre-defined answer scope. By applying real-world tasks to address commonsense answering challenges, this technology has proven its effectiveness in a diverse array of business domains. We believe this work poses a new direction to automated commonsense reasoning under the zero-shot and open-ended setting in the Large Language Model era.
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    Abstract


    We propose a vision-LLM framework for automating development and deployment of computer vision solutions for pre-defined or custom-defined tasks. A foundational layer is proposed with a code-LLM AI orchestrator self-trained with reinforcement learning to create Python code based on its understanding of a novel user-defined task, together with APIs, documentation and usage notes of existing task-specific AI models. Zero-shot abilities in specific domains are obtained through foundational vision-language models trained at a low compute expense leveraging existing computer vision models and datasets. An engine layer is proposed which comprises of several task-specific vision-language engines which can be compositionally utilized. An application-specific layer is proposed to improve performance in customer-specific scenarios, using novel LLM-guided data augmentation and question decomposition, besides standard fine-tuning tools. We demonstrate a range of applications including visual AI assistance, visual conversation, law enforcement, mobility, medical image reasoning and remote sensing.
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    1. Introduction


    Computer vision is a key technology for NEC in a wide range of applications across health, finance, retail, mobility, remote sensing and safety. Our broad aim is to enable a dual strategy for NEC:



    	To build defensive moats around AI businesses through strategically important foundational models.

    	To build an aggressive toolkit that accelerates and diversifies impact in target application domains. This article outlines a foundational vision-LLM architecture to realize those aims.




    Consider a typical computer vision solution, which requires customized effort through a workflow resembling the following:



    	Customer explains their need in natural language or with examples.

    	An engineer writes code based on available models, libraries and literature to solve the task.

    	The deployment team tunes the solution to customer environment. We propose a vision-LLM that acts as an agent who understands new tasks and generates appropriate code, which then invokes existing engines and APIs to solve the given task. This design thereby unifies and leverages all NEC know-how on computer vision to solve any pre- or custom-defined visual task.




    A vision-LLM requires different considerations from a traditional LLM, since visual data is not amenable to long-range reasoning, self-supervision is challenging and alignment with language is non-trivial. Our goal is to develop a low-cost, self-improving, personalizable, sustainable and responsible vision-LLM (Fig. 1). A key philosophy is for our vision-LLM to achieve a high level of physical grounding at minimal training cost, which we
realize through design choices such as the agent-engine layers, as well as the use of code-LLMs and pretrained computer vision models. Our vision-LLM is distinct from a multimodal LLM like GPT-4V1), where our layered approach is more modular and efficient.


    
      [image: 230218_01.jpg]

      
        Fig. 1 Mission statements for creating our foundational vision-LLM.
      

    


  


  
    2. Summary of Architecture


    A summary of our architecture is shown in Fig. 2. Our framework is comprised of three layers. First, a foundational layer with an LLM orchestrator that plans based on available code and documentation how to solve a new task. This layer also consists of domain-specific foundational models that are trained on very large datasets with zero-shot vision-language (VL) generalization ability. Second, an engine layer with VL models for specific
tasks like image retrieval or object detection. Third, an application layer where tools like augmentation, decomposition, prompting and fine-tuning are available to adapt to customer-specific data or usage. We posit that such an approach allows for both competitive differentiation and market penetration.
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        Fig. 2 Architecture of our vision-LLM.
      

    


  


  
    3. Tech Details and Results


    We outline how to realize the above architecture and key benchmark results.


    3.1 Foundational layer


    Our framework is based on an LLM orchestrator that generates a plan to accomplish new tasks using available tools, as well as large pre-trained domain-specific foundational models.


    3.1.1 Agentic Vision-LLM Orchestrator


    Solving a complex, novel task requires interleaving multiple steps of reasoning and perception, which must be composed with planning, backtracking, and sequential decisions. Such tasks are the next frontier challenge for intelligent systems, which we approach through foundational model-driven AI agents. We propose an LLM orchestrator that is given access to a battery of available tools and pretrained models, much like a human engineer. This allows the agent to solve tasks beyond the ability of the underlying LLM. For example, while LLMs may be prone to logical inconsistencies and poor arithmetic,
an LLM-driven agent can delegate logical reasoning to a logic engine and arithmetic to a calculator. By allowing an agent to synthesize programs and invoke APIs, we can combine arbitrary tools to solve novel tasks.


    At the core of the agentic architecture (Fig. 3) is an LLM that acts as a planner. Given a natural language instruction, the goal of the planner is to write a plan that accomplishes the task using available tools. The plan is represented as a formal program that invokes the available tools. To understand what tools are available and how it can use those tools, the planner consults a library of documentation and examples. This allows the planner to quickly adapt when new tools are added by reading their documentation. In principle, anything that can be programmatically invoked can be used as a tool by the planner using the code interpreter. As a starting point, we provide an environment that has access to task-specific AIs and third-party APIs. The plan (represented as a program) is then executed in the environment to produce an answer to the query.
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        Fig. 3 Agentic Vision-LLM Orchestrator.
      

    


    A problem with frozen off-the-shelf LLMs as planners is that they lack experience with writing plans and can fail to understand nuances of tool use from documentation alone. But training an LLM to act as a planner requires training data, but no large-scale training data is available for writing programs that solve visual tasks. Our key insight is learning from feedback using reinforcement
learning. We first design an environment in which the planner can write and execute programs. We provide the planner with an API through which it can invoke state of the art task-specific models. We then apply iterated reinforced self-training by using existing annotations for a vision-language task (Fig. 4). For example, given a dataset of image v, ground truth y and query q, we feed q into the planner, then run the generated program p on the image v. We compare the result of executing the program [image: 230218_04_1.jpg] with the ground-truth y to obtain a coarse reward signal, then apply a reward-weighted behavioral cloning loss. The trained planner outperforms a frozen planner based on ChatGPT by as much as 10%, 4%, and 10% on compositional variants of question answering, object detection, and image-text matching.
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        Fig. 4 More capable LLM planners who applied enhanced self-training.
      

    


    As an example for computer vision, consider a novel visual task that is difficult for end-to-end systems (Fig. 5). It can be solved by decomposition into primitive visual tasks (object detection, image-text matching) and logic, for which task-specific engines exist. The planner writes a Python program that controls the task-specific AIs through an API we provide to obtain necessary intermediate information about the image, then combines
the acquired information with logic expressed in code to arrive at an answer.
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        Fig. 5 An example of a generated program to solve a complex, novel visual task.
      

    


    Our AI orchestrator has many benefits:



    	Solves existing or novel task specifications as composition of available vision modules, with automatically generated Python code.

    	Planner trained with reinforcement learning for improved understanding of how to use available tools relative to a frozen planner.

    	Human feedback for self-training for improved task reasoning, even with very few program examples.

    	Efficient use of code-LLM with fewer parameters than general LLM.

    	Parameter-tuning and data augmentation can be automatically handled.




    3.1.2 Domain Foundational VL-Model


    Our architecture can incorporate any existing vision model, but sometimes one may not exist in our library. Thus, we also propose foundational VL models (FVLM) in specific domains trained with a large amount of data to easily generalize to new tasks. Our key insight is that many task-specific models and datasets already exist, which can be leveraged to train FVLM at low compute expense.


    Examples of domains where we develop an FVLM are mobility and human analysis. Our mobility FVLM is developed using several large-scale autonomous driving datasets, along with the outputs of several object detection, segmentation, captioning and other models applied to them. Our human FVLM is trained using a collection of datasets and models for human attribute analysis, action recognition and human-object interaction. Fig. 6 shows the overall pipeline for training our domain FVLM. Despite being significantly smaller in size (7B parameters), this new model improves performance by 0.5% compared to an existing closed model with 175B parameters.


    
      [image: 230218_06.jpg]

      
        Fig. 6 We utilize existing vision data and models to develop domain-specific FVLM at low cost.
      

    


    3.2 Engine layer


    The engine layer is comprised of a large zoo of AI models, standard tools such as finetuning and domain adaptation, together with documentation and usage examples, which have been developed for specific tasks like image retrieval, object detection, medical imaging, or remote sensing.


    3.2.1 Vision-language retrieval


    Our proposed model ROSA2) is a data-efficient neural network that effectively aligns image and text modalities, which enables accurate image-to-text and text-toimage retrieval. In a zero-shot evaluation benchmark (Fig. 7), our model outperforms the state-of-the-art by 3% in Rank-1 text retrieval performance although competing models use 30 times more compute and require 100 times larger training datasets.


    
      [image: 230218_07.jpg]

      
        Fig. 7 The tight image-text alignment in ROSA enables accurate multi-modal retrieval.
      

    


    3.2.2 Open-world scene understanding


    Another engine is our open-vocabulary object detector MOBIUS3)4) (Fig. 8), which can localize rare categories and objects described by free-form text descriptions. On a public open-vocabulary benchmark, where detectors are tasked to detect unseen categories without box annotations during training, MOBIUS outperforms the competition by 4.3% average precision (AP) points.


    
      [image: 230218_08.jpg]

      
        Fig. 8 Our open vocabulary detector MOBIUS provides accurate localization of rare object categories, with language descriptions.
      

    


    3.3 Application layer


    While our foundational and engine layers already enable deployment of solutions in customer domains, the application layer will provide tools to achieve personalized solutions based on target data and usage. Specifically, we propose an approach to leverage a small amount of target data and an approach to decompose application-specific usage into easier to reason atomic segments.


    3.3.1 Data augmentation


    There is often insufficient data available for specialized tasks or domains. While collecting more annotations can be challenging, unlabeled images are often available. We propose SelTDA5) (Self-Taught Data Augmentation), a strategy which uses a generative vision-language model to produce synthetic data. Training with SelTDA results in improvements of up to 9.87%, 6.38%, and 29.81% on robustness, generalization, and reasoning respectively.


    3.3.2 Question decomposition


    Domain-specific tasks or those with specialized reasoning patterns are challenging for generalist models, especially in realistic data-scarce settings. We propose selective question decomposition6) to improve generalist models on such tasks through dialogue that surfaces relevant context without extra data. We achieve improvements of up to 26% on medical datasets and correct up to 20% of prediction errors using decompositions.


  


  
    4. Applications


    We now discuss several applications for our foundational vision-LLM.


    AI Visual Assistant: The vision-LLM yields outputs grounded in images or videos, while the orchestration through code allows a transparent step-by-step reasoning (Fig. 9). This can be used to aid the visually impaired, allowing them to find objects, navigate safely or perform other tasks with a language interface. This application is being validated with an NEC-X startup.


    
      [image: 230218_09.jpg]

      
        Fig. 9 Proposed visual AI assistant for NEC-X.
      

    


    Visual Conversation: The vision-LLM enables joint reasoning with images and text along with external knowledge, which allows question-answering or conversation in multimodal data. Our application layer tools allow improvement of 13% on the public OK-VQA benchmark for external knowledge-based language reasoning in images.


    An example use-case is an NEC-X startup which seeks to improve the engagement of social media influencers with their audience by automating some interactions (Fig. 10).


    
      [image: 230218_10.jpg]

      
        Fig. 10 Usage in an NEC-X VL-search app.
      

    


    Law enforcement: The VL-retrieval engine has been used for tattoo recognition for law enforcement, which allows a human operator to interpret tattoos and find matches based on semantic meaning beyond visual similarity (Fig. 11).


    
      [image: 230218_11.jpg]

      
        Fig. 11 Language-based tattoo analysis system.
      

    


    Mobility: A domain-specific FVLM for mobility scenarios has been demonstrated for automated insurance insights and summarization together with the VIR Lab at OH 2023 (Fig. 12).


    
      [image: 230218_12.jpg]

      
        Fig. 12 Our domain-specific FVLM used for video summarization for a VIR Lab application.
      

    


    Remote Sensing: The data augmentation methods in our application layer allow a foundational VLM to answer questions in satellite images even with a small amount of data. We improve over BLIP on the RS-VQA benchmark (Fig. 13). 


    
      [image: 230218_13.jpg]

      
        Fig. 13 Examples for remote sensing.
      

    


    Medical Imaging: The question decomposition strategy in our application layer improves a generalist VLLM on QA over medical images, a data-scarce, domain-specific specialized task. In the public PathVQA, SLAKE and VQA-Rad benchmarks, we obtain improvements of 22%, 10% and 26% (Fig. 14).


    
      [image: 230218_14.jpg]

      
        Fig. 14 Examples for medical image reasoning.
      

    


  


  
    5. Conclusion and Next Steps


    We showcased an architecture for a foundational vision-LLM that will automate development and deployment of computer vision solutions by understanding customer tasks, then developing code to solve them using external knowledge and available resources. This will be supported by developing new FVLM to solve tasks in specific domains, as well as tools to rapidly customize in specific applications. Several next steps are being developed, including: (a) automatic tuning of parameters for deployment, (b) self-training to update task-specific models based on application rewards, (c) reducing hallucination and biases.


  


  
    * ChatGPT is a trademark of OpenAI, Inc. in the United States.

    * All other company names and product names that appear in this paper are trademarks or registered trademarks of their respective companies.
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    Abstract


    Costs of LLM API usage rise rapidly when proprietary enterprise data is used as context for user queries to generate more accurate responses from LLMs. To reduce costs, we propose LeanContext, which generates query-aware, compact and AI model-friendly summaries of relevant enterprise data context. This is unlike traditional summarizers that produce query-unaware human-friendly summaries that are also not as compact. We first use retrieval augmented generation (RAG) to generate a query-aware enterprise data context, which includes key, query-relevant enterprise data. Then, we use reinforcement learning to further reduce the context while ensuring that a prompt consisting of the user query and the reduced context elicits an LLM response that is just as accurate as the LLM response to a prompt that uses the original enterprise data context. Our reduced context is not only query-dependent, but it is also variable-sized. Our experimental results demonstrate that LeanContext (a) reduces costs of LLM API usage by 37% to 68% (compared to RAG), while maintaining the accuracy of the LLM response, and (b) improves accuracy of responses by 26% to 38% when state-of-the-art summarizers reduce RAG context.
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    1. Introduction


    Large language models (LLMs) are advanced AI models trained on extensive textual data to generate human-like language, significantly enhancing natural language processing tasks. Notable examples, like OpenAI’s GPT-41) feature user-friendly application programming interfaces (APIs), driving their widespread use in context-aware chatbots, real-time language translation, and efficient text summarization. This has led to enhanced user experiences across diverse industries.


    LLMs like GPT-4 cannot answer queries about information in proprietary enterprise data because the LLM was not trained on this data. However, when LLMs are made aware of proprietary enterprise data, they can generate responses that use industry-specific jargon, processes, and context. This results in more accurate and relevant responses for enterprises.


    Fine-tuning and Retrieval-Augmented Generation (RAG)2) are two prominent methods employed to make LLMs aware of enterprise data. Fine-tuning changes the model weights of an LLM to adapt the model to domain-specific nuances. In contrast, RAG leverages pretrained model (without any modifications) in conjunction with a retriever that selects relevant information (context) from enterprise data and incorporates this external knowledge in prompts to LLMs. In this paper, we use a RAG approach to make LLMs aware of enterprise data.


    The cost of LLM API usage can add up very quickly, especially when incorporating enterprise information in prompts to LLMs. Cost depends on the number of tokens in the prompt and the LLM response. In GPT-3 LLM, a token is approximately 4 characters3) but this varies across LLMs and languages.


    As an illustration of the high costs of LLM API usage, consider a service with 15,000 visitors where every visitor sends 3 requests twice a week. A (representative) prompt has about 1800 prompt tokens and 80 output tokens4). Cost of GPT-4 API usage for a month works out to $21,200 (pricing of $0.03/1K tokens for the prompt, and $0.06/1K tokens for the generated output).


    In this article, we focus on reducing the costs of LLM API usage in scenarios where use of enterprise data generates more useful responses. We propose Lean-Context, a novel cost-efficient, query-aware enterprise data context retrieval system. The retrieved context is compact, and highly relevant to answer the query. Our experimental results show that LeanContext (a) reduces the cost of LLM API usage (by 37% to 68% compared to RAG context), while maintaining high accuracy of responses, and (b) improves accuracy of responses (by 26% to 38%) when notable summarizers reduce RAG context.


  


  
    2. Retrieval augmented generation


    Fig. 1 shows the traditional retrieval augmented generation method. It consists of two distinct parts, that can operate in parallel: enterprise data ingestion, and query-response.


    
      [image: 230219_01.jpg]

      
        Fig. 1 Retrieval augmented generation.
      

    


    Enterprise data ingestion: Enterprise text documents are split into small chunks by a text splitter (a chunk is a set of consecutive sentences in an enterprise document). An embedding generator embeds each chunk in an n-dimensional vector, where n is pre-determined. These vectors, and the corresponding chunks, are stored in a vector database. Storing the chunks as vectors makes it easy to find enterprise data that is relevant to a given user query.


    Query-response: A user query is also embedded in an n-dimensional vector. As shown in Fig. 1, a semantic search method determines the N vectors in the vector database that are most like the user query vector. Here, N is a pre-determined parameter. The chunks that correspond to these N vectors are the relevant RAG context. This context is combined with the user query to construct the prompt and the response from the LLM is provided to the user. The size of the prompt cannot exceed the max-token limit of the LLM API (this limit can vary across different LLMs).


  


  
    3. LeanContext


    We make two critical observations that are key to the design of LeanContext. First, experiments on real-world applications show that not all information in the N chunks of context retrieved by a traditional RAG is necessary for an LLM to generate an accurate response. Second, the specific information in the RAG context that can be omitted depends on the user query. LeanContext leverages these insights to construct a more compact reduced context from the RAG context. The reduced context directly leads to lower LLM API usage costs. Also, the reduced context results in an LLM response that is just as accurate as the LLM response for a prompt that uses the larger (N chunks of) RAG context.


    Fig. 2 shows the system overview of LeanContext. We use the traditional RAG method to retrieve the N chunks of enterprise data context. Then, we rank the sentences in this RAG context based on their relevance to the user query. A novel reinforcement learning algorithm (described in section 3.1) determines the top-k sentences in the ranked RAG context that should be considered to construct the reduced context. Our reinforcement learning algorithm determines the value of k based on the user query and the RAG context. Then, the important top-k sentences are left intact but the rest of the less important sentences in the ranked RAG context are further compressed using phrase deletion or summarization. The top-k sentences and the compressed less important sentences are now combined to create the reduced context, as described in section 3.2.
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        Fig. 2 System overview of LeanContext.
      

    


    3.1 Reinforcement learning to compute k


    Given a user query, and the corresponding RAG context, our novel lightweight Q-learning-based reinforcement learning (RL) algorithm computes a good k for this pair. We briefly describe the state, action and reward components of our RL algorithm.


    State: We create an embedding vector for the RAG context of N chunks. Then, we derive a difference vector by subtracting the query embedding vector (vq) from the RAG context embedding vector (vc). We construct difference vectors for many query-context pairs and cluster these vectors to compute centroids (we use K-Means clustering algorithm). These centroids are our state vectors [image: s].
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    The variables i and j are used to index the different RAG contexts and user queries, respectively.


    Action: An action corresponds to a specific fraction of the total sentences in the ranked RAG context. An action can be any value from 0 to 0.4, each spaced 0.05 apart. For example, if an action assumes the maximum value of 0.4, then 40% of the total number of sentences in the ranked RAG context will be considered as top-k sentences that are most similar to the query. The k in top-k is derived as the product of the current action value and the total number of sentences in the ranked RAG context.


    Reward: Given a value for action, we can determine the top-k sentences and their token count. We define token ratio ([image: 230219_03_01.jpg]) as the ratio of the token counts of top-k sentences in reduced context and the all the sentences in the ranked RAG context. The lower the token ratio, the smaller the top-k context length. However, the accuracy of the LLM response for the top-k reduced context must be comparable to the accuracy of LLM response for the full RAG context. We use ROUGE-15) scores to compare the accuracies of different LLM responses (the reference response we use to compute the ROUGE-1 scores is described in section 3.3). If the ROUGE score with the full RAG context is (r*) , and the ROUGE score for top-k context is r, then the current (state, action) pair value in Q table will be rewarded if [image: 230219_03_02.jpg], otherwise it will be penalized. The reward function R is defined as follows.
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    Here, α controls the relative contribution of the token ratio and accuracy of the response to the reward value.


    3.2 Reduced Context


    The RL algorithm determines the query-specific value of k, which determines the top-k context. This context includes the important top-k sentences that are related to the query, as well as other less important sentences around the top-k sentences. Fig. 3 shows how we construct the Reduced Context. We leave the most relevant top-k sentences intact because they are critical for maintaining the relevance of the context to the query. However, the less important sentences are individually compressed further using open-source text reduction methods6)-10). We also do not include in the reduced context any sentences that are beyond the last top-k sentence.


    
      [image: 230219_05.jpg]

      
        Fig. 3 Construction of Reduced Context.
      

    


    We preserve the original order of both the top-k sentences and the less important sentences in the ranked RAG context. By preserving the sentence order, we ensure the temporal coherence of the context. Such a holistic approach of constructing the reduced context ultimately results in preserving the accuracy of LLM responses, while significantly reducing the cost of LLM API usage.


    3.3 Results


    Enterprise data: We use arXiv and BBC-News data repositories. They include documents published in March 20236) which were not used to pre-train GPT-3.5-Turbo model. We randomly chose 25 documents from arXiv. They have 63 to 962 sentences, and 352 sentences per document on average. Similarly, we chose 100 documents from BBC News. They have 4 to 139 sentences, with 30 sentences per document on average.


    Queries and reference responses: We generated 100 queries for each dataset by using QAGenerationChain11), which uses full documents as context to get LLM responses that are the reference for computing ROUGE-1 accuracy scores for RAG or LeanContext.


    Enterprise data context: We set N=4 and N=8 for the arXiv and BBC News, respectively. For the arXiv Dataset, the total number of sentences in the RAG context varied from 9 to 25 with an average of 15 sentences per context. Similarly, for the BBC News data, the total number of sentences in the context varied from 18 to 34, with an average of 26 sentences per context (Fig. 4).
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        Fig. 4 Comparison of LeanContext with methods where notable summarizers reduce RAG context.
      

    


    Reduced context: For the arXiv and BBC News data, the distribution of top-k sentences are shown in Fig. 5 and Fig. 6, respectively.
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        Fig. 5 Distribution of (important sentences) k for arXiv data.
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        Fig. 6 Distribution of (important sentences) k for BBC News data.
      

    


    Table 1 compares the impact of RAG context and Reduced context. The accuracy (ROUGE-1 score) of LLM responses is similar, but the Reduced context lowers LLM API usage costs by 37% to 68%.


    Compared to other notable text reduction models like T510), BERT9), and SC6), LeanContext reduces cost and improves accuracy (Fig. 4). It also boosts the accuracy (ROUGE-1 score) of responses when other notable summarizers are used to reduce the RAG context (Table 2).


    
    
      Table 1 Comparison of our Reduced context with traditional RAG (Accuracy is ROUGE-1 score).
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      Table 2 Improving accuracy of responses when other notable summarizers reduce RAG context.
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    4. Conclusion


    LeanContext is a cost-efficient query-aware context reduction system to mitigate the cost associated with LLM API usage, while maintaining high accuracy. Reduction in context also improves the inference time of LLMs. LeanContext can also be used effectively in conjunction with other notable summarizers to reduce RAG context.
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    Abstract


    NEC has participated in efforts to develop standard specifications through organizations like the Institute of Electrical and Electronics Engineers (IEEE), the International Organization for Standardization/International Electrotechnical Commission (ISO/IEC), and European Telecommunications Standards Institute (ETSI) for not only the development of AI technologies but also for the social implementation of them. With the advent of generative AI, countries are moving toward stricter regulations regarding AI, and standards related to AI governance are needed. This paper describes policies in Europe, the United States, and Japan; trends in multilateral frameworks such as the G7 Hiroshima AI Process; as well as trends in the development of guidelines and the standardization in line with them. This paper also presents NEC’s relevant initiatives.
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    1. Introduction


    With the advent of generative AI, the potential and possibilities of AI have become widely recognized. In the meantime, in addition to existing AI risks such as privacy infringement and discrimination, concerns are increasing about new AI risks such as hallucinations and intellectual property infringement, thereby creating challenges. For example, generative AI has the capability to create new content based on user data, raising issues regarding the respect and protection of personal privacy and intellectual property. It is also necessary to appropriately determine the authenticity of any content generated by AI as well as the appropriate use and transparency of such content.


    In response to this, the central governments of various countries are steering toward tighter regulations regarding the governance of AI. They are currently in the stage of putting governance principles and policies into practice, and discussions are progressing in a variety of frameworks.


    While a consensus is forming socially and internationally, this paper presents a couple of frameworks for AI governance and standardization trends and explains NEC’s relevant initiatives.


  


  
    2. Formation of Social Rules on AI Governance


    When AI is used for predictions, judgments, and recognition—what humans usually do, issues on transparency, fairness, privacy infringements, security, accountability, etc. may be raised. In addition, with the advent of generative AI and foundation models, other issues such as infringement of intellectual property (copyright etc.), hallucinations (generation of incorrect information), and securing of reliability through value chains have come into new focus.


    To safely and securely use AI in society, AI governance to appropriately address these issues is required. Social rules for this purpose are being created in various countries and regions, and each might take different approaches to regulating advanced technologies.


    2.1 European AI act


    The draft of the European AI Act (EU AI Act), which was announced in April 2021, is the world’s first comprehensive AI regulation in the development of global rules and has drawn attention because of its magnitude of influence on regions outside the European Union (EU), in other words, a Brussels Effect. The EU AI Act is mainly composed of requirements and obligations for providers of high-risk AI systems, and these high-risk AI systems also include some biometric systems.


    Through the EU legislative process, it was agreed in December 2023 to include new obligations for foundation model providers and requirements for generative AI. In addition, the European AI Office will be established to oversee governance and create standards for evaluating AI capability. Final agreement on laws is expected in the summer of 2024. Section 3 will detail harmonised standards to be established in association with laws.


    2.2 Movements in the USA


    While the United States has some of the largest AI companies and has traditionally respected private self-governance, it is also considering the need for regulations. In January 2023, the U.S. National Institute of Standards and Technology (NIST) announced the AI Risk Management Framework (AI RMF) as a document for the risk management of AI technology. Subsequently, the White House clarified guidelines for the use of AI for federal procurement and national defense in the Executive Order on the Safe, Secure, and Trustworthy Development and Use of Artificial Intelligence (October 2023). Meanwhile, discussions are progressing in Congress about comprehensive AI legislation and stronger regulations, and consideration of the need to introduce federal legislation regarding AI and to establish a regulatory body is progressing while talking with leading AI companies. Discussion points for the introduction of regulations include defense, cybersecurity, worker protection, impact on the electoral system, and risk of human extinction resulting from high-performance AI.


    2.3 Initiatives in Japan


    Initiatives to regulate AI in Japan have not been based on legal regulations, or so-called hard laws, but rather based on soft laws such as guidelines1). The Cabinet Office announced the “Social Principles of Human-Centric AI” (2019), and the Ministry of Internal Affairs and Communications, the Ministry of Economy, Trade and Industry, and other organizations proceeded with the development of multiple AI guidelines. These guidelines will be integrated into the “AI Guidelines for Business” in 2024 while maintaining consistency with the multilateral framework through the G7 Hiroshima AI Process (Fig. 1). As trends surrounding AI are changing rapidly, regular updates are expected. The internal governance that NEC implements is also based on these guidelines.
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        Fig. 1 Outline of initiatives in Japan.
      

    


    Additionally, the formulation of conformity assessment and certification structures as well as individual rules for eight high-risk sectors (government, finance, energy, transportation, traffic, telecommunications, broadcasting, and medical) are also being considered.


    2.4 Multilateral framework


    Issues posed by AI are widely recognized and shared, and internationally consistent rules on AI are required.


    At the G7 Hiroshima Summit held in May 2023, the importance of interoperable AI governance was agreed. In particular, 11 sets of international guiding principles and corresponding code of conduct targeting AI system developers were established (Table 1) at the G7 Hiroshima AI Process, a framework to address risks posed by generative AI such as issues regarding intellectual property and fake information. An agreement on a comprehensive policy framework was also reached at the end of 2023. As such, Japan is leading international discussions.


    
     
       Table 1 International and multilateral frameworks: 11 sets of guiding principles and code of conduct from the G7 Hiroshima AI Process.
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    3. Movements toward AI Governance-Related Standardization


    As it is believed that interoperable rules for AI governance are required and those rules may include technical details, standardization is expected to play an important role. This section will provide an overview of the movements toward standardization by European standardization bodies and international standards.


    3.1 Development of harmonised standards for EU AI Act


    The AI Act of the Parliament of the European Union (EUP) will be published within the format of the new legislative framework (NLF), which is composed of laws referencing harmonised standards, certifications, audits, and market surveys. Suitable technical standards—mainly developed by the European Standards Organizations (ETSI (European Telecommunications Standards Institute), CEN (Comite Europeen de Normalisation), and CENELEC (European Committee for Electrotechnical Standardization))—that are recognized in the EU Official Journal as European Norms (EN) and Harmonised Standards [sic.] can be cited by manufacturers as part of their pre-market testing and enable products to be marketed as conforming to the requirements of the AI ACT. Thus, the specifications become effective in combination with the legislation (Fig. 2).
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        Fig. 2 Development of Harmonised Standards in Europe.
      

    


    The European Commission (EC) issued the Standardisation Request on Artificial Intelligence (M/593), demanding development of standards related to the 10 horizontal AI regulatory requirements (Table 2).


    
     
       Table 2 Horizontal AI regulatory requirements.
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    These include standard specifications for risk management systems to avoid and minimize risks posed by AI, data governance and quality, cyber security, quality management systems, and conformity assessment.


    In response, CEN/CENELEC JTC21 first created an architecture of standards to clarify the inherent structure of the 10 standardization items and conducted a gap analysis to identify the standards needed while considering the utilization of existing standards. ETSI will also cooperate with the standard development process in accordance with the Joint Work Programme created by JTC21. NEC has been working on the necessity of AI standards in the fields of communication and cybersecurity for many years through initiatives such as participating as an ETSI Board member and leading the AI coordination committee.


    The deadline for standardization is May 22, 2025. Because many of the necessary standards are not available, and the workload for standardization is substantial, a large number of international standards, such as ISO/IEC standards, are expected to be transposed with minimal change into European Harmonised standard. Besides, a second standardisation request [sic.] from European Commission is expected to cover additional regulation on large language models (LLM), general-purpose AI systems (GPAI), and foundation models (FM). As it is difficult to provide all standards before the AI Act is put in force, a phased release of standard specifications is also being considered, beginning with risk assessment. Additionally, alignment with sectoral legislation, such as in the medical field, is also required.


    3.2 Movements in international standardization


    Subcommittee 42 (SC42) Artificial Intelligence established under ISO/IEC JTC1 is actively working on international standardization, and standardization for AI governance is leading the way. These initiatives, which were launched earlier than regional standardization efforts such as those in Europe, are drawing attention.


    For example, working groups (WG) developed reliability standards, such as the data quality standards developed by WG2 and the AI system quality and test method standards (TS29119-11) by WG3 and JWG2. In addition, JWG4 in collaboration with the IEC TC65 SC65A subcommittee has developed standards for AI safety requirements that are based on Japan’s proposed TR5469, which is responsible for standardizing the functionality security of control equipment.


    Japan has been actively involved in international standardization since the establishment of SC42 Artificial Intelligence, with the National Institute of Advanced Industrial Science and Technology (AIST) playing a central role. NEC was also active in the SC42 committee as well as its domestic expert committees and contributed by serving as the domestic chief reviewer of WG3 and WG5 and as the AI safety project editor.


    In the United States, the utilization of international standards and the participation of experts are required to effectively address AI risks. As indicated earlier, the EU AI Act indicates that international standards will be adopted. For example, ISO/IEC 42001 is the AI Management System Standard (AI MSS) for managing AI systems and serves as the basis for conformity assessment, which has been identified as necessary in various frameworks. In addition, consideration of a third-party certification system has already begun.


  


  
    4. NEC’s Initiatives


    NEC is working not only on technology development but also on the standardization and creation of legal systems and rules. As part of NEC’s initiatives related to AI governance, NEC led the U.S. AI ethics project (P7001) at the Institute of Electrical and Electronics Engineers (IEEE) and submitted comments during the development process of NIST’s AI risk management framework.


    In Europe, NEC utilizes its position at ETSI to work on advocacy activities regarding standardization, which are referred to in the European AI White Paper and in the EU AI Act. In Japan, NEC’s experts have participated in and contributed to the development of a variety of public guidelines. NEC also works to create draft Japanese Industry Standards (JIS) based on international standards. In addition, NEC participates in the creation of AIST’s “Machine Learning Quality Management Guidelines,” which is a systematic and comprehensive framework for quality requirements, as part of AI quality management (AIQM). It also participates in UN and EU events and are focusing on global awareness activities.


  


  
    5. Conclusion


    NEC possesses advanced underlying technologies such as generative AI, biometric authentication, and cybersecurity measures and is working to solve social issues by combining these technologies. For this reason, NEC has also been actively working on global standardization activities. Standardization, which forms the basis of interoperable social rules, plays a key role in effectively controlling AI risks and forming global markets. For society to utilize AI safely and securely, it is essential to develop governance mechanisms and technologies.
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    Abstract


    NEC has formulated the “NEC Group AI and Human Rights Principles” to ensure that its business activities related to AI utilization respect human rights, preparing internal systems and rules as well as talent development and others for the implementation of AI governance. In addition, NEC strengthens its ability to respond to new challenges arising from AI utilization by running the Digital Trust Advisory Council, which is composed of a variety of external experts. In this paper, we will introduce NEC’s initiatives on AI governance in AI businesses, including biometric authentication.
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    1. Introduction


    In recent years, advancements in AI technology have led to the creation of new services and innovations. For example, AI is used in various fields such as call center support, dynamic pricing, optimization of search engines, high-speed trading, and more. In addition, biometric authentication is used in government agencies, airports, public facilities, and entertainment facilities for access control, identity verification, hospitality, and other purposes, becoming increasingly ubiquitous in our daily lives. The implementation of AI in society and the utilization of data, including biometric information (hereinafter referred to as “AI utilization”), have the potential to enrich people’s lives.


    However, the misuse of technology can lead to human rights issues such as the invasion of privacy as well as discrimination, posing significant inconvenience to consumers. For example, discrimination based on gender or race in loan assessments or hiring processes; unauthorized tracking of behavior, interests, or preferences without the consent of the individual; and misuse of surveillance by governments can potentially lead to the invasion of privacy and freedom. If such incidents occur, it may not only result in the termination of the service in question but also damage the reputation of the service provider and increase concerns about new technologies such as AI in general.


    Therefore, companies involved in new technologies such as AI must implement appropriate governance for their development and use. If, by promoting AI governance, these companies can contribute to preventing both reputational risks after services have been provided and opportunities losses due to excessive risk aversion and they can receive external feedback on their initiatives to improving AI governance, this will not only enhance the corporate value of individual companies but also contribute to the enjoyment of AI’s value and reduce risks for users across society.


    NEC believes that through AI utilization, NEC can provide values such as safety, security, fairness, and efficiency. Therefore, NEC implements initiatives focused on AI governance to ensure that business activities related to AI utilization respect human rights. Starting from section 2, we specifically introduce NEC’s initiatives on AI governance.


  


  
    2. Implementation Framework for AI Governance


    At NEC, in 2018, an organization called the Digital Trust Business Strategy Division (now the Digital Trust Business Strategy Department) was established to create and promote companywide strategies to incorporate the notion of respect for human rights into business operations in relation to AI utilization1). In 2019, NEC formulated the “NEC Group AI and Human Rights Principles” (hereinafter referred to as the Companywide principles)2). In addition, as part of NEC’s corporate governance, NEC has built an AI governance structure, appointed the Chief Digital Officer (CDO) as the AI Governance Officer, clarified relationships with the Risk Control and Compliance Committee and the Board of Directors. NEC has also established the Digital Trust Advisory Council, an External Expert Council, and is actively collaborating with external parties to address AI governance as part of its management agenda (Fig. 1).
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         Fig. 1 Implementation Framework for AI Governance.
        

     


  


  
    3. NEC Group AI and Human Rights Principles


    The Companywide principles were developed by the Digital Trust Business Strategy Department based on domestic and international principles as well as the company’s vision, values, and business activities. The principles were formulated in April 2019, after engaging in dialogues with various internal and external stakeholders, including relevant departments within the company such as the research and development, sustainability, risk management, marketing, business divisions, and external experts, NPOs, and consumers. The Companywide principles have been formulated to guide our employees to recognize respect for privacy and human rights as the highest priority in our business operations in relation to social implementation of AI utilization. As depicted in Fig. 2, the Principles focus on seven main points: Fairness, Privacy, Transparency, Responsibility to Explain, Proper Utilization, AI and Talent Development, and Dialogue with Multiple Stakeholders.
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         Fig. 2 NEC Group AI and Human Rights Principles.
        

     


  


  
    4. Initiatives toward AI Governance Implementation


    To implement the Companywide principles, the Digital Trust Business Strategy Department takes the lead in preparing internal systems and conducting employee training among others. Next, we introduce initiatives to identify and address risks through the risk mitigation process, improve employee literacy through talent development, and incorporate diverse opinions from external and internal entities through stakeholder engagement (Fig. 3).
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         Fig. 3 Overview of AI governance.
        

     


    4.1 Risk mitigation process


    We have established a framework for conducting risk checks and for carrying out measures for AI utilization at each phase starting with the planning and proposal phase. We did this by preparing companywide rules that specify the governance structure and fundamental items to be complied with, guidelines and manuals that specify response items and operation flows, and risk check sheets (Fig. 4). In conducting risk checks and carrying out measures, the Digital Trust Business Strategy Department and related departments collaborate to confirm and implement measures to ensure that the initiatives comply with laws and regulations and respect human rights. Furthermore, we use NEC’s expertise and knowledge to provide design samples and support the publication of usage goals, aiming to enable customers and partners to appropriately utilize AI.
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         Fig. 4 Risk Mitigation Process.
        

     


    4.2 Talent development


    Based on the Companywide principles, we set goals and provide training for officers and employees of NEC as well as its domestic and overseas affiliated companies in accordance with their positions to ensure that they can take appropriate actions to respect human rights in business activities (Fig. 5). Web-based training for all employees covers topics such as AI technology and the importance of AI ethics, trends in relevant laws and regulations, considerations for human rights and privacy related to AI utilization, the Companywide principles, and operations.In addition, external experts are invited as lecturers, and lectures including discussions on the latest market trends and case studies are given for AI business stakeholders and management to promote understanding.
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         Fig. 5 Talent Development.
        

     


    4.3 Stakeholder engagement


    To respond to social trends, such as laws, regulations, and social acceptance, we collaborate with a variety of stakeholders. The Digital Trust Advisory Council includes external experts with specialized knowledge regarding legal systems, human rights and privacy, and ethics, including lawyers, legal scholars, stakeholders of NPOs in the fields of sustainability, human rights, etc., and consumer group representatives and acts as an advisory body to the AI governance officer. Through this council, we incorporate diverse opinions from external experts so that we can strengthen our ability to address new challenges associated with AI utilization. In July 2023, we convened a meeting with the theme of generative AI to solicit opinions on what NEC, in the roles of both a user and a platform provider of generative AI, should do and how NEC can contribute to the social implementation of generative AI. The opinions obtained will be reflected in future initiatives.


    Furthermore, we are actively collaborating with various stakeholders in Japan and abroad in industry, government agencies, international organizations, and academia, with a view to building a framework for an AI society.


  


  
    5. Agile Operation


    These AI governance initiatives are implemented in accordance with domestic and international laws and guidelines. Also, following the concept of agile governance outlined in the “Governance Guidelines for Implementation of AI Principles,” published by Japan’s Ministry of Economy, Trade and Industry in July 2021, we flexibly adapt to changes in the social environment and accordingly review internal rules and operation. In 2023, we established a policy to actively utilize generative AI (large language models: LLM) in internal operations, research and development, and business activities. We promote proactive and responsible utilization through measures such as the development of guidelines and rules in accordance with the Companywide principles and related internal rules, the proper use through continuous analysis and evaluation of changes in social conditions, the implementation of internal training to improve employee literacy, and the establishment of internal dedicated help desk by experts.


  


  
    6. Conclusion


    NEC will continue to work on the provision and utilization of AI with priority given to respecting human rights in alignment with NEC’s Purpose of creating the social values of safety, security, fairness and efficiency to promote a more sustainable world where everyone has the chance to reach their full potential.
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    Abstract


    As AI has become more widely used in recent years, AI governance to ensure proper use of AI has been drawing attention. Some regulations related to AI governance require appropriate risk management by people. Therefore, developing human resources who can be responsible for the risk management of AI services is expected to become an important issue. Since 2021, NEC has been conducting joint research with the University of Tokyo on how to develop AI-specialized human resources for AI risk management using the RCModel, a tool developed by the University of Tokyo. This paper will provide an overview of the human resource development program implemented in the joint research as well as the results and the achievements thereof and present the future prospects of the program.
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    1. Introduction


    AI governance has attracted attention in recent years. Over the past 10 years, the use of AI has spread explosively in society and as a result, inappropriate use of AI and discriminative determination by AI from unnoticed bias have become problems. To counter such risks posed by the use of AI, policies and guidelines for the development and use of AI have been developed at various levels, from companies to governments. Currently, in addition to the development of those policies and guidelines, attention is now focused on how governance should be to ensure their implementation.


    In particular, the development of human resources responsible for risk management is expected to become an important issue in AI governance. EU AI regulations—a hot topic lately—require AI that is considered to be high risk to be monitored by people and also require the people who monitor AI to sufficiently understand the limitations and possible risks of AI. However, AI-specialized human resource for risk management has not been sufficiently considered, even in the Digital Skill Standard1) published by the Information-technology Promotion Agency (IPA) and the Ministry of Economy, Trade and Industry in Japan.


    Considering this situation, NEC has been working together with the University of Tokyo on joint research to develop AI-specialized human resources responsible for risk management since 2021. Specifically, it has considered human resource development programs in collaboration with the NEC Academy for AI, a one-stop service for DX human resource development, using the Risk Chain Model (RCModel) developed by the University of Tokyo.


    Next, this paper provides an overview of the RCModel followed by information about the NEC Academy for AI. Then, an overview of the human resource development program conducted as a trial and the results thereof are described, ending with a description of the future outlook for the program.


  


  
    2. RCModel: an AI Risk Management Support Tool


    The RCModel, which is being developed by the University of Tokyo2), is a tool to identify the risks of AI services that are planned, developed, and operated by service providers themselves, to consider how to minimize those risks, and to explain this to third parties.


    The RCModel organizes risk scenarios and responses (controls) for specific AI service cases from an overview of the AI (such as the values of service and objectives to be achieved and system configurations), thereby summarizing where the achievement of the values and objectives is hindered. The values and objectives here refer to the reasons for introducing AI, such as improving productivity, preventing accidents, and improving customer satisfaction. The risk scenarios refer to cases where the values and the purpose for which AI was introduced might be hindered, such as when the accuracy of AI is degraded or when the AI’s behavior differs depending on the person. It should be noted that there are a wide variety of possible risk scenarios to consider, and there is no single correct way to respond to them.


    The RCModel has a hierarchical structure (AI model, AI system, service provider, and user) based on 38 structural elements (predicted performance, data quality, fairness, user’s responsibility, etc.) that summarize particulars that should generally be considered for AI. When considering responses to different risk scenarios, the RCModel is used to review the specific tasks involved and their sequence, highlight the components relevant to each task, and visually link these highlighted components, creating a chain-like structure.


    For example, in the example shown in Fig. 1, the relevant items are chained in the following order: Data Balance (data distribution) [image: yaji.jpg] Generalization (judgment that is less biased towards specific cases) [image: yaji.jpg] Traceability (characteristics that allow for post factum verification of the AI service) [image: yaji.jpg] Fairness (fairness throughout the service) [image: yaji.jpg] Transparency (disclosure of necessary information related to the AI service) [image: yaji.jpg] Consensus (alignment of understanding with users) [image: yaji.jpg] Expectation (understanding of the expected accuracy of the AI service) [image: yaji.jpg] Controllability (control on the part of the user) [image: yaji.jpg] Self Defense (user’s own protection). Although we will not detail those items in this paper, the connections of the risk chain show that responses to a certain risk scenario are to be carried out in cooperation with the organizations and personnel involved in the layers of the hierarchy that include the individual items. This example shows that responses to the risks span multiple organizations and stakeholders.


    
      [image: 230222_01.jpg]

      
        Fig. 1 Example of use of RCModel.
      

    


    In this way, the RCModel has the distinction of being equipped even with a framework specifically for describing risk responses. It also works well with other frameworks used to consider the risks of AI services, such as the Digital Ethics Compass3), so NEC is taking note of the RCModel.


  


  
    3. NEC Academy for AI


    Against the backdrop of the development of digital human resources being required across Japan, NEC provides human resource development programs at its NEC Academy for DX. In particular, NEC launched the NEC Academy for AI in 2019 as a program aiming to develop human resources who specialize in AI and data-related areas.


    The NEC Academy for AI provides a variety of programs with different content and durations, but its longest-term program is the one-year program that serves as an entrance course where students acquire knowledge and practical experience through training, simulated exercises, and practice (on-the-job training (OJT) on actual projects) with mentors. The NEC Group and user companies have students they select (academy students) to participate in the entrance course to develop them as leaders who will lead their digital transformation (DX) departments in the future.


  


  
    4. Program to Develop Human Resources Responsible for AI Risk Management


    4.1 Overview of the human resource development program


    The human resource development program at this time was held in a manner to provide four rounds of workshops (WS) to four students in the NEC Academy for AI’s entrance course in approximately three months from April to July 2022. The first round was a guidance session that provided an overview (Fig. 2).
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        Fig. 2 Overview of the human resource development program.
      

    


    The academy students were divided into two teams of two in accordance with the industry of their employer, and each team was asked to consider a hypothetical AI service as a case study in an individual assignment. The teams were asked to consider the risks of the hypothetical AI service established by each team and responses to the risks, and then they made presentations of the considered risks and responses thereto to related parties from the University of Tokyo and other team and held discussions as part of the workshop, thereby improving the assignment results.


    The reason the human resource development program was provided in the workshop format was because there were two main expectations.


    The first is the expectation that the RCModel help us notice risks from different perspectives (positions, fields of view, and points of view) and consider more appropriate responses. In recent years, it is not uncommon for AI services to be implemented and operated by multiple companies. In that case, a variety of expertise (such as detailed knowledge business and industry practices) is required for risk management of AI services. In addition, such specialized knowledge is undocumented and is tacitly known in many cases. We thought that by expressing the know-how related to the implementation and operation of AI services as explicit knowledge in the framework of the RCModel and by having both teams learn the know-how from each other through discussions in the workshops, risk management skills would improve.


    The second is the expectation that the RCModel will help us recognize a variety of stakeholders and realize the need to build consensus among them. The RCModel is used to categorize AI systems, system providers, users, and stakeholders. The connections of the risk chain emphasizes the need for these stakeholders to collaborate when responding to risks. This also shows that related stakeholders must agree on how to respond. We thought through workshop discussions we could consider what kind of stakeholders there are and how they can share roles.


    4.2 Evaluation of the human resource development program


    After finishing the workshops, we interviewed students and mentors regarding their evaluations of the human resource development program. We obtained the following comments from the students.


    Recognizing and considering risks and responses that would otherwise not be recognized or considered helps improve risk management skills.


    Table 1 summarizes comments about considering risks and responses. These comments indicate that the RCModel is a tool that helps you notice risks that you would otherwise not notice yourself and helps you consider response flows that are difficult to imagine yourself. The comments also showed that discussion with more than one person in the workshop format was expected to increase the effectiveness of the tool. As stated in section 4.1, the RCModel records both the tacit knowledge of AI service risks and the know-how on how to respond to the risks as explicit knowledge. As a result, we can see that this tool supports learning about other people’s perspectives. These comments indicate that by discussing specific cases with a variety of stakeholders, we can expect to examine risks from various perspectives and consider more appropriate responses.


    
    
      Table 1 Comments on considering risks and responses.
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    Recognizing the importance of role sharing between stakeholders and encouraging consensus building with the RCModel as a common framework


    Table 2 summarizes comments on agreements with stakeholders. These comments suggest that consideration of AI service risks and responses thereto through the use of RCModel allows the importance of role sharing between stakeholders to be recognized. In addition, the use of RCModel as a common framework is expected to encourage negotiations and consensus building with diverse stakeholders which are essential for risk management of AI services.


    
    
      Table 2 Comments on agreements with stakeholders.
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    5. Conclusion


    This paper presented a review of the human resource development program collaborated on with the NEC Academy for AI, NEC’s DX human resource development institution, using the RCModel. As stated at the beginning of this paper, the need for human resources who can manage the risks of AI services is also increasing alongside society’s growing attention to AI governance.


    The trial at this time revealed that the program in the workshop format using the RCModel allows for the learning of risks and responses that may not otherwise be recognized or considered by an individual. It also encourages consensus-building by highlighting the importance of role sharing between stakeholders. We believe that these can serve as useful methodologies for developing human resources responsible for managing AI risks.


    NEC will proactively utilize this achievement in the programs of the NEC Academy for AI.
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          	OJT

          	on-the-job training
        


        
          	PIML

          	physics-informed machine learning
        


        
          	PLMs

          	pretrained language models
        


        
          	PPO

          	proximal policy optimization
        


        
          	RAG

          	retrieval augmented generation
        


        
          	RCModel

          	Risk Chain Model
        


        
          	RL

          	reinforcement learning
        


        
          	RLHF

          	Reinforcement learning from human feedback
        


        
          	SC42

          	subcommittee 42
        


        
          	SeITDA

          	Self-Taught Data Augmentation
        


        
          	SI

          	systems integrator
        


        
          	SSDs

          	solid-state drives
        


        
          	UI

          	user interface
        


        
          	VL

          	vision-language
        


        
          	VoE

          	Voice of Employee
        


        
          	WG

          	working groups
        


        
          	WS

          	workshops
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  2023 C&C Prize Ceremony


  
    On November 29, 2023, the 2023 C&C Prize Ceremony was held at the ANA InterContinental Tokyo (Minato-ku, Tokyo). 78 people attended the ceremony venue (Photo 1), and 33 people watched online.


    
      [image: 230223_01.jpg]

      
        Photo 1 C&C Prize Ceremony.
      

    


    The ceremony began at 3 pm with an opening address by President Niino. In his remarks, he introduced the foundation’s key activities and reported that the C&C Prize was celebrating its 39th year since their inception in 1985, having produced 77 groups and 122 recipients, some of whom went on to win Nobel Prizes. Next, the selection process and the two award-winning groups were announced by Dr. Hideyuki Tokuda, Chair of the Award Committee. Recipient Group A was awarded for “For Contributions to the Field of Quantum Information Technology, inclu　ding the Development of Superconducting Qubits and Quantum Computers”. Dr. Yasunobu Nakamura, Director of RIKEN Center for Quantum Computing and Professor at Department of Applied Physics, Graduate School of Engineering, The University of Tokyo, and Professor Tsai Jaw-Shen, Professor at Tokyo University of Science and Team Leader at RIKEN Computer Research Center were recognized. Recipient Group B was awarded for “For Major Contributions to the Development of the Python Programming Language and its Use as Open-source Software”. Microsoft Distinguished Engineer Guido van Rossum was recognized. The achievements of each recipient were then introduced. Next, the C&C Prizes were presented to the recipients: certificates, plaques, and prize money were handed out by President Niino (Photo 2).


    
      [image: 230223_02.jpg]

      
        Photo 2 C&C Prize recipients commemorative photo: Dr. and Mrs. Nakamura, Prof. and Mrs. Tsai, Group A recipient; President Niino; Mr. and Mrs. Van Rossum, Group B recipient (from left).
      

    


    Guests then offered their congratulatory remarks. Hidetaka Nishimura, Deputy Director-General, Commerce and Information Policy Bureau, Ministry of Economy, Trade and Industry, praised the recipients’ achievements, and noted that their quantum information technology and programming language breakthroughs are essential for the realization of a digital society. He also expressed the Ministry’s commitment to ensuring these efforts lead to the development of various industries and improvements in people’s lives. In his congratulatory remarks, Dr. Hiroyuki Morikawa, President of the Institute of Electronics, Information and Communication Engineers, shared his thoughts and memories about the recipients’ accomplishments, such as the rise of quantum computing and the rapid spread of Python.


    During the commemorative speech, the three recipients delivered speeches. Dr. Nakamura spoke about his research on superconducting quantum bits and quantum computers. Professor Tsai spoke about his research background. Guido van Rossum then gave a speech, presenting on the history of Python, its popularity, and formation of the Python community.


    Afterward, a cocktail party was held, where attendees offered congratulations and conversed in a friendly atmosphere. In the ceremony hall, the dilution refrigerator was displayed, which Dr. Nakamura and Professor Tsai used in their superconducting quantum bit development, which attracted attendees’ interest.


    The dinner party was attended by the recipients and guests. President Niino’s opening address was followed by a speech and toast from Hitoshi Matsubara, Vice President of the Information Processing Society of Japan. Dinner was served and enjoyed while conversing. At the end of the banquet, introductions, congratulatory messages, and thanks from the recipients took place. The dinner party ended at 7:45 pm in a relaxed atmosphere.


  


 

    
      The details about this paper can be seen at the following.
    


    Related URL:


    
      For more information about the recipients of the C&C Prizes please visit The NEC C&C Foundation website.
    


    
      https://www.candc.or.jp/en/2023/ceremony.html
    

  


  



  
    About The NEC C&C Foundation


    The Foundation is a non-profit organization established in March 1985 to foster further growth in the electronics industry by encouraging and supporting research and development activities and pioneering work related to the integration of computers and communications technologies, that is, C&C, and ultimately to contribute to the world economy and the enrichment of human life. The Foundation is funded by NEC Corporation.


    The Foundation currently has two main activities. It presents the annual C&C Prizes to recognize outstanding contributions to R&D activities and pioneering work in the area of C&C. Candidates are recommended from all over the world. Each prize winner receives a certificate, a plaque, and a cash award (ten million yen per group). As of 2023, 125 prominent persons had received the prize.


    The Foundation also gives the following two grants: (1) grant to enable researchers in Japan to attend international conferences overseas to make presentations in the field of C&C and (2) grant to researchers in a doctorial course at a graduate school in Japan.
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We measured by Jaccard similarity with the corresponding ground truth cluster.

Each algorithm produced 490 clusters.
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We used OpenAl’s gpt-3.5-turbo-0301 API in June 2023.
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