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1.	 Introduction

In many industrial plants today — such as chemical 
plants and power plants — operations are almost fully 
automated. Nevertheless, the need for manual interven-
tion remains — for instance, when the plant is started 
up, when something breaks down, when specifications 
are changed, when the plant is shut down, or when any 
other irregular situation occurs. Due to the complexities 
and magnitude of the potential consequences, which, in 
some cases, can impact surrounding communities and 
social infrastructure, these operations often depend on 
skilled and experienced operators. With the availability 
of such personnel expected to decline in coming years 
as older workers retire without being replaced, indus-
tries are increasingly looking to AI to provide support for 
those operations.

2.	 Issues Impacting the Application of AI

Research and development into reinforcement learning 
has been moving forward rapidly in recent years with a 
view to using it to teach AI operating procedures. Rein-

forcement learning enables the AI agent to learn the op-
timal operation in order to maximize the reward function 
that indicates the optimal operating condition by collect-
ing data as the AI interacts with a simulated environment. 
While effective in a limited environment, applying this 
method in a large-scale plant means that you need to take 
into account the fact that there are many control points in 
the plant, and that each of them has to be given contin-
uous values as control variables. Because this makes the 
scope of the search necessary to gather learning data so 
enormous, actually completing the learning in a reason-
able time frame is nearly impossible. Another drawback 
of conventional reinforcement learning is that it doesn’t 
tell you why it has decided to perform an operation. This 
kind of black-box AI does not satisfy the critical need for 
accountability in the management of facilities — such as 
chemical plants or power — where an error could poten-
tially lead to catastrophic consequences for surrounding 
communities, further hindering the deployment of AI. 

3.	 Logical Thinking AI

To solve the dual problem of slow learning and unac-
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countability, NEC developed a logical thinking AI that 
integrates logic and data to quickly learn appropriate 
procedures and provide the reasoning behind its solu-
tions. Fig. 1 illustrates an overview of logical thinking 
AI. Logical thinking AI derives operating procedures in 
two layers. First, to narrow down candidates for operat-
ing procedures, it uses logical reasoning based on infor-
mation about the plant’s designs and piping configura-
tion, as well as any other available knowledge sources 
such as operating manuals. Next, using reinforcement 
learning and a plant simulator, it tests the selected pro-
cedures and determines details of how the operation 
will proceed. Using logical reasoning makes it possible 
to limit the scope of the search, enabling the AI to learn 
optimal procedures in a reasonable time frame. Because 
logical reasoning itself is guided by information that can 
be understood by human operators such as manuals 
and design information, it can present a clear rationale 
for its recommendations, enabling human operators to 
understand and execute the suggested operation proce-
dure. We will discuss the component technologies of the 
logical thinking AI in more detail below.

3.1 Logical reasoning

Logical reasoning technology compares observed facts 
with learned knowledge to infer the most valid hypoth-
esis as an explanation. Fig. 2 shows an example of the 
reasoning that leads to a hypothesis. In this example, 
the line of reasoning is as follows: When you see that 
the grass in your front yard is wet on a sunny morning, 
your first thought might be that the sprinkler was on 
very early in the morning and watered the lawn. Howev-
er, when you look around, you see that your neighbors’ 
lawns are also wet. Thus, the logical conclusion is that 
it rained overnight, rather than that the sprinkler oper-
ated early in the morning. In this way, logical reasoning 
can deduce plausible results from given facts — in other 

words, it lets you infer an interpretation. You can also 
put it this way: The machine is doing the same thing ex-
perienced people do when they draw on their knowledge 
to quickly infer what is currently happening.

The same type of reasoning can be applied to the op-
eration of an industrial plant (Fig, 3). Narrowing down 
suitable operating procedures means the attainment 
of goal conditions where the temperature and pressure 
are set at the rated values from the currently observed 
conditions. Some manuals define these as a series of 
procedures. Depending on the conditions, however, a 
solution is not possible unless multiple procedures are 
combined. Logical reasoning retains many pairs of oper-
ations and conditional variations as knowledges (circled 
in a dotted line). For example, the AI knows that when 
pressure valve A is opened, pressure B drops as shown 
in the chart. By connecting those pairs, it searches for a 
combination that can reach the goal conditions.

Fig. 1  Logical thinking AI’s approach to learning.

Fig. 2  Simple example of logical reasoning.

Fig. 3  Logical reasoning in plant operation.
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In this way, logical reasoning examines plant actions 
on a qualitative basis to infer operating procedures. 
However, on its own this is insufficient to determine the 
extent of operation required. For example, even though 
the AI knows that the pressure valve should be opened, 
it does not know how much it should be opened and for 
how long. With logical thinking AI, qualitative operations 
can be determined by combining deductive reasoning 
with reinforcement learning.

3.2 Reinforcement learning

Reinforcement learning is a machine learning method 
that learns functions that determine what actions should 
be taken (policy functions). A software agent runs in 
a simulated environment and observes present states 
(Fig. 4). The agent acts on the environment, accumu-
lating experience and learning through trial and error. 
It learns policy functions to maximize the accumulated 
value of rewards obtained as the result of an action. By 
using a simulator for the environment, the AI can learn 
optimal operations under a variety of difficult states 
that are difficult to try in actual plants. Since optimal 
actions are learned by trial and error in reinforcement 
learning, the scope of the search expands explosively as 
the dimensions of actions (numbers of operation points) 
increase, greatly extending the learning time required 
until high rewards are obtained. The logical thinking AI 
uses logical reasoning to narrow down the search to lim-
ited set of actions that can be taken. As a result, learn-
ing is now possible in a reasonable time frame.

4.	 Validation with a Chemical Plant Simulator

In order to verify the effectiveness of the logical think-
ing AI, we conducted a validation test using a chemical 
plant simulator for benchmarking1).

4.1 Plant simulator

The plant simulator we used is a vinyl acetate mono-
mer (VAM) manufacturing plant simulator. This simula-
tor is a benchmark simulator intended for optimization 
of operations in a chemical plant. It is built and distrib-

uted by the Process System Engineering 143 Commit-
tee2)3). In the simulated plant, a synthetic reaction that 
generates VAM and water is performed with the input of 
ethylene gas, acetic acid, and oxygen to separate VAM. 
The plant has 107 sensors, 45 proportional integral de-
rivative (PID) controllers, and 31 valves. The simulator 
reproduces all plant operations, including mixing raw 
materials, reaction, separation, and recycling (Fig. 5).

4.2 Validation tasks

To train the agent, the simulator artificially generates 
disruptions and failures. In the validation test we con-
ducted, we generated a disruption — fluctuations in the 
supply pressure of ethylene gas — to verify whether or 
not the simulator would be able to derive an appropriate 
response. When the supply pressure of ethylene fluctu-
ates, the pressure of the vaporizer that mixes the raw 
materials also fluctuates, making it impossible to attain 
appropriate reaction conditions. As a result, the product 
specifications (VAM) cannot be met, hence creating pro-
duction loss. Therefore, it is necessary to avoid produc-
tion loss by restoring the rated value of the vaporizer’s 
pressure as soon as possible.

When we had the simulator try to learn the appropri-
ate countermeasure using proximal policy optimization 
(PPO)4) — a popular reinforcement learning method, the 
simulator could not complete the learning because there 
were 31 valves to be operated, which necessitated an 
enormous number of trial-and-error simulations.

4.3 Deriving a countermeasure using logical thinking AI

Using logical reasoning, the logical thinking AI first 
identifies the valve to be operated drawing on the in-
formation provided in the operating manual and piping 
diagram included with the simulator. Using logical rea-
soning, the AI in this case was able to identify the fact 

Fig. 4  Basic framework of reinforcement learning.

Fig. 5  Plant model used in the validation test.
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that the pressure of the vaporizer could be adjusted by 
operating the valve between the ethylene supply section 
and vaporizer.

Using reinforcement learning, the AI next derived 
proper operation of the valve. Simulations were used in 
which the reinforcement learning agents and ethylene 
pressures were changed in various ways. Since identi-
fication of the single valve that needed to be adjusted 
was done using logical reasoning, training was complet-
ed with fewer searches (number of simulations). In this 
case, the AI was able to learn the optimal operation us-
ing the PPO method in a few hours.

Upon evaluation, the optimal action (valve operation 
value) could be derived by giving the current sensor 
information to the reinforcement learning agent as an 
available state (Fig. 6).

Fig. 7 shows the change in the vaporizer’s pressure 
when the derived operation was executed in the target 
plant. It is clear from this graph that the vaporizer’s 
pressure promptly returns to the rated value as soon as 
the countermeasure recommended by the logical think-
ing AI was executed. When letting the PID controller 
operate without human operation, the pressure changed 

as shown in the broken-line graph. Although the rated 
value is ultimately restored, it takes too long, leading to 
production loss during that time.

5.	 Conclusion

Combining logical reasoning with reinforcement 
learning, NEC’s leading-edge logical thinking AI has the 
potential to revolutionize industrial plant operation, pro-
viding expert-level decision-making capabilities to auto-
mated operation support. By applying logical reasoning 
to a given problem drawing on the plant’s operating 
manual and piping information stored in its knowledge 
base, the logical thinking AI can learn the optimal op-
eration much faster than when reinforcement learning 
alone is used. Verification tests conducted using a chem-
ical plant simulator have demonstrated the effectiveness 
of this technology and we are now planning to run val-
idation tests in actual plants, while moving ahead with 
research and development aimed at facilitating practical 
deployment of this technology.

Fig. 6  Operation sequence derived from the AI.

Fig. 7  Comparison of vaporizer pressure restoration time.
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