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1.	 Introduction

Biometric authentications such as for facial recognition 
are increasing opportunities for usage diversity, from the 
unlocking of smart devices to immigration control proce-
dures. NEC has also implemented various types of intro-
ductions at airports and in retail industries, as described 
in this special issue. However, as some case studies show 
their issues by employing biometric authentication, it is 
important to give great consideration to human rights, 
privacy, etc. when the technology is applied to our society.

In this paper, section 2 reports on the legal regulations 
that govern biometric information in Japan, the EU and 
the USA, section 3 introduces the human rights and pri-
vacy cases that have posed issues in the past. Section 
4 describes efforts being made regarding human rights 
and privacy considerations and the final section provides 
a short conclusion to the paper.

2.	 Outline of Legal Regulations on Biometric Information

The regulations guidelines related to the biometric 
businesses cover a wide range of domains when the 

guidelines for each business type are discussed, there-
fore, this paper gives only the outlines of legal regula-
tions related to biometric information in Japan, the EU 
and the USA (Table). For recent trends, it is required 
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Table Definitions of biometric information in different 
countries (Outline).

Biometric information definitions (Outlines) 

Codes obtained by converting the features of some part of the Japan

human body for use by computers 

-> DNA, face, iris, voiceprint, appearance of walking, venous 

EU Personal data resulting from specific technical processing relating

that natural person

USA • No federal law giving the definition

• Only three state laws (Illinois, Texas, and Washington)

give the definitions.

· Retina/iris scan, fingerprint, voiceprint, or record of hand 

or face geometry 

(Texas Business and Commerce Code § 503.001) 

characteristics of hands or fingers, finger or palm prints 

to the physical, physiological or behavioral characteristics of a

natural person, which allow or confirm the unique identification of 

(Examples) Facial images, dactyloscopy data, etc. 

* A Separate definition is given for the genetic data. 
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to clarify the biometric information subject to the legal 
regulations and to provide robust management and op-
erational procedures1).

2.1 Japan

The Japanese Act on the Protection of Personal Infor-
mation, as updated and enforced in 2017 makes it clear 
that the individual identification code that belong to such 
personal information are those such as: DNA, face fea-
ture quantities, the iris, voiceprints, physical appearance 
when walking and intravenous shape of hands or fingers, 
as well as for finger or palm prints. Consequently, when 
one wants to obtain face feature quantitative data using 
a camera, it is mandatory to announce the purpose of its 
use publicly or to notify the subject. Moreover, should any 
breaches of the face feature quantitative data occur, the 
Personal Information Protection Commission and relevant 
authorities should be provided with details of the breach.

2.2 EU

The EU General Data Protection Regulation (GDPR) 
that became enforceable at the beginning of May 2018 
gives a definition of the biometric data, makes it clear 
that it is the subject of regulation and also requests a 
data protection impact assessment of biometric data 
handling. If a breach of biometric data occurs a com-
petent supervisory authority shall be provided with de-
tails of the breach within 72 hours after having become 
aware of it. Infringement of this regulation shall be 

subject to administrative fines up to €10 million or, in 
the case of an undertaking, up to 2% of total worldwide 
annual turnover, whichever is higher.

2.3 USA

There is no federal law giving direct definition of bio-
metric information and only three states (Illinois, Texas 
and Washington) offer a direct definition of biometric in-
formation and regulate it under their state laws. On the 
other hand, for the facial recognition, federal institutions 
announce a large number of best practices and guide-
lines backed by the progress and dissemination of the 
technology2). Considering the presence of such a large 
number of biometric businesses in the USA, it is regard-
ed that their independent efforts may be expected.

3.	 Human Rights and Privacy Issues

Even if a biometric business is run by observing legal 
regulations, there may be cases in which human rights, 
including privacy rights become issues. This is because 
human rights are not simply as prescribed in national 
constitutions but are defined as “the rights naturally 
possessed by humans based only on the fact that they 
are humans”3) and that the concept varies depending on 
age, country and region.

Particularly, as the information obtained with sensor 
devices including cameras and microphones does not 
need contact for acquisition and its acquisition is easily 
achieved it may often become a source of issues from 

Fig. 1 Outline of the demonstration experiment.

Source: Survey Report by the Study Committee for Large-Scale
Demonstration Experiment Using Image Sensors  (2014)4)

Osaka Station City NICT
(1) Acquisition of video in a facility 

using image sensors Image sensor x approx. 90 units

Image sensorsImage sensors

Gateway devices

(2) Clipping of analyzed area from acquired image

(3) Image analysis (*1)

Acquired image Analyzed area clipping 
(Example)

(4) Erasure of acquired image

Gateway device x approx. 50 units

JGN-X 2

Disposal immediately after 
image analysis

the NICT.

Facility manager

(5) Saving of image analysis data

(6) Development of human 
flow statistics information

Storage devices

Analysis data is 
disposed of 
immediately after 
statistic processing.

Development of human flow 
statistics information
(Example: Number of persons 
passing through the 3F connecting 
bridge passageway “2,000 persons 
from the south to the north, 1,000 
in the opposite direction”)

(7) Provision of human 
flow statistics information
Only the anonymized statistic 
information that is regarded 
not to belong to personal 
information is provided.

Verification of validity of human flow 
statistic information.

LocationTime
Feature 

quantitative data

10:00 Place1

10:03

10:02

10:01 Place2

Place3

Place2

Data 1

Data 2

Data 2

Data 1
Facility passageway Facility square

*1: When the face analysis technology is used, for example, the area subjected 
to the analysis is less than a few percent of the clipped area and the image 
is processed in a way such that the original image cannot be restored.

*2: The JGN-X is the network test bed environment operated and managed by 
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Fig. 2 Outline of a demonstration experiment.

the viewpoint of human rights. The rest of this section 
deals with cases of problems associated with cameras.

3.1 Lack of privacy considerations in the planned experiment 

for people-flow analysis in the Station Building (Japan)

In 2014, the National Institute of Information and Com-
munications Technology (NICT) planned a demonstration 
experiment to identify human flow and its retention by in-
stalling 92 cameras in the Osaka Station City area and by 
shooting passersby in order to verify the usability of the 
information as a part of the safety measures applied after 
a disaster (Fig. 1). This plan was however postponed due 
to the insecurity related issues to privacy violations ex-
pressed by citizens and influential individuals.

Subsequently, a third-party panel was organized by 
external influential individuals and a proposal was made 
to the NICT, which is the implementing body. The pro-
posal pointed out that the demonstration experiment 
itself cannot be regarded as illegal but that the account-
ability is inadequate in terms of the measures available 
for obtaining consent on the significance of the demon-
stration and on reducing the anxiety of citizens4).

3.2 Criticism of the use of facial recognition systems by police 

(USA)

In the USA, two dozen of the civil rights organizations 
have requested discontinuation of sale of the facial rec-
ognition system (Amazon Rekognition) that Amazon.
com, Inc. supplied to the police (e.g. Orland in Florida), 
claiming that it is designed to facilitate abuse by gov-
ernments. This request points out that facial recognition 
software poses important threats (such as mistaken ar-
rests) to minorities, which include colored persons and 
immigrants, because its false recognition rate is higher 
for colored persons than for white persons.

4.	 Human Rights and Privacy Measures

Then, what kind of approach should a company take 
against matters related to human rights and privacy 
issues? Among the various approaches that may be pos-
sible, the following section examines specific cases from 
the viewpoints of the considerations, transparencies of 
products and services.

4.1 Products and services with human rights and privacy 

considerations

The considerations inherent in products and services 
first come to mind. These consist of considering the hu-

man rights and privacy issues by examining the function 
of each product/service and the means and end of its 
implementation.

For instance, when human flow and congestion in a 
busy district are analyzed in order to examine the mea-
sures to be taken in urban development, it is not neces-
sary to identify each and every passerby. In such a case, 
the process of avoiding personal identifications may be 
applicable, by pixelizing or defocusing the faces of those 
passersby captured by the cameras or by replacing ac-
tual persons with human-shaped likenesses. However, 
the pixelization and defocusing could sometimes allow 
certain identifications, for example of a couple such as a 
parent and child or a person in a wheelchair, from its sil-
houette shape. From this viewpoint, the replacement by 
human-shaped likenesses is applied without exception 
to the passersby, so that identifications from the silhou-
ette shapes becomes impossible. For instance, in the 
case of the purpose for the visualization of congestion in 
a certain space, the likeness replacement process may 
be regarded as giving a higher privacy consideration.

Another possible analysis method is to generate the 
passerby attribute information that cannot lead to their 
identifications (age groups, gender, etc.) from the cam-
era image and to destroy the original image enabling 
personal identifications immediately after the genera-
tion. This method enables analysis based on the esti-
mated information such as age groups and genders of 
passersby, so that it may be used when the purpose is 
to analyze the activation of a busy district (Fig. 2)5).

4.2 Transparency

It is additionally important to declare sincere explana-
tions of the purpose of the project and the processing of 
the acquired personal data, from the viewpoints of actu-
al citizens.

Aiming at a system that can predict hazardous con-
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gestions that may induce accidents/crimes and present 
a congestion-preventing guidance plan in real time, NEC 
conducted a demonstration experiment of a technology 
for real-time, accurate estimation/prediction of the con-
gestion degree and the flow of a large crowd of people. 
This was done by installing cameras on public roadways 
between a large stadium and the nearest station in 2016 
(Fig. 3).

To prepare the demonstration experiment, NEC first 
posted notices explicitly specifying the purpose of the 
experiment and inquiry contact information near to the 
camera installation locations. However, even if detailed 
explanation is given on these notices, a passerby may 
have difficulty in understanding it. Therefore, NEC de-
cided to explain the details via a webpage and by giving 
its URL and QR code on the notices. NEC also visited 
the relevant local government administrators, local as-
sembly members and residents associations in order to 
give direct explanations in advance. Other additional 
measures taken included publication of the process of 
disposal of the data acquired from the cameras via a 
webpage.

Although this experiment resembled the case in sec-
tion 3.1 in that it aimed at human flow analysis using 
cameras, it was able to obtain assent from many per-
sons concerned, perhaps because of the applied privacy 
measures as described above.

4.3 Brief summary

The present section describes cases of human rights 
and privacy considerations, but it cannot be affirmed 
that these issues can be avoided by uniformly applying 
the measures introduced above. This is because the 
ways of thinking vary depending on age, country and 
region as mentioned before. What is most important for 
the company is to think sincerely about considering the 
human rights and privacy of citizens by taking a case-
by-case approach to each project.

Fig. 3 Demonstration experiment for a large-scale event.

Fig. 4 Seven fundamental principles of privacy by design.

Fig. 5 “Materiality”, the priority management themes 
from an ESG perspective.

▌
situation estimation/prediction

at crossroads based on the results obtained.

▌Outline of demonstration experiment

• Area: Between the stadium and nearest station

then complete erasure of data.

Camera locations

Work on the day

Purpose of demonstration experiment: Verification of the possibility of a congestion 

Visualization of human flow and verification of congestion prediction accuracy on 
a public roadway where congestion is expected, plus verification of the validity of 
a crossroads guidance plan (signal control, traffic control and attention reminding) 

• Test period: Before/after a sport event. * About 30,000 spectators.

• Method: Installation of 4 cameras, recording and post-recording analysis.
• Analysis period: 3 weeks of work including human flow extraction, and 

The efforts described in the present section can be re-
garded as the practice of the Privacy by Design (PbD)6). 
The PbD was proposed in the mid 1990’s by Dr. Ann Ca-
voukian, who was a privacy commissioner in the state of 
Ontario, Canada. It is today the approach accepted as a 
world standard of privacy protection and it is referred to 
in the policy studies of many countries (Fig. 4).

Today, as discussed in section 3.2, the advancement 
of AI (Artificial Intelligence) and of the biometrics tech-
nology poses worldwide issues, which are not limited to 
privacy but also include bias/discrimination and mass 
surveillance by governments, particularly with the rela-
tionship of the applications of facial recognition systems.

To deal with such problems, NEC has installed the Dig-
ital Trust Business Strategy Division in order to expand 
the idea of PbD over the entire human rights sector 
based on Human Rights by Design (HRbD). This is a con-
cept that incorporates the notion of respect for human 
rights, such as fairness and privacy into each process of 
the value chain. As part of this approach, NEC establish-
es a company-wide policy this April based on HRbD and 
proceeds to joint research with Keio University Global 
Research Institute, aiming at listing the checkpoints to 
be considered by business operators from the viewpoint 
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of HRbD. NEC also identified “privacy policies and mea-
sures aligned with social expectations”, which is one of 
the “Materiality”, priority management themes from an 
environmental, social, and governance (ESG) perspec-
tives. It also declared that it would make whole-group 
scale efforts towards this end (Fig. 5).

5.	 Conclusion

In the above, the paper discusses the human rights 
and privacy measures of biometric businesses by partic-
ularly focusing on cases in which cameras are used.

The advancement of AI and biometric technologies is 
expected to make the idea of respect for human rights 
such as privacy and fairness more important than ever 
in the future7).

By applying its acquired knowledge as a leading tech-
nology company NEC will address these issues head-on 
to help create a better society and sustainable growth of 
the company.

* QR code is a registered trademark of DENSO WAVE INCORPO-

RATED.

*	All other company names and product names that appear in 

this paper are trademarks or registered trademarks of their 

respective companies.

Commitment to Biometrics NEC Is Promoting

Privacy Measures of Biometrics Businesses

NEC Technical Journal／Vol.13 No.2／Special Issue on Social Value Creation Using Biometrics 27



Thank you for reading the paper.
If you are interested in the NEC Technical Journal, you can also read other papers on our website.

Link to NEC Technical Journal website

Vol.13 No.2  Social Value Creation Using Biometrics

Remarks for Special Issue on Social Value Creation Using Biometrics
Committed to Supporting Social Values via Biometrics

Papers for Special Issue

Commitment to Biometrics NEC Is Promoting
Bio-IDiom — NEC’s Biometric Authentication Brand
The Future Evolution and Development of Biometrics Studies
Privacy Measures of Biometrics Businesses

Services and Solutions That Leverage Biometrics
The Western Identification Network: Identification as a Service in a Federated Architecture
Use of Face Authentication Systems Associated with the “My Number Card”
Face Recognition Cloud Service “NeoFace Cloud”
NEC Enhanced Video Analytics Provides Advanced Solutions for Video Analytics
New In-Store Biometric Solutions Are Shaping the Future of Retail Services
ID Service Providing Instantaneous Availability of User’s Desired Financial Services
Biometrics-Based Approach to Improve Experience from Non-routine Lifestyle Fields
Construction Site Personnel Entrance/Exit Management Service Based on Face Recognition 
and Location Info
The Importance of Personal Identification in the Fields of Next-Generation Fabrication (Monozukuri)

Core Technologies and Advanced Technologies to Support Biometrics
How Face Recognition Technology and Person Re-identification Technology Can Help 
Make Our World Safer and More Secure
Advanced Iris Recognition Using Fusion Techniques
Advanced New Technology Uses New Feature Amount to Improve Accuracy of Latent 
Fingerprint Matching
Safety, Security, and Convenience: The Benefits of Voice Recognition Technology
Ear Acoustic Authentication Technology: Using Sound to Identify the Distinctive Shape of the Ear Canal
Automatic Classification of Behavior Patterns for High-Precision Detection of Suspicious 
Individuals in Video Images
Facial-Video-Based Drowsiness Estimation Technology for Operation on Low-End IoT Devices

NEC Information

NEWS
2018 C&C Prize Ceremony

Vol.13 No.2　
April 2019

Special Issue TOP

Information about the NEC Technical Journal

Japanese English

https://www.nec.com/en/global/techrep/journal/g18/n02/pdf/180201.pdf?fromPDF_E7102
https://www.nec.com/en/global/techrep/journal/g18/n02/pdf/180202.pdf?fromPDF_E7102
https://www.nec.com/en/global/techrep/journal/g18/n02/pdf/180203.pdf?fromPDF_E7102
https://www.nec.com/en/global/techrep/journal/g18/n02/pdf/180204.pdf?fromPDF_E7102
https://www.nec.com/en/global/techrep/journal/g18/n02/pdf/180205.pdf?fromPDF_E7102
https://www.nec.com/en/global/techrep/journal/g18/n02/pdf/180206.pdf?fromPDF_E7102
https://www.nec.com/en/global/techrep/journal/g18/n02/pdf/180207.pdf?fromPDF_E7102
https://www.nec.com/en/global/techrep/journal/g18/n02/pdf/180208.pdf?fromPDF_E7102
https://www.nec.com/en/global/techrep/journal/g18/n02/pdf/180209.pdf?fromPDF_E7102
https://www.nec.com/en/global/techrep/journal/g18/n02/pdf/180210.pdf?fromPDF_E7102
https://www.nec.com/en/global/techrep/journal/g18/n02/pdf/180211.pdf?fromPDF_E7102
https://www.nec.com/en/global/techrep/journal/g18/n02/pdf/180212.pdf?fromPDF_E7102
https://www.nec.com/en/global/techrep/journal/g18/n02/pdf/180213.pdf?fromPDF_E7102
https://www.nec.com/en/global/techrep/journal/g18/n02/pdf/180213.pdf?fromPDF_E7102
https://www.nec.com/en/global/techrep/journal/g18/n02/pdf/180214.pdf?fromPDF_E7102
https://www.nec.com/en/global/techrep/journal/g18/n02/pdf/180215.pdf?fromPDF_E7102
https://www.nec.com/en/global/techrep/journal/g18/n02/pdf/180215.pdf?fromPDF_E7102
https://www.nec.com/en/global/techrep/journal/g18/n02/pdf/180216.pdf?fromPDF_E7102
https://www.nec.com/en/global/techrep/journal/g18/n02/pdf/180217.pdf?fromPDF_E7102
https://www.nec.com/en/global/techrep/journal/g18/n02/pdf/180217.pdf?fromPDF_E7102
https://www.nec.com/en/global/techrep/journal/g18/n02/pdf/180218.pdf?fromPDF_E7102
https://www.nec.com/en/global/techrep/journal/g18/n02/pdf/180219.pdf?fromPDF_E7102
https://www.nec.com/en/global/techrep/journal/g18/n02/pdf/180220.pdf?fromPDF_E7102
https://www.nec.com/en/global/techrep/journal/g18/n02/pdf/180220.pdf?fromPDF_E7102
https://www.nec.com/en/global/techrep/journal/g18/n02/pdf/180221.pdf?fromPDF_E7102
https://www.nec.com/en/global/techrep/journal/g18/n02/pdf/180222.pdf?fromPDF_E7102
https://www.nec.com/en/global/techrep/journal/g18/n02/g1802pa.html?fromPDF_E7102
https://www.nec.com/en/global/techrep/journal/g18/n02/g1802pa.html?fromPDF_E7102
https://jpn.nec.com/techrep/journal/index.html?fromPDF_E7102
https://www.nec.com/en/global/techrep/journal/index.html?fromPDF_E7102

