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    Special Issue on Telecom Carrier Solutions for New Value Creation


    ■SDN/NFV solutions to offer new values for network systems


    Technology Systems for SDN/NFV Solutions


    SDN/NFV is a technology for improving the efficiency of operations and management by applying virtualization technology to telecommunications networks. It is expected to be adopted especially for its capability of allowing flexible actions to be taken in responding to significant increases in traffic and the diversification of service requirements of the telecom networking field. NEC has long been leading the world in tackling R&D in this field and now possesses an impressive arsenal of technologies and achievements. This paper introduces an overall description of NEC's SDN/NFV solutions for telecommunications carriers or telecom carriers, as well as of relevant technological systems.


    MANO Technology Supports Implementation of Intelligent Network Operations Management


    MANO (Management and Orchestration) is the technology of the total management/control and optimization (orchestration) of network services and resources in the Network Function Virtualization (NFV) architecture. As it is expected that NFV will be introduced in telecom networks and that such networks will be used in various industries, MANO technology must be capable of "total management and smooth migration" as well as "handling diverse services". NEC is responding to these requirements by commercializing MANO products that feature extensions of the orchestration target from NFV alone to the legacy environment. NEC is also conducting R&D for advancing optimization technologies in order to further improve the MANO technology.


    Development of User Plane Control for vEPC


    The key to achieving an effective SDN/NFV solution is the development of an efficient software-based means of handling user data transfer processing among mobile core network devices. We focus on the performance-related components of telecommunications networks such as high throughput and low latency, elucidating the technical problems involved in using standardized software to accomplish user data transfer processing - a task conventionally performed by customized, proprietary hardware. This paper describes how we have solved those problems and describes how to operate the system in a virtualized environment.


    NEC's vMVNO-GW Provides High-Value-Added Businesses for MVNOs


    The rapid growth and transformation of mobile communications infrastructure in recent years is accelerating innovation in the telecom sector. Core network devices are now expected to help reduce OPEX/CAPEX, support disaster resistance and congestion control, and have the flexibility to enable rapid innovation and deployment of new services. NEC has been a leader in the development of the two key solutions driving this transition - SDN and NFV - and has already achieved significant results. This paper introduces vMVNO-GW - a product that uses NFV technology for MVNO gateways to provide mobile virtual network operators (MVNOs) with a mobile core network.


    Virtualized IMS Solutions for Telecom Carriers


    As the telecom sector continues to evolve and innovate, efforts are underway to develop more robust, SDN/NFV-driven solutions that can help reduce OPEX/CAPEX, facilitate disaster resistance and congestion control, and accelerate the development cycle to support even more rapid innovation and deployment of new services. NEC is a leader in the development of SDN and NFV and has already achieved significant results in this area. In this paper, we will introduce the virtualized IMS (vIMS) technology we have developed to provide voice communication services as part of our line of SDN/NFV solutions. We will also review NEC's future plans in this area.


    IoT Network Implemented with NFV


    Under the rapid expansion of the IoT (Internet of Things) market that is associated with the sharp increase in IoT traffic, telecom carriers must be capable of dealing with the traffic requirements that vary between systems and of providing economic and stable networks. As a result, telecom carriers that only expect the volume of the traditional smart phone network traffic may often encounter technical difficulties and cost problems in trying to meet the demands of IoT users. At NEC we believe that IoT dedicated networking is essential to overcome these difficulties. This paper introduces the convenience, service flexibility and economy that can be brought about by the use of IoT dedicated networks. The paper goes on to describe the innovative technologies that will support implementation, such as the NFV (Network Functions Virtualization), MEC (Mobile Edge Computing) and MANO (Management and Orchestration), together with examples of their usages.


    Transport SDN Solution for Telecom Carriers


    The introduction of Software Defined Networking (SDN) that targets the facilitation and advancement of network operation control began in the data center (DC) domain. However, it is expected that in future it will be deployed in the transport domain of the telecom carriers. In addition to layer 2/3 packet communication equipment, a large assortment of diversified multilayer communication systems are used in the transport domain. These include the layer 0/1 communication equipment, such as WDM optical transmission as well as microwave radio transmission systems. The SDN that is designed to match the characteristics of these types of communication equipment is called the Transport SDN. This paper introduces the transport SDN solutions of NEC that enable: "advanced automation of operational control", "quick service provision and continuation" and the "provision of high added value for the network services based on transport control linked with the cloud services". This advance is achieved by implementing the comprehensive network operations and control job flows with software.


    NEC's Traffic Management Solution (TMS) Can Help Increase the Profits of Communication Service Providers (CSPs)


    As smartphones continue to proliferate, communication service providers (CSPs) today must deal with constantly growing volumes of communications traffic that vary both in quality and quantity, making it much more difficult to assure the performance of applications and services, while maintaining stable and reliable quality. To address this, NEC has developed Traffic Management Solution (TMS), a specially configured suite of products that optimally controls communications traffic to provide end users with dependable, high-quality smartphone usage environments. By optimizing and streamlining traffic flow to assure user satisfaction, NEC's TMS helps maximize return on investment (ROI) by enabling communication service providers to increase average revenue per user (ARPU), capital expenditure (CAPEX) and operating expenditure (OPEX), as well as making it possible to create new revenue-generating services.


    NEC's Traffic Management Solution (TMS) Component Technologies


    NEC's Traffic Management Solution (TMS) is a comprehensive package of technologies designed to overcome the significant management challenges faced by today's communication service providers (CSPs), enabling them to manage communication traffic as required to maintain maximum operational efficiency and ensure high-performance delivery of critical services. This solution consists of four products centering on TMS Media Optimizer (TMS-MO), a traffic optimization engine, deployed in the core network of CSPs. Optimization technologies include TCP optimization to improve throughput, SSL Pacing to reduce traffic, a dynamic control to maximize efficiency, and a visualization function to visualize network conditions. As Internet technology is constantly evolving, NEC will continue to stay on top of current technological trends and aggressively incorporate new technology into our management solutions for CSPs.


    ■Transport systems to cope with the rapidly increasing traffic


    OpenFlow Ethernet Fabric for Large-Scale Data Centers


    As cloud services, big data, virtualized data centers, and IoT become ever more critical to the operation of today's businesses, there is a growing need for dynamic, elastic network services capable of keeping pace with the growth of data centers. This paper introduces the OpenFlow Ethernet Fabric (OEF), an innovative network architecture used in our UNIVERGE PF Series, which offers large-scale data centers the extensibility and flexibility they need in today's rapidly evolving computing environment. OEF is a leaf-spine network fabric that boasts excellent cost performance. To get around the need to use 4,904 VLANs, the OEF uses the QinQ method. This paper examines network virtualization with OEF, as well as reviewing the issues faced by data center operators and providing a general overview of OpenFlow Spec Version 1.3 and OCP White Box, which are used in the UNIVERGE PF5340.


    Development of 10G-EPON to Better Handle Increased Traffic


    Japanese fiber-optical Internet services are built primarily around PON systems. However, as Internet traffic grows ever more complex and data-intensive, it becomes more difficult for these systems to handle the increased load. For example, the growing popularity of high-definition video streaming has massively increased traffic, as has mobile data communications caused by Wi-Fi offloading. In response to accelerating demand for higher speed and capacity over the past few years, NEC has developed a 10G-EPON system that achieves transmission speeds 10 times faster than conventional PON systems. In this paper we will first look at the basic technological underpinnings of PON and then outline the configuration and features of NEC's 10G-EPON system. Finally, we will look at standardization activities and future trends.


    High-Capacity Backbone Networks and Multilayer Integrated Transport Systems


    Exponentially increasing communications traffic and the fast-growing popularity of cloud services is putting tremendous stress on backbone networks, forcing telecom operators to boost the capacity of their networks and to introduce flexible transport systems capable of adapting to continuously changing network demands. At the same time, it has been desired as social network infrastructure that systems are reliable enough to ensure uninterrupted communications in the face of wide-area disasters. To address these needs, NEC has been developing technologies that support high-capacity, high-reliability networks. This paper discusses the various technologies developed and the latest network system based on these technologies, and also indicates future approaches.


    Development of the Digital Coherent Optical Transmission Technology


    Due to the explosive growth of the Internet traffic, the capacity demand of the optical communication has rapidly increased. NEC has developed the packet optical integrated transport system "SpectralWave DW7000" by implementing the digital coherent optical transmission technology. This paper provides an outline of this technology.


    Large-Capacity Optical Transmission Technology Supporting Optical Submarine Cable Systems


    The optical submarine cable system that connects the countries of the world via optical fibers plays an important infrastructure role in supporting international communications networks. This paper introduces the latest optical submarine cable system and outlines its major components, such as the digital coherent terminal equipment, submarine transmission line, submarine repeater and submarine branching unit. We also discuss technical trends that are aimed at future increases in capacity.


    ■Solutions to achieve highly advanced wireless transport networks


    Network Optimization Project for Telecom Carriers in Russia


    The rapid expansion of mobile communications traffic that has taken place over the past few years has also led to the need for larger network capacity in mobile backhaul. However, telecom carriers around the world face severe price competition, making it difficult to pass on increased CAPEX and OPEX costs to subscribers. This means that it has become critical for telecom carriers to meet the needs of subscribers, while increasing network capacity and enhancing efficiency - all without increasing spending. This paper discusses the measures NEC's commitment is taking to solve these problems, focusing in particular on a solution tailored for telecom carriers in Russia.


    Proposed iPASOLINK Large-Capacity Wireless Transmission System for a Saudi Arabian Mobile Telecom Carrier


    In Saudi Arabia the spread of smartphone and tablet use has led to a rapid increase in the volume of high-speed data communications by mobile users and this trend is becoming an important issue. There is now a need to extend current systems by adopting LTE/LTE-advanced systems with large-capacity data transmission capabilities. As a result it has become an urgent need for the mobile telecom carriers to build communications systems that feature high speed and large capacity in order to meet the needs of subscribers. NEC has prepared a solution that introduces the latest technological advances of the iPASOLINK series in meeting this need and to increase the functionality and capacity of the mobile backhaul system that connect the base and exchange stations. This paper introduces the large-capacity wireless transmission system that was proposed by NEC and was actually implemented by a Saudi Arabian mobile telecom carrier.


    Development of a Phase Noise Compensation Method for a Super Multi-Level Modulation System that achieves the World's Highest Frequency Usage Efficiency


    Microwave communication systems are used for mobile backhaul worldwide. With the rapid growth in traffic over the past few years, the need for an efficient way to further expand capacity in microwave bands where bandwidths are limited has become critical. The optimal solution would be to introduce a super multi-level modulation system that has high frequency usage efficiency such as 1024 QAM. Before such a system can be introduced, however, it is necessary to find a solution to the problem of phase noise. This paper takes a look at the effect of phase noise on the super multi-level modulation system and introduces the phase noise compensation technology NEC has developed to maintain stable transmission quality. Thanks to the development of this technology, NEC has improved phase noise resistance by more than 10 dB compared to conventional systems and achieved 2048 QAM, making it the world's highest multi-level modulation system.


    High-Capacity BDE Supports the Advancement of Mobile Communications


    The increase in the capacity of mobile communications is being conducted by mixing the macro cells that cover wide areas while using multiple frequency bands with the small cells that cover local cells that support heavy traffic. In order to conduct efficient communications in such an environment, it is necessary to use the C-RAN architecture that can significantly increase the number of cells and the users covered by each base station and implements carrier aggregation with a high degree of freedom. To deal with this need, NEC has developed a high-capacity BDE (Base-station Digital-processing Equipment) and has improved its functionality in several steps. This paper introduces the architecture and the key technologies of high-capacity BDE.


    ■ICT solutions for telecom carriers


    Procedures Employed for Supporting Enhancement of NEC's Cloud System Competitiveness and OSS Model-Building SI Technology


    NEC announced the "NEC Cloud System" in October 2015. This solution features an OSS building model that was developed mainly by using open standard technologies and combining products and technologies already demonstrated via NEC's achievements in support of its cloud platform services. In order to enhance its competitiveness it is essential for the corporation to market solutions that are easily understandable and installable. In consequence, it enhances our abilities to integrate systems, in other word, the solution of system integration (SI). This paper introduces our SI strategy aimed at achieving such a result.


    Conversation Analysis Solutions for Telecom Operators


    The combination of artificial intelligence (AI) and big data promises to add tremendous value to the telecommunications business. One particularly valuable source of data is contact centers, which collect a massive amount of direct comments from customers. Effective utilization of this data is key to improving customer service and delivering new solutions and products that will appeal to customers. To better facilitate analysis and exploitation of this data, NEC has developed and deployed conversation analysis solutions that use a combination of our own voice recognition and text analysis technology to support fast, effective quick decision-making. This paper introduces our conversation analysis solutions and provides a detailed example of how it can be applied in real-world conditions.


    Approach to the Development of Continuous Carrier Systems


    Systems development on cloud platforms (PaaS, IaaS, etc.) has recently become common practice among the telecom carriers and the targeting of highly important mission-critical systems is now expanding. Systems integration (SI) in cloud platforms has certain advantages, such as flexibility in resource procurement. However, it also poses issues specific to the cloud platform, such as fault complications and resource conflicts. This paper introduces the issues posed in the process of systems development on cloud platforms and the SI techniques proposed as a means of solving these issues. The point is that the ultimate purpose of the process is to achieve optimum quality and that it should be approached based on the integrated collaboration of the application (App) development teams and the platform (PF) teams.


    Big Data Analysis Platform Supporting Telecom Carrier Operations


    Telecom carriers are expected to provide services matching the tastes and likings of individual subscribers quickly and in a timely manner in order to increase the sales per subscriber. To achieve this, not only the data scientists but also the content providers themselves should be expected to quickly and intuitively analyze the data of their customers and services. They would then be able to create and improve their services by optimally utilizing their own knowledge and expertise (self-service business intelligence, or hereinafter called "self-service BI"). This paper introduces the series of techniques from the introduction up until the establishment of a self-service BI environment, which is to be added to the existing analysis environment used by the data scientist.

  


  
    General Paper


    Fortress: Secure De-duplicated Multi-Cloud Storage


    NLE's Secure De-duplicated Multi-Cloud Storage is the future of primary storage. This solution combines the use of multiple public cloud storage services with fast local access to cached data, data deduplication, and enhanced security and reliability at very low costs. By doing so, this solution is ideal for enterprise customers as well as governments and large telco-operators. Namely, our solution focuses on security and storage-efficiency, ensuring that the data is always available, is repaired in case of any partial data loss, and is protected from the strongest of adversaries, without hampering performance nor usability. As a result, our solution allows us to extend the range of current datacenter services and features, without incurring high infrastructure costs and at competitive margins.
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    Around the world, there are currently about 7.5 billion mobile service subscribers – a number more than double the global population of 3 billion Internet users, and the pursuit of social and economic activities by all these users is supported by a wide array of communications services.


    Moreover, network traffic is increasing at a speed that significantly outstrips the user population growth rate. For example, mobile network traffic is forecast to increase to 10 times the current level over the next 5 years. In recent years, not only people but also a variety of devices including wearable technology, industrial equipment as well as automobiles and many types of sensors are using communications. We are just beginning to see the new value that will be provided by the advent of Machine to Machine (M2M) and Internet of Things (IoT). It is predicted that these and other devices that use communications services will total 1 trillion by the year 2025.


    Together with the diversification of the services that will be provided to and accompany this increase in subscribers and devices, there will be growing demand for swifter service deployment. Moreover, the linking of the vast number of devices to the network will make possible the creation of new value in the form of Big Data.


    The realization of the diverse value demanded by these users and the empowerment of further service development necessitates the continued advance and expansion of telecom networks.


    In order to support this ever-growing volume of traffic, the increases in the speed and capacity of core networks, backhaul and wireless access networks are necessary, and this requires ceaseless technological development. With the aim of realizing the efficient use of our world's limited resources and orchestrating a society that coexists with our planet, NEC is tackling the issue of increased resource consumption that will be a consequence of increased network speed and bandwidth. From both fresh perspectives and the standpoint of a company with a wealth of network-related experience, we will provide solutions that will give birth to new value and more efficient utilization of networks while maintaining communications comfort and convenience for users.


    Also in order to respond to service diversification and their accelerated deployment, networks need to be more flexible. NEC focused its attention on this issue and led the world in pioneering Software-Defined Networking (SDN)/Network Functions Virtualization (NFV) technologies. Today NEC's SDN/NFV technologies are not only realizing carriergrade networks, but also enabling our provision of integrated solutions that encompass the integrated control of virtualized services and resources and pave the way for greater network flexibility.


    In this special issue on Telecom Car r ier Solutions for New Value Creation, we would like to provide the reader with a glimpse into how NEC technologies and solutions are not only responding to the many challenges facing telecom carriers, but also providing new value. Through our global endeavors to advance social infrastructure, solve the issues faced by our customers and support their sustainable growth, NEC is orchestrating the "creation of an information society that is friendly to humans and the earth" and embodies the social values of safety, security, efficiency and equality.


    It would give us the greatest pleasure if you find the information in this special issue helpful in your pursuits. On behalf of everyone at NEC, I would also like to express our deepest gratitude for your encouragement of our endeavors, and our hopes for your continued support in the future.
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  NEC Solutions for the Telecom Industry - Ready for a New Chapter of Change -


  
    While usage of mobile phones and the Internet continues to grow and reach every corner of the globe, telecom carriers are facing an increasingly severe business environment. For telecom carriers around the world, reducing investment in facilities, cutting operation costs and maximizing profits as well as enhancing user satisfaction are becoming critical business challenges. This article will provide a general overview of the directions for value creation that responds to these issues, and will introduce some of the key solutions provided by NEC in the domain of the telecom carrier business.


    
      
        KITO Eiji
      


      
        Executive Expert

        Telecom Carrier Business Planning Division
      

    

  


  
    1. Introduction


    Global adoption of mobile phone and internet communications is connecting more and more people, enriching lifestyles, and transforming the way we work. Not only is our globally networked population forecast to reach 5.5 billion people by 2025, but also our communications networks themselves are expected to undergo even further advances in the coming years.


    Amid these circumstances, the telecom carrier business environment has grown increasingly severe in recent years. For telecom carriers around the world, it is not simply an issue of responding to this absolute increase in users. Increasingly important challenges include reducing infrastructure investment, cutting operation costs, and boosting profits in an environment where global data traffic is exploding, driving by the widespread penetration of smart phones and the shift to cloud computing. In addition, the development of new services and applications is heating up, and in order to ensure their proper utilization by users, swift network response is demanded.


    Solving these and other issues will require not only advances in IT and network technologies, but also viewing and meeting these challenges from a broad perspective with the innovative fusion of these technologies.

  


  
    2. Value Creation through ICT


    NEC believes that new value produced by the continuing evolution in the fields of computing, networks and software can be broadly divided into three types: "Real Time", "Dynamic" and "Remote" as shown in Fig. 1.
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        Fig. 1 3 values resulting from the evolution of ICT.
      

    


    "Real Time" means the capability to overcome time constraints. For example, when a disaster or other major event occurs and the volume of communications access spikes, the network configuration should adapt according to the circumstances and continuously provide the services that should be prioritized under those conditions. Also when disaster strikes, the situation is extremely complex and changing from moment to moment. In this situation, the rapid acquisition of information about the state of conditions can contribute to minimization of damage. It is necessary to predict the ways the effects of the disaster may spread and to provide evacuation guidance in real time. In the future, advances in ICT will enable the swift analysis of terabytes and even petabytes of data generated in a wide area, and do it in seconds or even milliseconds.


    "Dynamic" is the ability to respond to every imaginable change in circumstances. In systems that watch for signs of possible plant failure, the application of Big Data analysis can provide the operation center with an early grasp of indications that differ from the norm, and enable targeted pre-emptive measures.


    "Remote" is the power to conquer limitations imposed by space and distance. For example, advances in the field of telemedicine using ICT will empower doctors to diagnose medical conditions from a remote location, ensuring high-quality medical treatment regardless of location.

  


  
    3. Overview of Solutions in the Business Domain of Telecom Carriers


    Drawing on our rich experience and achievements in markets around the world, NEC answers the needs and demands of telecom carriers with "Real Time", "Dynamic" and "Remote" value provided by our proprietary carrier-grade technology in the form of 7 main categories of solutions: SDN (Software-Defined Networking)/NFV (Network Functions Virtualization), TOMS (Telecom Operations and Management Solutions), Core Networks, Metro Networks (optical and IP), Submarine Cable Systems, Wireless Access (wireless broadband access, mobile backhaul), and Service Platforms as shown in Fig. 2.
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        Fig. 2 Solutions in the business domain of telecom carriers.
      

    


    SDN/NFV is virtualization technology created by the integration of IT and network technologies. Applied on top of the overall network infrastructure layer of network and service nodes, our SDN/NFV Solution can help improve the profits of telecom carriers through more efficient usage of facilities, reduction of operational costs, and the creation of new services. TOMS is a solution that supports the advanced operation and management of telecommunications networks with a comprehensive offering ranging from our OSS (Operation Support System) to BSS (Billing Support System) for total and automatic service from charging to billing.


    Recent years have witnessed the rapid growth of video-and message-streaming enterprises that provide smart phone-related services. Moreover, the advent of IoT (Internet of Things) is linking a variety of devices to the network, leading to the diversification of demands on the network including "Secure Networks" and "Bandwidth-assured Networks".


    NEC's SDN/NFV Solutions can dynamically use the overall network system to efficiently allocate the resources necessary to respond to these diverse demands. NEC has pioneered the development and application of SDN/NFV, and is recognized as a leader in this field with an impressive record of being the first to introduce solutions to the market. MANO (Management and Orchestration) Solutions that support the integrated operation of SDN/NFV are also vital. NetCracker Technology Corp., a wholly owned subsidiary of NEC Corporation, is moving forward with the development of MANO Solutions that work in close concert with the trusted TOMS solutions. NetCracker is already providing them to telecom carriers around the globe.


    In the domain of Core Networks and Metro Networks, NEC provides reliable and economical Transport Network Solutions that are designed to support the transport of high-speed, high-volume data traffic via fixed line and mobile communications services, and are built using our acclaimed suite of network products ranging from routers and switches to optical transport devices.


    Optical submarine cable networks are the trunk lines of the global telecommunications network, crisscrossing the ocean floor, carrying vast amounts of data and communications over trans-oceanic distances, and connecting people around the world. NEC's submarine cable systems not only serve as the heart of these networks, but also are used as part of a seafloor seismograph solution that provides early detection of ocean bottom earthquake activity. As these and other solutions in this field become more advanced and more exacting in detail, NEC is moving forward with the development of the 100 Gbps+ high speed, high bandwidth technology and devices necessary to transport these data. There is also demand for solutions that accelerate and simplify the response to a business environment influenced by today's dramatically changing markets, and for networks that feature improved flexibility and scalability. NEC has responded to these challenges by being on the forefront of standardization of technologies such as Openflow, and through our development of innovative devices. From the manufacture of the terminal equipment for the terrestrial landing stations, submarine optical cable, and submarine repeaters to provision of complete turn-key facilities, NEC is a leading "one stop" supplier in the submarine cable system market with cumulative projects totaling over 200,000 kilometers of submarine cable networks – a length that would circle the earth 5 times.


    Mobile communications services are facing the fast increasing demand for speed and fulfillment of diversifying needs. NEC's Wireless Broadband Access Solution responds by providing a wireless broadband environment that supports stress-free indoor and outdoor utilization via 3G, LTE and other standards. Our Mobile Backhaul Solution supports the transport of the ever-growing volume of mobile data traffic fueled by the rapid and widespread adoption of smart phones, tablet PCs and other mobile terminals. This highly advanced fusion of NEC's wireless and optical IP technologies efficiently transports these communications and data between the microwave communications systems and the core network.


    The seemingly insatiable demand for more speed and bandwidth demanded by mobile communications services in recent years has led to the deployment of Carrier Aggregation that combines multiple carrier data streams to create a fatter pipe; Small Cells at so-called hot spots where heavy traffic is locally concentrated; and the introduction of HetNets (heterogeneous networks) that enable the operation a mix of cells that serve a wide area to increase cellular capacity and coverage.


    In our long history in the domain of wireless communications, our high-quality PASOLINK high-quality microwave radio system stands out for its proven record of performance. In over 150 countries around the world, PASOLINK transport solutions are contributing to increased mobile backhaul capacity. With the aim of helping telecom carriers fully exploit the limited bandwidth spectrum, NEC is continuing to refine and develop technology to further increase transport capacity.


    NEC's Service Platform Solution is a total solution that facilitates the provision of diverse communication services that support the usage of smart phones, tablets and various IoT device terminals; acquires communication circuits, sensors and other resources from the network service platform; and can even provide consulting services.

  


  
    4. Conclusion


    "To be a leading global company leveraging the power of innovation to realize an information society friendly to humans and the earth." With this declaration as the NEC Group Vision 2017, we are focusing on Solutions for Society that utilize the strengths of ICT and advance the social infrastructure with the aim of "Orchestrating a brighter world".


    In the future, the digital networks that link people, things and services will continue to evolve, and the importance of information and know-how will grow with advances in our society. NEC will respond with continued advances in telecom carrier solutions that enable both private individuals and enterprises around the globe to safely, securely and equitably access and use information and knowledge through information and communications assets that stretch from the sea bottom to the heavens above.

  


  
    * OpenFlow is a trademark or registered trademark of Open Networking Foundation.


    * LTE is a registered trademark of European Telecommunications Standards Institute (ETSI).
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    Abstract


    SDN/NFV is a technology for improving the efficiency of operations and management by applying virtualization technology to telecommunications networks. It is expected to be adopted especially for its capability of allowing flexible actions to be taken in responding to significant increases in traffic and the diversification of service requirements of the telecom networking field. NEC has long been leading the world in tackling R&D in this field and now possesses an impressive arsenal of technologies and achievements. This paper introduces an overall description of NEC's SDN/NFV solutions for telecommunications carriers or telecom carriers, as well as of relevant technological systems.
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    1. Introduction


    The telecom network today is required to adapt itself to environmental changes such as increases in traffic and the expansion of applications. These environmental changes include significant increases in mobile traffic as well as the expansion of network applications. In accordance with the growth of domains such as cloud computing, IoT (Internet of Things) and OTT (Over The Top). Such network applications are expanding even more in the fields of inter-cloud connections, diverse device connections and global service provisions.


    Meanwhile, the growth rate of subscribers is lower than the growth of mobile traffic and that price competition is getting more severe following the participation of MVNO (Mobile Virtual Network Operator) businesses. Such events may increase the gap between the required investment in equipment and the actual sales. In the present circumstances, we at NEC believe that the issue most likely to be of concern in the telecom networks of the future will lie in how to adapt efficiently to environmental changes.


    In this paper, we introduce an overall description of NEC's SDN (Software-Defined Networking)/NFV (Network Function Visualization) solutions for telecom carriers, which is capable of further improving the efficiency, flexibility and degree of service advancement of telecom networks by resolving the above issues, together with its system technology.

  


  
    2. Outline of SDN/NFV Solutions for Telecom Carriers


    The conventional partially optimized network uses traditional specialized devices and is composed of individual systems and their operations management functions provided per network. In contrast, the NEC's SDN/ NFV solution for telecom carriers employs virtualization technology. It thereby implements an overall optimization network composed of a common platform enabling resource sharing between network functions, integrated operations and an orchestration function (Fig. 1).
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        Fig.1 Diagram of SDN/NFV solutions for telecom carriers.
      

    


    The present solutions are composed of four technologies. These are MANO (Management and Orchestr ation) for the integrated operation/management of the resources of the entire network, NFV (Network Function Virtualization) that virtualizes network functions and executes them on general-purpose servers, the transport SDN that improves the transport layer network by means of software control, and the TMS (Traffic Management Solution) that improves the network utilization efficiency of problem analysis and optimization, etc. It is these technologies that make possible further improvements in efficiency, flexibility and the service quality of the telecom networks.

  


  
    3. Technologies Making Up the SDN/NFV Solutions


    The following sections describe the MANO, NFV, transport SDN and TMS technologies that comprise the present solutions.


    3.1 MANO


    The MANO technology provided by NEC is a total orchestration function for the total operations management of services and resources in the SDN/NFV environment. In this manner smart operations management such as quick and flexible networking to meet the diversifying service requirements and automation, as well as dynamic network optimization based on the policy as shown in Fig. 2 are implemented.
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        Fig. 2 Network construction/optimization according to service requirements.
      

    


    One of the special features of our MANO is that it widens the orchestration target from the SDN/NFV environments exclusively to the legacy environments. This versatility enables the seamless introduction of SDN/NFV while maintaining the operations management and existing operations of the entire telecom network.


    We adopt the approach described above in collaboration with NetCracker Technology Corp. who have rich expertise in the field of TOMS (Telecom Operations and Management Solutions) such as the OSS (Operation Support System) and BSS (Billing Support System). In the future, we are planning to advance adaptation further by adding big data analysis technology, etc.


    3.2 NFV (Network Function Virtualization)


    At NEC, we apply the NFV technology that virtualizes network functions in a telecom network to domains that include the EPC (Evolved Packet Core), CPE (Customer Premise Equipment), IMS (IP Multimedia Subsystem), MVNO-GW and IoT.


    The NFV is being standardized by the ETSI (European Telecommunications Standards Institute) in collaboration with related organizations such as the TM Forum (TeleManagement Forum). NEC proceeded to the network function virtualization even before these efforts for standardization started and is still leading the market.


    The NFV technology avoids the vendor lock-in situation thanks to the use of open technology-based general-purpose servers and sharing of operations management systems. This resulted in reducing the TCO (Total Cost of Ownership), as well as increasing ease of resource sharing between network devices and a quick, flexible introduction of services compared to the traditional method using dedicated equipment.


    In the future, we will extend virtualization of telecom network devices step by step in order to meet the advancing network requirements at a lower cost and with more flexibility.


    3.3 Transport SDN


    NEC's transport SDN technology varies the transport network configuration dynamically according to the situations such as the traffic load situation in order to improve efficiency.


    The traditional transport architectures presupposes static operations. However, to deal flexibly and efficiently with increased capacity and diversification of traffic, it is critical to operate the network dynamically.


    NEC has pointed out four requirements to achieve the advanced transport network. These are "automation of operations and reduction of service provision time", "securing high reliability", "identifying mutual relationships between transport and services and their linkages" and "network optimization from optical level to packet level". It is the role of the transport SDN to fulfill these requirements and enable efficient network operations.


    3.4 TMS


    Our TMS is a technology for implementing such topics as the "visualization of network performance and traffic", "analysis and diagnosis of weak points and of points requiring enhancement in the network" and the "optimization of networks based on diagnosis results" collectively.


    Visualization of network performance and traffic cannot be achieved merely by connectivity and speed (throughput) but by measuring the user's quality of experience (QoE) and identifying the traffic properties in real time are also required, such as the type, time and location of use of the service.


    When such information is visualized, the issues to be improved are analyzed based on NEC's network expertise. Based on the analysis results, Traffic Management Solutions (TMS) can be applied to improve the efficiency of the entire telecom network by optimizing it in various ways; such as by preventing local overloads, improving the TCP tuning performance, paging the movie traffic and compressing content. Application of TMS optimizes the traffic according to the situation and improves the efficiency of the entire telecom network.

  


  
    4. NEC's Achievements with SDN/NFV Solutions


    As shown in Fig. 3, NEC's SDN/NFV solutions for telecom carriers have achieved a large number of PoCs (Proofs of Concept) and commercial introductions among advanced telecom carriers worldwide, including Tier1.


    
      [image: e150303_03.jpg]

      
        Fig.3 Achievements of NFV solutions.
      

    


    Specifically, we have undertaken more than 30 PoC, field trials and commercial introductions both inside and outside Japan, including the vEPC (virtualized Evolved Packet Core) for MPT Myanmar and NTT DoCoMo and the vCPE (virtualized Customer Premises Equipment) for Telefônica Brasil (Vivo). During 2016 and subsequently, the trend in commercial introductions is expected to accelerate as the maturity of the SDN/NFV field progresses.

  


  
    5. Activities Related to Standardization and the Open Source Community


    Since the ONF (Open Networking Foundation) was established and the OpenFlow standardization and community activities were revitalized in 2011, the SDN/NFV technology has been standardized and has employed open architecture step by step as shown in Fig. 4. In 2013, the ETSI NFV ISG (Industry Specification Group) for elaboration of industry standard specifications of NFV was established, and in 2014 the OPNFV (Open Platform for NFV) for building open source based NFV reference platform was established, respectively under the leadership of the telecom carriers.
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        Fig. 4 Trends in SDN/NFV-related standardization organizations and open source communities.
      

    


    At NEC, we are positively participating in and contributing to the standard organizations and open source communities by focusing on bringing about progress in the SDN/NFV technology and by obtaining an industry wide approval consensus.

  


  
    6. Conclusion


    In the above, we described SDN/NFV solutions for telecom carriers and the technological features adopted by them. When network devices become more flexible by using the SDN/NFV technologies, they can be subjected to advanced control and optimization by MANO and TMS so that any telecom network issues can be solved when handling large amounts of traffic by meeting the diverse terminal and communication requirements. The trends and actual achievements of PoC, commercialization and standardization also set promising expectations for the potential advantages of the technologies described above and for further market introductions and expansions.


    At NEC, we intend to continue to contribute to the optimization and advancement of the entire telecom network by applying the technologies described above.

  


  
    * OpenFlow is a registered trade mark of Open Networking Foundation.
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    Abstract


    MANO (Management and Orchestration) is the technology of the total management/control and optimization (orchestration) of network services and resources in the Network Function Virtualization (NFV) architecture. As it is expected that NFV will be introduced in telecom networks and that such networks will be used in various industries, MANO technology must be capable of "total management and smooth migration" as well as "handling diverse services". NEC is responding to these requirements by commercializing MANO products that feature extensions of the orchestration target from NFV alone to the legacy environment. NEC is also conducting R&D for advancing optimization technologies in order to further improve the MANO technology.
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    1. Introduction


    In recent telecom networks, the NFV (Network Function Virtualization) has been introduced as an active approach to separating the hardware and software of network functions and to implementing them on a virtualized platform of general-purpose servers. These network functions used to be offered in an integrated format by dedicated equipment. With regard to deliberations concerning the NFV, elaboration of the industry-standard architecture and specifications has been underway by the ISG (Industry Specification Group) of the ETSI (European Telecommunications Standards Institute) since November 2012.


    It is the MANO (Management and Orchestration) technology that controls the total management/control and optimization (hereinafter also referred to as "orchestration") of the network services and resources in the NFV architecture. MANO technology is currently attracting attention because of its total orchestration capability. It enables intelligent operations management; including quick, flexible construction of network services and supports their policy-based automation and dynamic network optimization capability.


    When the 5G mobile networking era arrives in the future and expands its application especially among IoT (Internet of Things) and M2M (Machine to Machine), it is expected that more advanced network control will be required to enable the efficient operation of the diverse network services that are deployed with different requirements and characteristics. The MANO technology is regarded as playing the central role in these undertakings.


    NEC led the world, by proposing a MANO product featuring an extension of the orchestration target from the NFV alone to the legacy environments (NEC expanded MANO). Additionally, in the future we intend to advance the optimization technology in order to further advance the MANO technology.


    Below, we introduce our approach toward the role of and the requirements of the MANO technology and outline its function in supporting NFV.

  


  
    2. Outline of MANO


    This section gives an outline on the role of MANO in the NFV architecture. As shown in Fig. 1, the NFV architecture is composed of the NFVI (NFV Infr astructure), VNF (Virtual Network Function) and MANO. Standard interfaces are defined between them so that the NFV can be implemented using multi-vendor products.
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        Fig.1 NFV architecture framework.
      

    


    The NFVI is the platform that makes it possible to handle the physical resources, including the computing, storage and network hardware flexibly as virtual resources, and the VNF refers to a group of virtualized network functions that run on the NFVI. Finally, the MANO assumes the most important role in the NFV operations management. MANO is composed of the following three components and controls the integrated orchestration of network services provided by the NFVI and VNF or of several VNFs.


    ・ NFVO (NFV Orchestrator)


    This component performs the lifecycle management (generation, surveillance, operation, deletion, etc.) of network services provided by several VNF components. It controls the integrated operations management of the entire system.


    ・ VNFM (VNF Manager)


    This component controls the management of the resource requirements and lifecycle of the VNF.


    ・ VIM (Virtualised Infrastructure Manager)


    This component controls the operations management of the physical and virtual resources. Open-Stack has become the de facto standard in ETSI NFV implementation.



    The three components of NVFO, VNFM and VIM enable automation of the VNF launch and software setting, quick construction of new network services, flexible equipment change according to service demands and auto release in case of a fault, etc.

  


  
    3. Requirements for Telecom Network, Approach Taken by NEC


    3.1 Total Management and Smooth Migration


    (1) Requirements for telecom network


    The telecom network is composed of complex linkages of transport SDN (Software-Defined Networking) and data center SDN in addition to the NFV. In some cases, it is compose of multi-vendor products. To operate an entire network that is so complicated and hierarchical, MANO is required to perform total management and control of the entire network.


    Ultimately, NFV is expected to be introduced in whole networks of telecom carriers including base stations and mobile core networks as well as in the virtualization of home network equipment. However, this does not mean that the existing system will be replaced by NFV immediately, and it always needs a certain period of time to relocate it to the NFV. MANO is, then, required to implement a smooth migration, while attempting integration with the existing network.


    (2) NEC's approach: E2E Service Orchestration


    NEC has been dealing with the requirements mentioned above by leading the world with the "E2E Service Orchestration" in collaboration with Net-Cracker Technology, who have rich expertise in the TOMS (Telecom Operation and Management Solutions) field. This has been achieved via solutions such as the OSS (Operation Support System) and BSS (Billing Support System).


    As shown in Fig. 2, the E2E Service Orchestration extends the MANO's orchestration targets from NFV alone to the transport network, data center SDN and the legacy environments. The main purpose of the E2E Orchestration is not to optimize individual targets, but it optimizes the whole network system and integrates the management and control of the end-to-end network services. It thereby enables the integrated management and control of the entire complex, diversified networks in order to achieve smooth migration from an existing network to the NFV network.
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        Fig.2 Outline of E2E Service Orchestration.
      

    


    3.2 Handling of Diverse Services


    (1) Requirements of the telecom network


    In the future when the era of 5G mobile networking arrives and expands mainly among IoT/M2M, networking will be applied to businesses in all of the industries and network services for which diverse requirements are expected to coexist. In addition, the situations surrounding the network services are also expected to be changing continuously. To operate network services efficiently in such an environment, the orchestration using the MANO will be critical. In doing this, MANO is required to provide networking flexibility and swiftness.


    ・ Agility: Quick building of new network services


    In an environment where situations surrounding network services change from hour to hour, it is required that deployment of new network services should be performed easily and smoothly. To make this possible, the time spent on the design and construction of network services should be reduced significantly.


    MANO is therefore required to be capable of allocating the abstract requirements for a network service automatically into specific function deployment.


    ・ Flexibility: Flexible equipment changes according to service demands


    In an environment where network services with diverse requirements coexist, it is required that the entire network is optimized in order to guarantee the service quality required for each network service such as the performance, availability and security.


    MANO is therefore required also to be capable of optimizing the resource and function deployment of the entire network dynamically and according to the prevailing circumstances.


    (2) NEC's approach: Optimization by feedback loop


    To meet the flexibility-related needs of MANO, we are conducting R&D for advancing the optimization technology. One of our approaches is "optimization by feedback loop" which forms a cycle of dynamic optimization of the entire network by feeding back the actual situations of network services.


    This technology performs dynamic optimization of the entire network by means of; 1) collection of network service data; 2) analysis and calculation of collected data; 3) control based on the analysis/calculation results, as shown in Fig. 3.
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        Fig.3 Optimization by feedback loop.
      

    


    The most important process in the optimization by feedback loop is "2) Analysis and calculation of collected data". In this process, the collected data is first analyzed to identify situation changes in the entire network such as load fluctuations and fault occurrences. Next, the necessary performance, functions and optimum function layout are calculated so that the entire network can fulfill the service quality against the situation changes. Finally, the procedure for changing the configuration according to the calculated results without affecting the current service is developed. Nevertheless, there is a problem with the NFV to implement the optimization by feedback loop. It is derived from one of the NFV features, the configuration of network services using multi-vendor products. Since the network functions that compose network services have different internal structures depending on vendors, it is difficult to identify the actual value of each performance, etc., accurately in real time. As a result, the accuracy of the optimization by MANO tends to fall due to the impossibility of accurate identification of the types, quantities and deployment locations, etc. of the network functions. Such information is necessary to continuously meet the service level agreements (SLA) at end-to-end network services.


    In order to deal with this problem, we have developed a unique technology for real-time simulation of the network status in a multi-vendor environment. This technology applies statistical analysis to the observed information such as the processing time and resource consumption amounts of network functions and generates a network performance model. This enables to estimate the performance of internal network functions structured by various vendors that is hard to identify in most cases. The results of the performance estimations can be used to allow MANO to perform more appropriate judgments and control. This technology enables highly accurate identifications of the performances of the entire network services, even in a multi-vendor environment, and thereby achieves efficient operation of the entire network.

  


  
    4. Conclusion


    In the above, we outlined the role of the MANO technology in supporting NFV, and discussed the requirements for achieving this role. We also outlined NEC's approach to this issue.


    Our E2E Service Orchestration supports smooth migration from existing legacy environments and enables early implementation of NFV. We intend to promote efforts for advancing optimization technology, such as the optimization by feedback loop. We will thereby aim at the implementation of intelligent operations management and the provision of new network services based on the MANO technology.
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    Abstract


    The key to achieving an effective SDN/NFV solution is the development of an efficient software-based means of handling user data transfer processing among mobile core network devices. We focus on the performance-related components of telecommunications networks such as high throughput and low latency, elucidating the technical problems involved in using standardized software to accomplish user data transfer processing - a task conventionally performed by customized, proprietary hardware. This paper describes how we have solved those problems and describes how to operate the system in a virtualized environment.
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    1. Introduction


    The days when telecommunication networks carried voice calls and simple online data are long past. Today's networks must handle a burgeoning array of ever more complex applications and streaming data, all while dealing with an exponential increase in mobile traffic, as well as the rise of new services such as Internet of Things (IoT) and over-the-top (OTT) content. In the face of this, telecom operators find themselves confronting a daunting range of challenges - from how to maximize the potential and increase the flexibility of existing resources to bringing new communication services on stream as and when required to meet consumer expectations.


    Simply adding more dedicated hardware or building more network capacity will not solve the problem. Managing this explosive growth in both traffic and services requires a new approach. To meet this challenge, software-defined neworking (SDN) and network function virtualization (NFV) were developed to enable telecom networks to scale up capacity and capabilities quickly, efficiently, and flexibly.


    In this paper we will focus on the performance requirements (high throughput and low latency) - which are particularly important for data transfer processing - for these virtualization systems, with reference to our virtualized Evolved Packet Core (vEPC) solutions, our core mobile data communication network products. In addition to reviewing the component technologies, we will also discuss some of the issues we encountered when implementing these products and how they were resolved.

  


  
    2. Overview of Conventional EPC Products


    2.1 Overview of EPC


    The architecture of mobile core networks has been specified by the 3rd Generation Partnership Project (3GPP), a telecommunications standardization organization, and is composed of functional components - such as Mobility Management Entity (MME), Serving Gateway (S-GW), and Packet Data Network Gateway (PGW) in Evolved Packet Core (EPC) that houses LTE lines (Fig. 1). These components help mobile core networks manage network control processing (control plane management) and packet transfer processing (user plane control) of user data - including access request/authentication, mobility management, and handover.
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        Fig. 1 EPC core components in 3GPP standard architecture.
      

    


    In order to avoid network-wide slowdowns caused by processing delays, the device that controls the EPC's core components needs to be able to suppress the occurrence of low latencies and latency fluctuations, while at the same time processing a large amount of network control requests as part of control plane management. For user plane control (packet transfer processing, quality of service [QoS] control, etc.), even higher performance is required in terms of throughput and latency.


    2.2 Previous Method (before virtualization)


    Previously, in order to meet the telecom network performance requirements described above, we used software design and memory control design intended for adoption of Carrier Grade Linux (CGL) in the implementation of control plane management. However, to achieve the high-performance throughput and latency required for user plane control, we had to use dedicated drivers and libraries compatible with dedicated hardware (network processors and dedicated chips) (Fig. 2).
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        Fig. 2 System architecture of user plane control section (conventional system).
      

    


    In user plane control, high performance is critical for packet transfer processing and QoS control. To handle this, network processor functions are implemented as fast paths via dedicated drivers and libraries. For processing of maintenance and control plane linkage where the performance requirements are less stringent, general-purpose functions are implemented as slow paths.


    When implementing the user plane control function section with conventional technology, software and hardware must necessarily be tightly coupled in the resulting architecture. It is this issue that must be overcome in order to successfully achieve NFV.

  


  
    3. NFV Compatibility and EPC Component Technologies


    3.1 Overview


    Implementing NFV while maintaining network performance quality (high throughput and low latency) requires two things. First, the processing conventionally handled by dedicated hardware must be delegated to software on a commercial-off-the-shelf (COTS) server. Second, any deterioration in quality that could be caused by the overhead of the virtualized environment must be prevented.


    With NEC's vEPC solutions, technologies designed for a virtualized environment such as Data Plane Development Kit (DPDK), Peripheral Component Interconnect (PCI) passthrough, and Single Root I/O Virtualization (SR-IOV) are used to solve these issues. However, replacing dedicated hardware and libraries with software on a COTS server generates new challenges. In the following sections, we will discuss some of those challenges and the measures we took to solve them. We will also discuss the technology we use to eliminate overhead in the virtualized environment.


    3.2 Processing Using Software and DPDK


    vEPC is able to deliver processing performance on a COTS server equivalent to what you would get with a conventional dedicated hardware and libraries thanks to the use of DPDK technology for packet transfer processing (which requires especially high performance).


    The simplest way to implement user plane control processing with software on a COTS server configured with an IA CPU and standard network interface card (NIC) would probably be to use a Linux network stack and a NIC driver (Fig. 3, left). However, this setup would generate a number of problems with packet transmission/reception:
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        Fig. 3 Schematic diagram of software stack when DPDK is adopted (driver on left and comparison with DPDK on right).
      

    


    
      	Processing would be interrupted by a transmission/reception event


      	Packets loss between processing of devices and EPC software


      	Numerous memory copies at data handover

    


    The overhead resulting from interrupt and processing overload and the delays caused by multiple memory copies would make it impossible to meet requirements for user plane control. In fact, this implementation method results in packet loss due to buffer overflow even with extremely low packet traffic.


    DPDK is a technology that enables high-speed packet processing on a COTS server - something that previously required dedicated hardware and libraries. To achieve high-speed packet transfer processing, while avoiding the factors which cause a decline in throughput and deterioration in latency compared to packet processing on a Linux network stack, the following measures are applied (Fig. 3, right).


    
      	Use of a polling method driver called Poll Mode Driver (PMD)


      	Direct exchange of data between user programs and devices so that unnecessary memory copying doesn't take place

    


    By implementing the user plane control processing using DPDK, you can now achieve vEPC user plane control on a general-purpose IA server without using dedicated hardware and libraries.


    3.3 Processing Using Virtualized Machines and Virtualization-related Technology


    The usual way to build a virtualized environment is for the host OS to provide a guest OS with a virtual CPU and virtual NIC using an emulator such as QEMU. The guest OS uses the provided virtual CPU and virtual NIC to perform processing (Fig. 4).
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        Fig. 4 System configuration with conventional virtualization.
      

    


    In this type of configuration, the load and processing delay caused by the NIC driver and network stack first take place at the stage of virtual switch processing in the host OS layer, and then in the emulation processing performed by the virtual NIC. Additionally, the load and delay in the processing also take place due to the NIC driver and network stack on the guest OS side as well. To facilitate software-controlled user plane processing in a virtualized environment, the issues in both the host layer and guest layer need to be solved.


    An effective way to solve these issues is to minimize overhead caused by virtualization by using DPDK in the guest layer and PCI passthrough in the host layer as described in 3.2 above (Fig. 5).
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        Fig. 5 System configuration using PCI passthrough and DPDK.
      

    


    With PCI passthrough, the mapping of physical addresses for I/O in the guest layer and host layer are solved by using the CPU's virtualization support mechanism to make it possible for the virtual machines in the virtualized environment to directly refer to and control the host's PCI devices. As a result, the host layer's processing overhead in the virtualized environment can be reduced by eliminating the virtual NIC's emulation processing while skipping the virtual switch processing in the host layer.


    Also thanks to the use of PCI passthrough, the physical NIC can be controlled on the virtual machine side, so the DPDK can be used for packet transmission/reception processing on the virtual machine side. In this way, NEC's vEPC is able to effectively manage user plane control using software processing, while assuring first-rate performance even on virtual machines.


    However, when PCI passthrough is used, the targeted devices are occupied by the relevant virtual machines, resulting in lack of flexibility in simultaneous operation of multiple virtual machines. We've solved this problem by using a technology called SR-IOV. When using SRIOV, we can show the PCI device as multiple virtual devices. When this is combined with PCI passthrough, a single NIC can be used from multiple virtual machines.

  


  
    4. Commitment to the Future


    In this paper we have shown how NEC's vEPC solution provides a low-cost, scalable, and easy-to-implement alternative to dedicated hardware and libraries. Operating as a group of virtual machines in a virtualized environment, this system is able to deliver EPC functions while meeting the performance and quality standards required for telecom networks, including user plane control. Among the technologies that make this possible are DPDK, PCI passthrough, and SR-IOV. Going forward, we intend to continue refining and developing our vEPC components, with a focus on improving management and operation flexibility on a system-wide basis, particularly in areas such as topology concealment, separation of processing and management data, and achievement of N-ACT configuration. At this time, it is important for us to look at ways of meeting the needs of telecom networks that take account of key requirements in processing and controlling billing information such as assuring compatibility between advanced services and consistent, reliable performance as an essential tool in emergency, as well as performance requirements such as high throughput and low latency.

  


  
    5. Conclusion


    In this paper, we focused on the performance requirements that must be met in order to successfully implement NFV on telecom network systems, as well as the component technologies used to resolve those issues. Already implemented in a number of proof-of-concepts (POCs) and commercial networks, NEC's vEPC solutions have successfully demonstrated that the system's core network processing performance - including user plane control - is more than sufficient to operate in a virtualized environment. At NEC, we are committed to providing telecom operators and end users with high-value products and services, while continuing to advance and improve the technologies on which these products are based.

  


  
    * LTE is a registered trademark of European Telecommunications Standards Institute (ETSI).


    * Linux is a registered trademark or trademark of Linus Torvalds.


    * Intel is a trademark of Intel Corporation in the U.S. and other countries.
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    Abstract


    The rapid growth and transformation of mobile communications infrastructure in recent years is accelerating innovation in the telecom sector. Core network devices are now expected to help reduce OPEX/CAPEX, support disaster resistance and congestion control, and have the flexibility to enable rapid innovation and deployment of new services. NEC has been a leader in the development of the two key solutions driving this transition - SDN and NFV - and has already achieved significant results. This paper introduces vMVNO-GW - a product that uses NFV technology for MVNO gateways to provide mobile virtual network operators (MVNOs) with a mobile core network.
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    1. Introduction


    Telecom companies today find themselves in an environment that is both fraught with challenge and beckoning with opportunity, an environment where demand for their services is growing at a record pace, while customer expectations are growing even faster.


    In Japan, mobile virtual network operators (MVNOs) have responded by improving core capabilities such as service recognition, device procurement, purchasing channels, and support structures, propelling a rapid expansion of the MVNO market. In the space of just a year, the number of contracts for original-type service SIM (subscriber identity module) cards almost doubled, hitting the 3.26 million mark by the end of March 2015.


    At the same time, boosted by growing number of tourists and other visitors, sales of prepaid SIM cards (which feature limitations on how long the card can be used and how much data can be transferred) have also been increasing. With Tokyo hosting the Olympics and Paralympics in 2020, demand can only be expected to expand in the years to come.


    To help companies keep pace in this fast-evolving mobile environment, NEC has adapted its NFV-based vMVNO-GW mobile gateway technology for commercial use. The service is now being used by three MVNO companies.


    In this paper, we will introduce the technology and architecture underlying the vMVNO-GW, which helps increase the efficiency and flexibility of telecom networks, as well as supporting more advanced service offerings. The vMVNO-GW is part of NEC's Software-Defined Networking (SDN) and Network Functions Virtualization (NFV) solutions lineup designed for MVNO services.

  


  
    2. Overview and Features


    2.1 Overview


    The system configuration of the vMVNO-GW is shown in Fig. 1. In order to start a mobile service, aspiring MVNOs must use a mobile network belonging to a mobile network operator (MNO).
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        Fig. 1 vMVNO-GW system configuration.
      

    


    Integrating a GPRS gatew ay support node (GGSN) and a packet data network gateway (P-GW), this system allows an MVNO to connect via the layer 2 protocol (layer 2 connection and GTP connection) to the serving GPRS support node (SGSN) and serving gateway (S-GW) which comprise the MNO's mobile network. It also enables them to manage IP addresses and administer individual networks accordingly, while strengthening their multi-networks and security. MVNOs will also be able to offer various value-added services by linking with the Policy and Charging Rules Function (PCRF).


    2.2 Features


    2.2.1 NFV Technology


    In a conventional MVNO-GW, carrier-grade quality, performance,and capacity are achieved using Advanced Telecom Computing Architecture (ATCA). NFV technology now makes it possible for a vMVNO-GW to deliver a powerful suite of services and ensure carrier-grade quality using only a single general-purpose server. This simple, yet effective configuration dramatically reduces the initial capital investment needed to get an MVNO up and running.


    Equally important, the system's processing capacity can be easily expanded by adding virtual machines (VMs) as necessary to meet any increase in traffic. Similarly, all you have to do is update the software to improve functions, enhance performance, and even add new capabilities. You can do all this without upgrading the present system, thus you can actually reduce the operation costs.


    2.2.2 APN Function


    This system is also provided with a virtual Access Point Name (APN) function, allowing you to map multiple real APNs from the virtual APN. Connections can also be made using only the real APN, rather than the virtual APN function. APN settings can be managed in the APN profile using maintenance commands. The concept of APN profile management when the GGSN function is in operation is shown in Fig. 2.
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        Fig. 2 Concept of APN profile management.
      

    


    Real APN profile is retained as packet data network (PDN) connection information. The real APN profile includes information such as the Gi/SGi interface, user authentication, and an IP address pool to assign to user equipment (UE). The virtual APN profile is also retained, and the matching information between the virtual APN and real APN is included as well.


    The virtual APN function determines the network to be accessed by using the user name (login@domain) which was set in the Protocol Conf iguration Options (PCO) when a session establishment request for a specific virtual APN was received.


    2.2.3 Total Volume Control Function


    This system is provided with a function that controls bandwidth according to the originator's number or the numbers of a group of multiple originators. As soon as the volume of data transferred reaches a specified amount, the bandwidth control function kicks in, operating in accordance with the policy conditions (QoS - quality of service) defined for each APN, group, and user.


    As for the removal timing of communication restrictions, this can be specified on different conditions such as cross-monthly basis or by any number of days after the allowed volume has been exceeded. Policy conditions and schedules are managed and controlled on the PCRF side, and bandwidth control is performed when a QoS directive is received from the PCRF. Fig. 3 shows how total volume control processing works.
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        Fig. 3 Concept of total volume control processing.
      

    


    2.2.4 DPI Function


    This system incorporates a Deep Packet Inspection (DPI) function, eliminating the need for an external DPI device. This reduces the number of nodes that will be needed and assures excellent cost performance. When Policy Charging Control (PCC) and Application Detection and Control (ADC) are used in combination, packet analysis, traffic control, and traffic detection can be performed from layer 3 to layer 7. Fig. 4 shows how the DPI function works.


    
      [image: e150306_04.jpg]

      
        Fig. 4 How the DPI function works.
      

    


    Thanks to the DPI function, this system can connect to specific sites and track usage of applications and protocols (with control over what should be included or excluded), as well control traffic (bandwidth control and gate control). HTTP redirection to portal sites and other sites is also available for connections to specific sites.

  


  
    3. Virtualization Environment


    3.1 Logical Network Configuration


    Fig. 5 shows the logical network configuration of this system. This system is composed of a service resource controller (SRC) server and physical machine (PM) server.
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        Fig. 5 Logical network configuration.
      

    


    As a virtualization platform, the SRC server facilitates integrated management of intrasystem resources including the PM server to improve usage effectiveness. An agent MiddleWare (aMW) installed in the PM server that links with the SRC server. The PM server also includes a maintenance function section (FS), call processing section (GWP), and user data section (GWU), to achieve the P-GW/GGSN function.


    The SRC server has a maintenance interface and can be connected with the maintenance terminal via the network. The PM server is provided with P-GW/GGSN interface reference points and interfaces for maintenance and connected to opposing nodes.


    3.2 SRC


    The SRC monitors and manages resources in the servers and networks on the virtualized system. Equipped with a maintenance function that works in conjunction with the aMW to detect problems in a PM, it provides surveillance and notification capabilities comparable to those available with the aTCA platform.


    The SRC's design assumes that it will be used in a small-scale virtualized system. The SRC and VM implemented with the MVNO-GW application can be implemented on the same server as long as the vMVNO-GW is set up using the minimum configuration - helping to reduce initial investment in equipment. Migration is possible in conjunction with the MANO when the system is scaled up and platforms are shared with other systems.


    3.3 WebUI


    Provided with operation functions such as station establishment and maintenance of the vMVNO-GW applications available in the virtualized environment, the WebUI features user-friendly interfaces that maintenance personnel and vendor support representatives can easily use, making it possible to further reduce system support costs.


    With the WebUI, you can select which node types to use by changing the database settings when it is installed. The system is configured on the basis that it will be used by MVNOs, so it is also compatible with smallscale systems, allowing users to take advantage of webbased maintenance and operation functions that do not require a large-scale EMS.


    When linked with the SRC, the WebUI makes it easy to set up a virtualized environment with functions such as an automatic installation function, manual VM add/remove function, and auto-healing function.


    The automatic installation function allows maintenance personnel to run the VM installation procedure from the WebUI's GUI screen.


    The manual VM add/remove function lets maintenance personnel add or remove virtual machines from the WebUI's GUI screen.


    When adding VMs, maintenance personnel can also set the SRC, start up the VMs, and idle away newly added VMs.


    When a failure occurs, the auto-healing function rebuilds the VM on a pool server prepared separately by linking with the SRC - separating it from the server where the failure occurred.

  


  
    4. Future Plans


    Currently, it is examined that Home Location Register (HLR) and Home Subscriber Serv er (HSS) should be opened to MVNOs.


    By allowing MVNOs to own their own HSS, this would make it possible for them to issue and manage original SIMs and give them more flexible control over SIM activation. It would also allow them to leverage in-area user data to offer additional services tailored to user needs. Fig. 6 shows how an HLR/HSS can facilitate delivery of additional services.
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        Fig. 6 Additional services made possible by HLR/HSS.
      

    


    As the number of subscribers continues to increase, so too does the number of MVNOs, exposing each operator to ever more intense competition in the area of service delivery.


    Our goal is to provide MVNOs with the tools th ey need to expand their service offerings, streamline their operations, and grow their businesses. These include compatibility with an open HLR/HSS, linkage with traffic management solutions, and improvement in voice services.

  


  
    5. Conclusion


    In this paper we have discussed our vMVNO-GW system built around NFV technology - a system that we see as the core of future businesses and one which we intend to continue to develop and refine.


    Finally, we would like to express our deepest gratitude to those who have been helpful in this commitment and also those who gave advice to and cooperated with us when writing this paper.
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    1. Introduction


    Over the past few years, over-the-top(OTT) players have exploded and ramp up their services to meet rapidly growing demand for communications, content, and cloud-based offerings over the Internet. Nevertheless, in spite of the enormous increase in network traffic this has entailed, telecom carriers are now experiencing a situation where average revenues per user (ARPU) have hit the ceiling. And while carriers struggle to maintain revenues, the demand for new technologies continues unabated as new large-scale networks such as 5G and the Internet of Things (IoT) come onstream. To cope with this fast -evolving environment, telecom carriers are increasingly turning to software-defined networking (SDN) and netw ork function virtualization (NFV) to better facilitate prompt, flexible delivery of new services, while at the same time minimizing operating expenses (OPEX) and capital expenditure (CAPEX).


    In addition to music, video, data storage, and all the other services embraced by OTT, voice communication itself is becoming more diversified, resulting in best-effort voice services such as Voice over IP (VoIP). Yet even as demand for more diverse services increases and traffic volume expands exponentially, telecom carriers find themselves expected to deliver and assure secure, reliable voice communication services with high disaster-resistant, congestion-control operation capabilities, as well as the ability to support disaster prevention and crime prevention - a situation exacerbated in the wake of major natural disasters and the increasing threat posed by terrorism.


    In such an environment, the challenge posed to telecom carriers is daunting. On the one hand, they must find ways to reduce OPEX/CAPEX; on the other, they must be able to rapidly deploy and offer new services. And if all that weren't enough, they are also expected to improve disaster-resistant and congestion control capabilities. As part of its SDN/NFV solution lineup, NEC has developed powerful virtualized IP multimedia subsystem (vIMS) solutions that enable telecom networks not only to be more efficient and flexible, but also to offer more advanced and reliable voice communication services. In this paper, we will take a closer look at the vIMS solutions offered by NEC.

  


  
    2. Overview of NEC's IMS Products and Features


    2.1 Overview of NEC's IMS Products


    NEC has developed IP multimedia subsystem (IMS)1) products that incorporate IMS applications which are installed on hardware devices built to the Advanced Telecom Computing Architecture (ATCA) standard (the leading hardware standard for telecom carriers), and which form the core networks of mobile phone services. NEC also provides telecom carriers with solutions that help them deliver a wide range of optimized voice services.


    NEC's IMS products consist of a Proxy-Call Session Control Function (P-CSCF) and a Serving/Interrogating Call Session Control Function (S/I-CSCF). These are part of a control system that performs call control, a Telephony Application Server (TAS) incorporated in a service delivery system that controls additional mobile phone services, and an IMS Access Gateway (IMS-AGW) that controls packet and relays voice data.


    An IMS application sample is shown in Fig. 1. As this makes clear, introduction of IMS products to a telecom carrier's core network makes it possible to offer Voice over LTE (VoLTE) service in which voice calls using the LTE communication system are possible. This supports voice calls and video calls with high sound quality, minimal delay, and high stability. Moreover, high-speed data communication can be used even during a call.
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        Fig.1 NEC's IMS products and VoLTE service.
      

    


    2.2 Features of NEC's IMS Products and Technologies


    Typically, an IMS system consists of a CSCF that handles call control and a TAS that delivers services. NEC's IMS products, however, are distinguished by the provision of an IMS-AGW that controls voice data. This feature has been added to make the system more robust and secure.


    In an IMS system - especially VoLTE - terminals and the IMS core network are directly connected via IP. While this increases the openness and flexibility of the technology, it leaves open the possibility that malicious terminals can be used to engineer advanced security attacks on the IMS core network. Making their systems robust enough to withstand these kinds of security threats is of paramount importance for telecom carriers. One of the most common solutions is to install dedicated security gateway devices in front of the IMS core network to protect against attacks. However, this means that installation of security products other than IMS is necessary, introducing additional levels of complexity to operation and management, as well as increasing costs because of the need to incorporate additional equipment.


    By equipping the IMS products themselves with the necessary security functions, NEC now offers solutions that enable telecom carriers to easily protect against attacks on their IMS core networks. Specifically, as shown in Fig. 2, we provide functions that protect the back S/I-CSCF and TAS against attacks using SIP protocols for call control signals to the P-CSCF, which is the main entry point into an IMS core network. Moreover, when a service that handles voice media within a core network is offered, the IMS-AGW, which controls the RTP/RTCP protocols used for voice media, is installed at the entry point to the IMS core network, making the network even more robust.
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        Fig.2 Security measures using NEC's IMS products.
      

    

  


  
    3. Application of NFV Technology to NEC's IMS Products


    3.1 NEC's vIMS Solutions


    NEC is currently developing vIMS solutions - that is, we are incorporating NFV technology in the IMS products that operate on the ATCA described above. The main advantages of NFV technology are that it allows utilization of general-purpose servers based on open technology and fast, flexible introduction of new services. The application of NFV technology to IMS systems enables us to solve the problems listed below.


    (1) Reduction of initial introduction cost


    In conventional IMSs that run on dedicated hardware, incorporation of multiple applications such as P-CSCF, S/I-CSCF, TAS, and IMS-AGW requires the telecom carrier to invest in multiple hardware devices in order to launch an IMS service. As a result, initial investment in equipment and facilities is too much of a burden for telecom carriers who want to build a small-scale IMS service.


    However, the application of NFV technology makes it possible for the same resource to share and deliver multiple applications. Consequently, it is now possible to easily build a small vIMS system capable of operating multiple IMS applications on the same device (as shown in Fig. 3). This dramatically reduces initial introduction costs and allows the small-scale IMS services to be introduced quickly and easily.
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        Fig.3 Reduction of initial introduction cost.
      

    


    (2) Improved scalability on networks


    In cases where user transmissions in a particular area suddenly increase - for example, if there is a natural disaster or other major event, IMS core networks may have difficulty in making and maintaining connections due to the congestion caused by the increased traffic load on the P-CSCF entry point. With a conventional IMS system running on dedicated hardware, additional backup systems will be required in order to handle the increased load in times of crisis. All of this means more costs and more time will be required to build networks that are sufficiently robust and flexible.


    NFV eliminates these problems, making it possible to share the same resources between multiple IMS applications. When the load on the IMS core network increases as shown in Fig. 4, resources - such as P-CSCF, as well as S/I/CSCR and TAS - can be flexibly allocated from areas with relativ ely low loads and high margins - to the P-CSCF in areas with higher loads. This allows the telecom carrier to promptly and efficiently scale up its network as required.
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        Fig.4 Improvement of network scalability.
      

    


    3.2 Problems to be Solved


    In order to apply NFV to conventional ACTA-based IMS products, a technical contrivance must be built to operate the IMS-AGW, which is the primary feature of NEC's IMS products. In a conventional ATCA, the IMS-AGW depends on intrinsic processing performed by dedicated hardware in order to perform transfer processing of voice data packets.


    To apply NFV, it is necessary to turn the intrinsic processing performed by dedicated hardware into software and to achieve processing performance equivalent to dedicated hardware even on general-purpose servers. Nevertheless, a transmission system device for voice packets is more difficult to build than a TAS in a service system or a CSCF in a control system device because transfer delay and fluctuation can cause deterioration of voice quality. The biggest problem, then, is how to achieve processing performance equivalent to dedicated hardware on a general-purpose server.


    3.3 Technology Solutions


    In order to solve this problem, we decided to apply the open technologies shown below to the IMS-AGW. These technologies have also been adopted in our virtualized Evolved Packet Core (vEPC) which we used to apply NFV to packet transmission system devices.


    
      	Data Plane Development Kit (DPDK)

      This is a toolkit to achieve high-speed processing of packets without using kernels.


      	This is a toolkit to achieve high-speed processing of packets without using kernels.

      This is a technology that enables virtual machines to directly refer to and control the host's PCI devices.

    


    Also, as shown in Fig. 5, after integrating these open technologies, we develop devices to optimally allocate functions. For example, among the functions provided by existing IMS-AGW devices, functions that need highspeed processing such as packet transfer and mode control are allocated to the fast path, while functions hat can be processed at relatively lower speeds such as RTCP terminal control are allocated to the slow path.
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        Fig.5 Conceptual diagram of NFV technology to IMS-AGW.
      

    

  


  
    4. Future Commitment


    NEC conducted a verification test for the VoLTE service by linking VoLTE technology with the vIMS technology discussed above. The results demonstrated that the voice data relay processing performance matched that of conventional ATCA devices.


    In the future, by combining our new vIMS solution with the vEPC solutions we already offer, we will be able to help telecom carriers operate voice services and data communication services on the same virtualized platform. We are also committed to facilitating the rapid introduction of new services simply by adding network function virtualized software to the same platform.


    Beyond this, we plan to introduce software codec technology for use when NFV is applied to IMS-specific functions such as voice codec terminal processing and encryption, which are currently handled by dedicated hardware. We will also introduce hardware accelerator technology that efficiently optimizes hardware processing performance to complement function characteristics.

  


  
    5. Conclusion


    In this paper, we have looked at the technologies and involved in the development of the vIMS solutions we are currently working on. vIMS is part of our SDN/NFV solutions lineup and is specifically designed to help telecom carriers solve a variety of problems they now face such as the need to improve network scalability and reduce OPEX/CAPEX.


    We are aiming for commercial introduction of vIMS for telecom carriers in fiscal 2016 and intend to continue refining and deploying these technologies, thereby adding value for telecom carriers and end users.

  


  
    * LTE is a registered trademark of European Telecommunications Standards Institute (ETSI).
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    Abstract


    Under the rapid expansion of the IoT (Internet of Things) market that is associated with the sharp increase in IoT traffic, telecom carriers must be capable of dealing with the traffic requirements that vary between systems and of providing economic and stable networks. As a result, telecom carriers that only expect the volume of the traditional smart phone network traffic may often encounter technical difficulties and cost problems in trying to meet the demands of IoT users. At NEC we believe that IoT dedicated networking is essential to overcome these difficulties. This paper introduces the convenience, service flexibility and economy that can be brought about by the use of IoT dedicated networks. The paper goes on to describe the innovative technologies that will support implementation, such as the NFV (Network Functions Virtualization), MEC (Mo
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    1. Introduction


    IoT is attracting significant attention due to its capability of connecting various devices from the real world to the network. Starting with simple data collection and visualization, the IoT is now evolving continuously to include the remote control of devices and optimization of the systems in use. It is expected that this trend will lead to an increase in and diversification of the connected devices, as well as an expansion in the patterns of data usage.


    In this paper, we set forth the issues affecting the mobile networks that result from the expansion of the IoT. We then introduce countermeasures proposed by NEC, in the form of the “IoT-dedicated network”.

  


  
    2. Issues Involved in the Expansion of IoT Network Usage


    2.1 Increase in Traffic Amounts


    In the pre-IoT world, networks were used mainly by humans and the number of connected devices was limited because of its dependency on the population size. Meanwhile, in the world of IoT, everything is connected to the network so that the potential of connection expands considerably.


    Fig. 1 shows an estimation of the increase in the number of IoT devices. With about 5 billion units in 2015, the number of IoT devices is expected to multiply by about five times in the coming five years, or to be about 25 billion units in 2020. The growth in the number of IoT connected devices is expected to cause a rapid increase in the network traffic.
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        Fig.1 Estimation of IoT devices.
      

    


    As will be described in section 2.2, the types of resources required by the smart phones and IoT devices differ due to the differences of their traffic properties. Consequently, if the equipment is extended under the presumption that smart phones occupy a large part of the traffic as before, those resources not required by the IoT would be extended unnecessarily. On the contrary, there would also be cases in which equipment extension following the properties of the IoT traffic would result in preparing excessive resources for the smart phone traffic management.


    For example, it is known that the traffic of a sensor network composed of sensors including the Smart Meter used in the AMI contains a larger amount of control signals (hereinafter C-Plane) than the general user data signals (hereinafter U-Plane). If the network equipment for smart phones is extended to meet the traffic properties of such a sensor network, it is expected that the result would be optimum for the C-Plane but there would be significant excessive resources for the U-Plane.


    As described above, extension of the existing smart phone oriented network equipment according to the increase in the IoT traffic has a potential of hyper-expansion in the CAPEX (CAPital EXpenditure) and OPEX (OPerating EXpenses).


    2.2 Diversification of Traffic Requirements


    (1) Diversification and technical progress of the traffic requirements


    In the pre-IoT world where humans communicated with humans, the usage cases of networks were limited and traffic requirements such as the data quantity per device and the communication rate were fixed relatively. On the other hand, in the world of IoT where a large variety of devices are connected to the network, the traffic requirements are diversified considerably.


    Table shows the general traffic requirements for each type of IoT service usage case.


    
    
      Table Traffic requirements of each IoT service.
    
[image: e150308_02.jpg]


    For example, with the sensor network, the communication amount per device is low, so a high communication rate is not required, but the number of devices connected to the network is huge. The devices do not move about in the manner of the smart phones/cell phones. On the other hand, in the case of telematics such as in automated driving, the communication rate is required to be ultra-low latency as the devices keep on moving.


    As seen here, in the world of IoT the forms of network usage are diversified. In addition, it is often difficult to meet traffic requirements that are in a mutually contradictory relationship.


    (2) Flexibility of required service specifications


    Another issue posed by the differences in traffic requirements is the flexibility of service specifications, including the connection fee. Fig. 2 shows a chart of connection fee asked for by each type of IoT usage case.
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        Fig.2 Chart of connection fee required for IoT services.
      

    


    For example, the data amount per device is generally low in the sensor network so the quality of experience (QoE) of users, which is important with smart phones, is unnecessary. On the other hand, since a large number of devices in the sensor network need a communication function, the total connection fee would be enormous if a charge equivalent to the smart phone was billed for each device. In such a case, it would be difficult to maintain the service.


    As seen in the above, if the IoT devices/applications are accommodated in an existing smart phone network, mismatching will occur between the required circuit service specifications and the connection fee, a situation that would not only hinder activation of the IoT but would also reduce the profitability of the telecom carriers.

  


  
    3. Network Requirements in the IoT Age


    In order to cope with the issues discussed so far, we at NEC believe that a network must provide the following capabilities.


    (1) The capability of allowing equipment extensions according to the properties of the IoT traffic


    The network should adopt an architecture suitable for the IoT that can optimize the network according to the properties of the IoT services and minimize the CAPEX/OPEX spent for equipment extensions, etc.


    (2) The capability of dealing with diverse traffic requirements


    To deal with diverse traffic requirements, the architecture should be flexible enough for enabling optimum deployment of network functions and resources according to usage cases and user status.


    The network requirements for the IoT include the following.


    
      	Low-latency processing

      The capability of responding to information and requests from terminals in the order of from 1 to 100 ms.


      	High traffic concentration (high speed, large capacity)

      The capability of transmission and reception at high data rates with several terminals in a specific area (in case the traffic density in an area is increased locally).


      	Massive connections concentration

      The capability of handling local increases in the connection density in a specific service area where multiple terminals are accommodated and of conducting data communications.


      	Peak traffic concentrations

      The capability of dealing with peak traffic by preventing congestions and latency by means of dynamic modification of the network functions and resources.


      	Distributed processing

      The capability of performing distributed processing by making use of core wireless and wireless access layers when the cloud processing of each service becomes excessive because a large number of terminals are accommodated over a broad area.

    


    In addition, a network is also required to permit performance of the allocation of charge rates easily and to have customer management optimized for each IoT service; e.g., by assigning the bandwidth or separating the billing for each of the diverse traffic properties.

  


  
    4. IoT-dedicated Networking with NFV


    4.1 Concept of IoT-dedicated Network


    We propose an IoT-dedicated network as the solution to the issues discussed above.


    The IoT-dedicated network is a network optimized for IoT services and separated from the traditional smart phone oriented networks. It bui lds the E PC (Evolved Packet Core) nodes, including the MME (Mobility Management Entity), P-GW (Packet data network Gateway) and S-GW (Serving Gateway) for each service. Fig. 3 shows the concept of the IoT-dedicated network and Fig. 4 shows an example of its configuration.
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        Fig.3 Concept of the IoT-dedicated network.
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        Fig.4 Example configuration of an IoT-dedicated network.
      

    


    For example, when building a dedicated sensor network, it is possible to build a mobile network that is tuned optimally according to the C-Plane/U-Plane ratio proper to a sensor network in which a large number of devices are connected.


    By building such a network on the same platform as an ordinary network by using the NFV function, it is possible to extend the equipment according to the properties of IoT traffic with reduced CAPEX/OPEX.


    Additionally, optimization of network services and resources using the MANO (Management and Orches -tration) and use of l ow-latency processing using MEC (Mobile Edge Computing) enable the flexible handling of the diverse traffic requirements of the IoT.


    In the following sections 4.2 to 4.4, we describe the technologies necessary for building an IoT-dedicated network.


    4.2 NFV for Flexible Architecture


    NFV is the technology that turns the network functions previously implemented using dedicated hardware into software, and runs it on a general-purpose server. The improvement in performance of general-purpose servers and the progress of server virtualization as seen with the hypervisor have made it possible to secure performance, scalability and reliability that is applicable even to carrier networks. By building a virtualized IoT-dedicated network utilizing NFV technology and by optimally deploying resources according to service requirements, it becomes possible to implement network infrastructures that are flexible, economical and optimized for the IoT.


    4.3 MANO for Dynamic Configuration Changes


    MANO is the orchestration function that operates and manages services and resources in an integrated manner in the NFV environment. When the virtualized IoT-dedicated networks are diffused, it becomes necessary to optimize the resource and function deployment of the entire network dynamically, as well as to introduce services quickly.


    The use of MANO enables the dynamic processing of resource allocation to the core network as well as achieving flexible and quick configuration changes to the IoT-dedicated network according to the real-time traffic situation.


    4.4 MEC


    The MEC is the technology that performs the IT processing, which is usually done in the cloud of the Internet, at the edge of the mobile network and closer to the users (base stations, etc.). The use of MEC makes it possible to handle the service requirements that necessitate real-time processing or analysis of huge amounts of data without imposing too much burden on the core network and data center. For example, in the implementation of a mission-critical service that needs data transmission/reception at an ultra-low latency, such as for collision avoidance of automatically operated vehicles. Building the network by using MEC makes it possible to eliminate the effects of the transmission delay according to distance.

  


  
    5. Applications to Usage Cases


    5.1 Traffic Control


    Fig. 5 shows an outline of a traffic control usage case. The network collects and analyzes big data (sensor information and images) from multiple IoT devices on the roads (vehicles, signal systems, etc.) Thereby predicting traffic situations such as collisions and congestions in real time provides notification via road-to-vehicle and inter-vehicle communications. This procedure enables traffic control for congestion easing, collision avoidance and coordinated driving.
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        Fig.5 Traffic control.
      

    


    This usage case is required to reduce the latency in road-to-vehicle and inter-vehicle communications to between 1 and 100 ms. Particularly, in the mission-critical services such as in collision avoidance, the required latency should be achieved with a reliability close to 100%. It is also required to provide the vehicles moving at ultra high speeds with a highly reliable means of communication for connecting them with millions of IoT devices on the road. Nevertheless, with the traditional mobile network, the long data transmission distance between the IoT devices and the cloud system provides service results that produce propagation latency according to the distance. This leads potentially to latency in the road-to-vehicle and inter-vehicle communications being unable to be reduced to the range between 1 and 100 ms. In addition, optimization is also required to provide highly reliable communications for vehicles moving at ultrahigh speeds.


    It is only after the IoT-dedicated network using the NFV is tuned optimally to meet the low latency and high reliability requirements specific to the traffic control and is built using the MEC that the service requirements for the low latency and high reliability can be fulfilled perfectly.


    5.2 Real-time Image Distribution for a Stadium Audience


    Fig. 6 shows an example of real-time image distributions according to the wishes of viewers as a usage case of IoT-based entertainment. When the 4K movie streaming of ultra high definition became popular, a viewer of a soccer game, for example, could automatically track the performance of a favorite player or refer to the related statistical information using the image attribution information. In the stadium, it is also possible to collect image samples from cameras and wearable terminals at the site, generate images from viewpoints according to the demands of spectators (viewers) and distribute them selectively. The spectators (viewers) can also find facilities in the stadium using the navigation service or receive ads matching their demands.
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        Fig. 6 Real-time image distribution to meet
      

    


    This usage case requires accommodation of huge communication traffic from multiple viewers, particularly for a large-scale event. To provide the individual viewers with ads and navigation with AR (Augmented Reality), it is also required to analyze the viewers' positions and demands and to distribute contents to them in real time (about 100 ms).


    However, an ordinary mobile network may be unable to provide high-quality services due to congestion particularly when a large number of connections and a large amount of communication traffic is produced in a specific area. The IoT-dedicated network using NFV can tune the network functions and resources dynamically according to the traffic requirements for multiple connections and large capacities, and can meet the service requirements under such conditions.

  


  
    6. Conclusion


    In the above, we introduced the IoT-dedicated network as a network technology for supporting communications in the age in which the IoT is becoming more popular.


    The technology introduced here can meet the diverse traffic requirements of the IoT and build a communication network that is safe, secure and economic.


    At NEC, we believe that this solution can lead to improve the social value of the networks that support IoT and we are determined to pursue further social ideals based on applying the present technology.
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    Abstract


    The introduction of Software Defined Networking (SDN) that targets the facilitation and advancement of network operation control began in the data center (DC) domain. However, it is expected that in future it will be deployed in the transport domain of the telecom carriers. In addition to layer 2/3 packet communication equipment, a large assortment of diversified multilayer communication systems are used in the transport domain. These include the layer 0/1 communication equipment, such as WDM optical transmission as well as microwave radio transmission systems. The SDN that is designed to match the characteristics of these types of communication equipment is called the Transport SDN.


    This paper introduces the transport SDN solutions of NEC that enable: "advanced automation of operational control", "quick service provision and continuation" and the "provision of high added value for the network services based on transport control linked with the cloud services". This advance is achieved by implementing the comprehensive network operations and control job flows with software.
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    1. Introduction


    Mobile access from smartphones, Internet access such as the fiver to the home (FTTH) and the data transfer services such as the corporate-oriented virtual private network (VPN) services still result in a traffic increase at an annual rate of more than 50%1). However the fees paid by the users remain approximately at the same level. The profits of telecom carriers are therefore declining because of the facilities required for the secure transfer and the increasing traffic and also the expenditure required for operations of these facilities. As a result, it has become an urgent task for the telecom carriers to improve greater profitability. In order to achieve this, the telecom carriers are expected to expand the sales by improving the added values of the services, reducing the operation costs by increasing the equipment capacity and reduce the service operation costs by improving the efficiency and ease of operation.


    Under such circumstances, SDN solutions are attracting attention because of their capability of "facilitating the network operations", "increasing the service provision speed" and "improving added value by the simultaneous provision of networking and services"2) 3).


    At NEC, we have proposed the "carrier SDN/NFV solutions" and are advancing R&D by focusing on the following four domains as shown in Fig. 1.


    
      	Data center SDN


      	Network Functions Virtualization (NFV)


      	Transport SDN


      	Operation & orchestration
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        Fig. 1 NEC's carrier SDN/NFV solution.
      

    


    In this paper, we focus on the "transport SDN". This is an SDN that matches the characteristics of the transport domain and is oriented towards the telecom carriers.

  


  
    2. Transport SDN Solution


    2.1 What is NEC's Transport SDN Solution?


    As shown in Fig. 1, the transport SDN targets facilitating and advancing operational control in the Core, Metro and Access domains of the telecom carriers. NEC's transport SDN is an extension of the SDNs that have already been introduced in the data center (DC) domain, in accordance with the required transport network characteristics of the telecom carriers. The transport SDN extension consists of the following:


    (1) Increased compatibility with various types of diversified multilayer communication systems


    The transport network is composed not only of packet communication equipment such as the IP routers, Ethernet switches and Multi-Protocol Label Switching – Transport (MPLS-TP), but also of various types of diversified multilayer communications equipment such as: the long-distance optical transmission systems, optical cross-connect systems, Optical Transport Network (OTN) and Synchronous Digital Hierarchy (SDH) as shown in Fig. 2. As a result, the transport SDN is required to be compatible with various types of communication equipment as mentioned above as well as with the packet communication equipment.
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        Fig. 2 Examples of communication equipment accommodated by transport SDNs.
      

    


    (2) Extension of compatibility with legacy communication equipment


    With regard to the traditional transport networks, different communication equipment was employed for each specific service. In such cases, the equipment was used continually for long periods of 5 to 10 years, once a service had been started. As a result, it was difficult to replace the communication equipment in a short period, whereas the generation change should optimally take a long time. This means that it is not desirable to introduce a transport SDN solution that necessitates the renewal of communication equipment. To deal with this issue, NEC has planned a smooth migration from the existing transport network to the SDN-compatible transport network of the future (Fig. 3).
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        Fig. 3 Migration to transport SDN.
      

    


    2.2 NEC's Transport SDN Solution


    A target of NEC's transport SDN solution is to control and to dramatically facilitate operations of a transport network composed of multilayer and various communication tools of multivendor. In order to achieve it, we implement the comprehensive operation manuals and business flows with software. Consequently, it enables the following items.


    
      	Automation of operation management/control of multivendor, multi-domain, multivendor transport network (elimination of human errors)


      	Quick and continual service provision


      	One Stop on Demand provision of network & cloud services based on linkage with DC-SDN/NFV

    


    2.3 Architecture and Technological Outline of the NEC Transport SDN


    Fig. 4 shows the NEC transport SDN architecture. The transport SDN is composed of the transport network that transfers data and the transport SDN controller that controls the network. The transport network is composed of various types of diversified communication equipment in multiple layers, from layers 0 to 3. With the layers 0 to 2 of the communication equipment, the Element Management System (EMS) specific to each piece of equipment is introduced. The EMS is also handled as being included in the transport network.
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        Fig. 4 Architecture of NEC's transport SDN.
      

    


    The transport SDN controller sets the path of each service and controls the operation status monitoring according to service orders from the higher-level system such as the service orchestrator and also according to the operation resource information from the transport network.


    The main function modules of the transport SDN controller are the network driver, abstraction module, virtualization module and operation/control application module.


    The "network driver" is the software for exchanging information between the inside of the transport SDN controller and the transport network (EMS and communication equipment). It performs con version between the external interface of the connected EMS or communication equipment and the interface used inside the transport SDN controller. It is the network driver that enables the introduction of the transport SDN on an existing transport network.


    The "abstraction module" is the function module for the simplified notation of the network configuration and for the facilitation of operations by expressing the diversified communication equipment uniformly as nodes, links and ports regardless of the layers and models. It is this function module that allows the operator to control the network easily without awareness of the complicated layers, domains and communication equipment.


    The "virtualization module" divides the abstracted network logically per service and provides virtual networks. A typical example of a virtual network is the enterprise VPN.


    The "operation/control application module" includes the operation and control applications deployed in the virtual networks. It mounts the applications required for the operation flow in each virtual network in order to automate and facilitate the operations. Typical examples of operation/control applications include the multilayer path calculation, multilayer provisioning and multilayer restoration applications.


    As described in the above, with NEC's transport SDN, introduction of the network driver has made possible its application in an existing transport network, the abstraction integrates the control of multi-domain/multilayer communication equipment and the operation and control applications automate and facilitate the operation flow.

  


  
    3. An Actual Example of an NEC Transport SDN System


    This section introduces the NEC transport SDN solution by taking a multilayer transport network using NEC-made communication equipment as an example (Fig. 5). The transport network in Fig. 5 is composed of the wireless domain using radio communication equipment iPASOLINK200, the packet domain using packet communication equipment DW7000 P-OTS and the optical domain using the DW7000 ROADM. These items of communication equipment are existing equipment and this example does not include a standard SDN interface such as OpenFlow.


    
      [image: e150309_05.jpg]

      
        Fig. 5 Transport SDN communication equipment.
      

    


    Each item of communication equipment has an EMS for the equipment management, and the transport SDN controller controls and collects information from the communication equipment by utilizing the external interface of the EMS. Fig. 6 shows an example of a graphical user interface (GUI) of the transport SDN controller. Using the abstraction module of the transport SDN controller, the communication equipment on the GUI is expressed as nodes, links and ports regardless of the type. Transport paths can be set on the abstracted transports using the operation/control applications.
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        Fig. 6 GUI of the transport SDN controller.
      

    


    Fig. 7 shows an example of a display on a transport SDN controller during auto recovery (restoration) from a fault. When a fault occurs, the transport SDN controller is notified of the fault information by the transport network. The transport SDN controller displays the fault location and starts the restoration job flow that is described as software. The restoration job flow computes the routing path from the new transport topology, eliminating the faulty link using the Multi-Layer Path Computation Element (ML-PCE) function and sets the path to the transport network.
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        Fig. 7 Example of visualization of restoration process.
      

    


    In this way, the routes and faults of the transport paths can be visualized regardless of the type of communication equipment and the frames of the layers so that the operational efficiency can be improved dramatically.


    It is also possible to build a network & cloud (DC-SDN/NEV) service platform in linkage with the service orchestrator, which is the higher-level system to the transport SDN. The one-stop service of the network and cloud service enables more advanced service provisions featuring elimination of user troubles. This is achieved by integrating the service reception, rapid provision of end-toend cloud services covering the network and easy identification/measures that deal with the effects of faults on the cloud service.

  


  
    4. Conclusion


    In this paper, we introduced NEC's transport SDN solution that enables "thorough automation of operation control", "quick service provision and continuance" and "provision of high added value for transport linked with the DC-SDN/NEV". This solution implements the transport operation and controls the flow with software.


    NEC's transport SDN solution features applicability to existing transport networks that lack SDN compatibility. "Change without Change" that can change operations without a change in assets is the target at which NEC's transport SDN solution is aimed.

  


  
    * Ethernet is a registered trademark of Fuji Xerox Co., Ltd.


    * OpenFlow is a trademark or registered trademark of Open Networking Foundation.
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    Abstract


    As smartphones continue to proliferate, communication service providers (CSPs) today must deal with constantly growing volumes of communications traffic that vary both in quality and quantity, making it much more difficult to assure the performance of applications and services, while maintaining stable and reliable quality. To address this, NEC has developed Traffic Management Solution (TMS), a specially configured suite of products that optimally controls communications traffic to provide end users with dependable, high-quality smartphone usage environments. By optimizing and streamlining traffic flow to assure user satisfaction, NEC's TMS helps maximize return on investment (ROI) by enabling communication service providers to increase average revenue per user (ARPU), capital expenditure (CAPEX) and operating expenditure (OPEX), as well as making it possible to create new revenue-generating services.
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    1. Introduction


    The explosion in smartphone usage over the past few years has led to a huge increase in the volume of traffic on mobile networks. With the number of users and the amount of traffic expanding so rapidly, mobile network operators (MNOs) and mobile virtual network operators (MVNOs) find it increasingly difficult to profit from communication services for end users inherent in the increased traffic, while holding down the costs generated by those services.


    NEC's Traffic Management Solution (TMS) has been designed to provide network operators with the tools they need to deal with the negative impact of increased traffic, while leveraging the optimal control over communications traffic that NEC's TMS provides to create new value streams.


    In this paper, we will introduce you to the features of NEC's TMS, describe the key solutions, and give some practical examples of the system in action.

  


  
    2. Overview of NEC's TMS


    2.1 Summary of the Solutions


    An overview of NEC's TMS is shown in Fig. 1. TMS is a suite of solutions deployed in the interface connected to CSP's LTE/3G system via the Internet.


    
      [image: e150310_01.jpg]

      
        Fig. 1 Positioning of TMS.
      

    


    These solutions offer three major values - namely, throughput acceleration, traffic reduction, and monetization (as shown in Fig. 2). By controlling the traffic flowing into the CSP's network, TMS enables smartphone users to enjoy such benefits as a more reliable communications environment, superior cost performance, and access more secure, more convenient services.
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        Fig. 2 Values offered by TMS.
      

    


    TMS also offers CSP's significant benefits, including increased use of these services by end users, reduced CAPEX and OPEX, and increased profit resulting from the creation of new services.。


    22.2 Main Features


    The main features of TMS are as follows.


    (1) Traffic optimization function for agile adjustment to changing traffic trends


    Uses a variety optimization functions to improve network performance. For example, it improves throughput by enhancing compatibility with increased speed across a radio access network (e.g., LTE-Advanced) and reduces traffic in order to control rapidly increasing bandwidth and data volume.


    Also, as shown in Fig. 3, the proportion of encrypted content (HTTPS traffic) in all communications traffic has been increasing in recent years. This means that conventional traffic control measures designed for ordinary conventional HTTP communication are no longer adequate to the task.
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        Fig. 3 Breakdown of all communications traffic (based on NEC's research).
      

    


    Incorporating an original algorithm developed by NEC, TMS is able to accurately detect the type of content - even if it is encrypted - and control the traffic flow rate appropriately, while maintaining a high quality of experience (QoE) for end users.


    (2) Visualization of network performance and optimization effects


    This function analyzes the usage tendencies of end users by determining, in real time, the types of services currently in use and traffic characteristics such as usage time and location. It is also possible to quantify the QoE with a standardized objective indicator called mean opinion score (MOS) and visualize it on the map.


    MVNOs who wish to effectively utilize network bandwidth leased from MNO can also simulate the reduction in line usage fees (OPEX reduction effects) based on the reduced volume of traffic.


    (3) Starting small and ensuring scalability


    It is now possible to quickly and easily configure a virtualized system inside a single IA server, allowing CSPs to start out on a small scale without having to make a large investment. Later, the system can be scaled out as required by combining virtualization and appliances. Moreover, since no changes need to be made to the core network system, introducing these services is a simple matter of adding TMS.


    (4) Flexible customization


    NEC's TMS is a modularized system that allows CSPs to pick and choose only the functions they need. For example, an MNO might wish to select only those solutions that support a more reliable communications environment for end users, while MVNO would likely opt for solutions designed to improve usage efficiency within network bandwidths leased from MNO.


    NEC's TMS is also flexible enough to work in conjunction with existing traffic optimization systems from other providers. For example, adding TMS solutions for HTTPS communications would enhance the network's traffic control measures, while continuing to take advantage of the existing system.

  


  
    3. Outline of TMS Solutions


    The outline of TMS solutions is shown in Fig. 4.
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        Fig. 4 Outline of TMS solutions.
      

    


    As shown in Fig. 4, NEC'S TMS offers four key solutions: (1) throughput acceleration, (2) traffic reduction, (3) monetization, and (4) traffic analysis/visualization. Solutions can be provided separately or in a combined package, with each solution tailored to solve the specific problems faced by individual CSPs.


    3.1 Throughput Acceleration


    Applied to the communication routes between terminals and servers to minimize impact on end-to-end quality and minimize the need for retransmission due to packet loss, TCP optimization improves throughput and maximizes end user QoE.


    Parameters can be optimized for each session according to network characteristics and conditions, making it possible to improve QoE by reducing packet jamming in congested areas and congested time zones, thereby minimizing any decline in throughput.


    3.2 Traffic Reduction


    TMS enables MNOs to reduce CAPEX and MVNO to save on fees paid to MNOs by using various techniques to reduce the volume of traffic, such as pacing and caching, as well as by compressing movie, still image, and text content.


    Moreover, by taking advantage of the predictive pacing technology developed by NEC Central Laboratories, which adjusts transmission volume according to traffic conditions, it is also possible to significantly improve QoE during video playback at congested points.


    3.3 Monetization


    NEC's TMS also makes it possible to offer URL filtering that blocks access to specific sites and to insert ads when websites are being accessed. By providing users with a safe, reliable environment, as well as information targeted at their needs, you can build a new business model while improving customer satisfaction.


    3.4 Traffic Analysis/Visualization


    Traffic passing through TMS can be aggregated, providing a data source that can be used to visualize the current traffic conditions in the network. Analysis of the visualized data makes it possible to determine what aspects of network operation need to be improved. The data can also be used for service and facility planning.


    NEC also offers a solution that digitizes QoE and shows the results on a map. This helps improve operational efficiency by showing network operators where communication quality is poor so that they can strengthen the base stations in those locations.

  


  
    4. Case Studies


    NEC's TMS has been adopted by numerous CSPs in Asia and other regions, and has proven effective in reducing costs and increasing profits. Some representative examples are shown in Table.


    
    
      Table TMS usage examples.
    
[image: e150310_05.jpg]

  


  
    5. Conclusion


    In this paper, we have introduced and summarized NEC's TMS, which, by facilitating control and monitoring of network communications traffic, helps CSPs solve various issues such as costs and performance, as well as enabling them to create a more reliable smartphone usage environment for end users, improve ARPU and reduce CAPEX/OPEX, and provide new value-added services.


    Flexibly designed to adapt and respond to the latest technology and market trends, NEC's TMS will always be able to help increase both the CSPs' ROI and the end users' satisfaction. For a detailed technical description of TMS, see “NEC's Traffic Management Solutions (TMS) Component Technologies” (pp. 50–53) in this special issue.


    NEC's TMS is a proven solution for the problems that face CSPs today and we encourage any company struggling to deal with these issues to seriously consider introducing NEC's TMS to their application mix.
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    Abstract


    NEC's Traffic Management Solution (TMS) is a comprehensive package of technologies designed to overcome the significant management challenges faced by today's communication service providers (CSPs), enabling them to manage communication traffic as required to maintain maximum operational efficiency and ensure high-performance delivery of critical services. This solution consists of four products centering on TMS Media Optimizer (TMS-MO), a traffic optimization engine, deployed in the core network of CSPs. Optimization technologies include TCP optimization to improve throughput, SSL Pacing to reduce traffic, a dynamic control to maximize efficiency, and a visualization function to visualize network conditions. As Internet technology is constantly evolving, NEC will continue to stay on top of current technological trends and aggressively incorporate new technology into our management solutions for CSPs.
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    1. Introduction


    NEC's Traffic Management Solution (TMS) suite is specifically designed to help communication service providers (CSPs) effectively manage many of the critical issues they are currently dealing with, such as the need to increase average revenue per user (ARPU), while reducing operating expenses (OPEX) - issues that can be solved by increasing the speed of communication traffic and reducing bandwidth usage.


    This paper introduces our TMS architecture, which has been designed to optimize the flow of communication traffic and ensure that the system can adapt smoothly to changing communication requirements. To give the reader a proper grounding in the subject, we will also describe in detail the component technologies that support the various functions provided by TMS.

  


  
    2. Overall Architecture


    2.1 Component Configuration


    NEC's TMS architecture consists of four products, the main component being TMS Media Optimizer (TMS-MO), which is a traffic optimization engine (Fig. 1). Users can select the required components and functions and deploy them appropriately.


    
      [image: e150311_01.jpg]

      
        Fig. 1 TMS component configuration.
      

    


    (1) TMS-MO


    This technology offers functions to improve throughput and reduce traffic, such as TCP optimization and SSL Pacing. It also incorporates a dynamic control that executes optimization as and when needed, adjusting traffic throughput according to network conditions and an Internet Content Adaptation Protocol (ICAP) support function that provides value-added services.


    (2) TMS Visualizer


    The visualizer uses TMS-MO's traffic logs to generate a visual representation of traffic flow and quality of experience (QoE).


    (3) TMS Service Controller (TMS-SC)


    This generates optimization control policies based on user profiles and passes them to TMS-MO.


    (4) Load Balancer


    This distributes inbound traffic to TMS-MO.


    2.2 Deployment in Networks


    Capable of managing various control and operation flows - from pulling traffic via the load balancer to optimization control and visualization - TMS-MO and TMS Visualizer can be easily deployed without affecting the behaviors of other systems that are up and running (Fig. 2).
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        Fig. 2 Deployment in networks.
      

    


    Deployment of TMS-SC also enables you to achieve solutions with higher added value, while effectively utilizing existing assets and cooperating by linking with carrier backbone systems and backyard systems.


    2.3 Virtualization


    TMS is also compatible with virtualized platforms. By aggregating the functions in an IA server, you can start on a small scale. You can also flexibly scale out the system according to the scale of introduction and traffic conditions, making possible more efficient and flexible planning.

  


  
    3. Component Technologies


    3.1 TCP Optimization


    By setting TCP parameters such as wind ow size on the wireless side and Internet side respectively, while separating any TCP sessions targeted for optimization by TMS to prevent any deterioration in end-to-end communication quality, this technology improves throughput while avoiding network congestion. Encrypted traffic (HTTPS) can also be controlled, making it possible to significantly improve optimization effects.


    3.2 Pacing


    By monitoring network throughput, this technology makes it possible to predict future throughput and keep track of how much buffer is available, which facilitates dynamic control of flow volume. This helps minimize unnecessary data communication, while ensuring smooth distribution of high-data-volume items such as videos without playback interruptions. Adaptive bit rate (ABR)traffic - whose bit rate changes according to playback conditions - is also optimized in real time to reduce traffic and increase throughput.


    3.3 SSL Pacing


    Pacing technology is also applied to secure communication (SSL traffic). This technology analyzes traffic patterns and characteristics to reduce bandwidth and data volume in encrypted traffic, while maintaining the QoE (Fig. 3).
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        Fig. 3 Traffic reduction via SSL Pacing.
      

    


    3.4 Media Optimization


    (1) Video


    Thanks to support for most major video formats and an encoder that handles high-compression video conversion, traffic volume is significantly reduced, while the number of simultaneous connections is increased.


    (2) Image


    Image data of various formats are compressed and distributed in real time.


    (3) Text


    Non-degraded, real-time compression of text data is possible.


    3.5 Cache


    (1) Transparent cache (video cache)


    By caching video content in TMS that generates high-volume traffic, we have reduced the bandwidth on the Internet side, while decreasing the response time for requests from terminals, improving the QoE. The cache method that we have adopted is multi-dimensional histogram ranking management - an original NEC cache lifetime management method which optimizes storage capacity, while ensuring cache availability. This minimizes the negative impact on hit rates due to the lack of cache, while keeping down the increased costs generated by excessive caching (Fig. 4).
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        Fig. 4 Multi-dimensional histogram ranking management.
      

    


    (2) Web Cache


    As with the transparent cache, the web cache provides an efficient, cost-effective caching solution for web text and images.


    3.6 Dynamic Control


    (1) Dynamic TCP Tuning


    TMS automatically detects network quality and dynamically adjusts various TCP parameters (Fig. 5) accordingly. Achievement of finer TCP optimization control helps maximize throughput. This means that even ultra-high-speed networks, such as LTE-Advanced and 5G, can achieve maximum network performance, while networks whose traffic volume fluctuates unpredictably can be controlled in real time assuring that the user QoE is maintained at all times.
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        Fig. 5 Dynamic TCP tuning.
      

    


    (2) Dynamic Bandwidth Optimization


    As with dynamic TCP tuning, network conditions are detected in each communication session. Traffic volume can be reduced by optimizing discrete content (pacing, media optimization, etc.) only when traffic is congested.


    3.7 Visualization


    (1) Traffic visualization


    The traffic logs collected by TMS are analyzed, enabling a visual representation of optimization effects and network access conditions to be generated.


    (2) QoE visualization


    TMS's traffic logs also make it possible to visualize the QoE. Location where QoE has dropped below optimal levels can be seen on the map, enabling mobile network operators (MNOs) to identify weak spots in the network and plan the configuration of mobile base stations.


    3.8 Policy Control


    This is a function to control optimization based on specific policies including time zones, networks, and URLs. By setting it to work with an external system such as a policy and charging rules function (PCRF), you can


    3.9 ICAP Support


    ICAP helps deliver value-added services by processing the traffic that passes through TMS. For example, in a URL filtering function that restricts connections to malicious sites, TMS and filtering servers are connected via the ICAP interface and together determine whether or not the connection to the requested URL should be allowed, preventing or allowing the connection accordingly. CSPs can also create new sources of income by providing value-added services to users.

  


  
    4. Conclusion


    In this paper, we have described the architecture and component technologies that make up NEC's TMS, a combination of technologies designed to optimize the flow of data and communications traffic. As Internet technology continues to advance, NEC is committed to staying on top of technological trends in order to ensure that our optimization solutions remain effective and reliable.

  


  
    Authors' Profiles


    
      KAYAHARA Masayuki
    


    
      Department Manager

      Carrier Services Division
    


    
      KUROSAWA Yusuke
    


    
      Manager

      Carrier Services Division
    


    
      IIDA Tomoyuki
    


    
      Manager

      Carrier Services Division
    


    
      ISHIZUKA Yukari
    


    
      Assistant Manager

      Carrier Services Division
    

  


  
    
      The details about this paper can be seen at the following.
    


    Related URL:


    
      Traffic Management Solution
    


    
      http://www.nec.com/en/global/solutions/nsp/tms/
    

  


  
    
      Special Issue on Telecom Carrier Solutions for New Value Creation
    


    
      Transport systems to cope with the rapidly increasing traffic
    

  


  OpenFlow Ethernet Fabric for Large-Scale Data Centers


  
    TAKASHIMA Masanori, TORIGOE Keisuke, OKUMIYA Keiji, SUZUKI Yoji
  


  
    Abstract


    As cloud services, big data, virtualized data centers, and IoT become ever more critical to the operation of today's businesses, there is a growing need for dynamic, elastic network services capable of keeping pace with the growth of data centers. This paper introduces the OpenFlow Ethernet Fabric (OEF), an innovative network architecture used in our UNIVERGE PF Series, which offers large-scale data centers the extensibility and flexibility they need in today's rapidly evolving computing environment. OEF is a leaf-spine network fabric that boasts excellent cost performance. To get around the need to use 4,904 VLANs, the OEF uses the QinQ method. This paper examines network virtualization with OEF, as well as reviewing the issues faced by data center operators and providing a general overview of OpenFlow Spec Version 1.3 and OCP White Box, which are used in the UNIVERGE PF5340.
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    1. Introduction


    To keep pace with the rapid and dramatic changes that are disrupting today's business and market environments, more and more firms are leveraging the power of cloud computing, big data, and IoT to add value to the services and products they provide. The heart of this new information-oriented world is the data center. But responding to the needs of users is not easy when their requirements cannot be reliably predicted. This means that data centers need to install expandable systems that allow them to quickly offer new services and add capacity as necessary. At the same time, the new technologies proposed to meet these challenges require data centers to employ personnel able to deal with a rapidly changing software and hardware environments.


    The UNIVERGE PF Series features a newly developed architecture designed to power the growth of data center businesses by enabling them to quickly scale up to meet demand, while solving the issues involved in adapting to new technology. Our new architecture makes it possible to scale up a data center that started small scale using network virtualization to build a multi-tenant network that can be configured in order for each tenant to get their own virtual network so that users are isolated form one another, while orchestration software manages and integrates all the servers and networks. This new architecture uses the reliable QinQ (IEEE 802.1ad) method, which has been found to effectively minimize the difficulties associated with the introduction of new technology, allowing telecom operators to innovate and expand while taking advantage of the human resources and technological expertise they already possess.

  


  
    2. Social Requirements for the Advancement of ICT


    2.1 Issues of ICT Complexity


    As ICT evolves, its importance to the advancement of social and public infrastructure - such as urban infrastructure, agriculture, disaster prevention, traffic, healthcare, and energy - is increasing demand for technology specifically designed to respond to these needs. To address these requirements, NEC is supporting the advancement of ICT by focusing on four key areas - Software-Defined Networking (SDN), cloud computing, big data, and safety. We will contribute to establishing a better social infrastructure under the slogan "A richer life for people".


    At the same time, while ICT for social infrastructure provides significant benefits, it also adds new layers of complexity to management and operation. So, for example, when a network system needs to be built or modified quickly, bottlenecks in management or operation can frustrate attempts to move forward. This added complexity also makes it more difficult to recruit and retain personnel with the expertise and flexibility to handle highly complex systems.


    This makes the development of a reliable, efficient system that can alleviate the complexity and human resource issues of conventional ICT systems that's not just good business, but a public good as well.


    2.2 The Growing Importance of Data Centers


    As they seek to maintain growth of their businesses, corporations are expected to strive to, which in turn will propel growth of big data and cloud computing. Similarly, incorporation of IoT in public and social infrastructure will further accelerate this trend. But all of this depends on data centers where the cloud networks that process the big data and make possible a wide range of services are housed.


    However, it is difficult for data centers to expect and build capacity for customer demands. Ongoing market volatility means that today's companies only invest as and when required, making it almost impossible to predict future needs. What this means is that data centers need to flexible enough to respond to changing demand. In other words, they need a system that's scalable, cost-effective, and that can be added to incrementally, while maintaining maximum performance and without interrupting service.

  


  
    3. OCP-Based White Box Switches


    The Open Compute Project (OCP)1) was established in order to standardize (convert to open source) all hardware for data centers - such as servers, networks, storage devices, and racks. As of today, the10 G and 40 G White Box switches with Ethernet interface have been set as the standard for the network device specifications.


    The UNIVERGE PF5340 (Photo) is a newly developed switch that incorporates NEC's SDN technology in its hardware platform (based on the industry-standard OCP), and is capable of providing better network service functions at higher speed and lower cost. The advantage of adopting the OCP is its ability to concentrate value as a network system. In other words, prompt adoption of standardized hardware that meets the needs of data center operators is now possible.


    
      [image: e150312_01.jpg]

      
        Photo UNIVERGE PF5340 (Top: 10 G switch, Bottom: 40 G switch).
      

    

  


  
    4. OpenFlow Spec. Version 1.3


    OpenFlow Spec. Version 1.3 is designated as a stable version by the Open Networking Foundation (ONF)2), a user-driven standardization organization dedicated to development and promotion of SDN through open standards development. The biggest change from OpenFlow Spec. Version 1.0 - the previous de facto standard - is that pipeline control of data paths using multiple table technology is now possible. The adoption of multiple table technology has made it possible to use the OpenFlow protocol to control various functions provided with ordinary-use commercial switching chips - functions that were difficult to use with the original OpenFlow.


    The UNIVERGE PF5340 incorporates OpenFlow Datapath Abstraction (OF-DPA)3), a pipeline for ordinary-use commercial switching chips using multiple table technology proposed by the ONF as a de facto pipeline standard. For example, OF-DPA makes possible MAC address-based path control in layer 2 and control of access lists as far as layer 4.


    However, flexible control of QinQ with OpenFlow Spec. Version 1.3 or OF-DPA is currently not possible. The problem is that rules with stacked virtual LAN (VLAN) tags cannot be expressed as a flow. To deal with this problem, the UNIVERGE PF5340 employs an extension that makes it possible to use expressions with stacked VLAN tags as NEC-original flow rules (Fig. 1).


    
      [image: e150312_02.jpg]

      
        Fig.1 UNIVERGE PF5340 Pipeline.
      

    

  


  
    5. QinQ Network Virtualization Using the UNIVERGE PF5340 (OpenFlow Ethernet Fabric)


    5.1 Scalable Network Infrastructure at Data Centers


    One potential obstacle to data center scalability is the limitation and operability of VLANs ( Fig. 2).


    
      [image: e150312_03.jpg]

      
        Fig.2 Problems with VLANs at data centers.
      

    


    (1) Limit on the number of VLANs


    At data centers, VLANs are used primarily to separate user networks. However, because it is only possible to configure up to 4,094 VLANs, expansion can become difficult in an environment where a large number of VLANs are used.


    (2) Limited flexibility in VLAN ID assignment


    When a cloud service - especially a tenant of Infrastructure as a Service (IaaS) - is to be used, i t is important to interconnect between housing spaces inside data centers and on-premises. Thus, it is necessary that the tenant networks be connected to these existing networks. At this time, flexibility is required in the assignment of VLAN IDs.


    (3) Limitations on the growth of services and the number of servers


    As the use of cloud services expands, data centers install more servers to meet demands. However, as the number of racks that accommodate servers increases, the number of switches also increases proportionally, eventually reaching a point where it is no longer physically possible to expand the network any further. What is needed right from the start is an expandable network that makes it possible to easily increase the numbers of servers and racks with the same architecture.


    (4) Solving these issues with the UNIVERGE PF Series


    The UNIVERGE PF Series new network virtualization architecture built on the UNIVERGE PF5340 - which uses a QinQ method that performs VLAN tag stacking - makes it possible to expand the number of usable VLANs well beyond the 4,094 limitation, flexibly allocate VLAN IDs, and provides seamless network expansion, effectively solving the problem of expandability at conventional data centers. This architecture is called OpenFlow Ethernet Fabric (OEF).


    5.2 OEF Architecture


    The OEF (Fig. 3) is a layer 2-based network fabric comprised of two types of physical network domains - leaf and spine. Within the OEF network, the number of VLANs can be expanded using the QinQ packet format. The spine domain is used only for connection between leaf domains. In the leaf domains, the user VLAN IDs are mapped and OEF routing control is performed, facilitating connection to the racks and external networks. Moreover, VLAN IDs can be assigned arbitrarily according to ports in the leaf domain, enabling flexible ID assignment when the system is linked to existing networks.
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        Fig.3 OEF architecture.
      

    


    The OEF virtual tenant network (OEF-VTN) achieves unique mapping of virtual networks and physical networks using the QinQ outer VLAN tag. Allocation of the physical networks is performed with the UNIVERGE PF6800, which controls the networks, and the UNIVERGE PF6800 Network Coordinator (UNC), which bundles them. This ensures smooth utilization and operation without forcing users and operators to deal with the complexities of network virtualization.


    The OEF controls the routes in layer 2 from the controller via the OpenFlow interface. These routes are called a flooding tree. For this reason, switches independently learn MAC addresses according to the tree. Minimizing the data shared between the switches and the controller enables changes to be easily made to switches and controllers - that is, changes can be made on physical network scale, in other words. The OEF is also provided with a fail-safe function that prevents learning problems in cases where MAC addresses in different QinQ inner VLAN tags are redundant, enabling continuous operation of the network even when MAC addresses are being updated.


    As many as 40 UNIVERGE PF6800 units can be managed from the UNC, making it possible to configure an OEF network with up to16 spine domains, 96 leaf domains, and about 10,000 switches.

  


  
    6. Conclusion


    This paper has introduced the OEF, a new network architecture featured in the UNIVERGE PF Series. This advanced new architecture provides a simple and effective solution to data center scalability, making it much easier and less costly for data centers to expand server capacity and add new services to meet the demands of cloud computing and big data. Because the new architecture is based on existing technology, it can be easily incorporated in existing systems, relieving staff from the stress of having to introduce and learn all-new technology. Not only does the OEF solve the problems of data center operators in terms of system expansion, it will also support the growth of their businesses, while helping reduce their exposure the pressure to reduce capital expenditures (CAPEX) and operating expenses (OPEX) generated by a volatile business environment and the intensification of competition. We are now planning to provide the UNIVERGE PF Series with a centralized configuration function that will help reduce introduction costs, as well as a flow-tracking function to minimize the cost of troubleshooting once the system is up and running.


    We at NEC are committed to co-creating, with our customers, values that will be a driving force for further growth by leveraging the power of UNIVERGE Series networks to solve the problems of data center operators.

  


  
    * OpenFlow is a trademark or registered trademark of Open Networking Foundation.


    * Ethernet is a registered trademark of Fuji Xerox Co., Ltd.
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    Abstract


    Japanese fiber-optical Internet services are built primarily around PON systems. However, as Internet traffic grows ever more complex and data-intensive, it becomes more difficult for these systems to handle the increased load. For example, the growing popularity of high-definition video streaming has massively increased traffic, as has mobile data communications caused by Wi-Fi offloading. In response to accelerating demand for higher speed and capacity over the past few years, NEC has developed a 10G-EPON system that achieves transmission speeds 10 times faster than conventional PON systems. In this paper we will first look at the basic technological underpinnings of PON and then outline the configuration and features of NEC's 10G-EPON system. Finally, we will look at standardization activities and future trends.
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    1. Introduction


    Fiber-to-the-home (FTTH) broadband services in Japan are primarily based on the Gigabit Ethernet-Passive Optical Network (GE-PON) system, in which multiple subscribers share 1-Gbps class transmission speed optical lines.


    Today, those systems are beginning to show the strain of attempting to cope with not only the constantly increasing volume of mobile data communication traffic caused by Wi-Fi offloading, but also the even greater increase in traffic expected to accompany compatibility with high-image-quality TV (4 K/8 K). As a result, bandwidth exhaustion has become a major issue for access networks. To help solve this issue, NEC has developed a 10 Gigabit Ethernet PON (10G-EPON) system that achieves transmission speeds in the 10-Gbps class. This paper gives an overview of the PON technology and outlines the configuration and main features of NEC's 10G-EPON system. We will also look at standardization activities and future trends.

  


  
    2. Overview of the PON Technology


    A PON, or passive optical network, consists of an optical line terminal (OLT) and a number of optical network units (ONUs). The OLT is installed at the FTTH service provider's central office while the ONUs are installed near end users. This system is extremely economical as the OLT and ONUs can share a single optical fiber, instead of requiring multiple fibers to serve multiple customers. In the PON system, the OLT and ONUs use different transmission optical wavelengths; as a result, single-conductor bidirectional communication is achieved by wavelength division multiplexing (WDM) technology.


    Downstream communication (from the OLT to the ONUs) is broadcast to all the ONUs through the optical coupler. Each ONU receives only those communications specifically addressed to itself and discards the rest (Fig. 1). The payload section is encrypted in the address to each ONU, so communications addressed to other ONUs cannot be read.


    
      [image: e150313_01.jpg]

      
        Fig.1 PON downstream communication system.
      

    


    While downstream communications are effectively separated, upstream communication (from the ONUs to the OLT) can collide if the ONUs transmit simultaneously. To avoid this, a time division multiple access (TDMA) system (Fig. 2) is used. The OLT takes into account the bandwidth selection and connection distance of each ONU, then calculates the appropriate timing for communication permission and duration of communication. This calculation function is called dynamic bandwidth allocation (DBA).


    
      [image: e150313_02.jpg]

      
        Fig.2 PON upstream communication system.
      

    

  


  
    3. Overview of the NEC 10G-EPON System


    NEC's 10G-EPON system consists of an OLT and multiple ONUs. The OLT houses an integrated gateway unit (IGU) and a line terminal unit (LTU), which serve as a main signal control section (Fig. 3).
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        Fig.3 Overview of NEC's 10G-EPON system.
      

    


    (1) OLT


    Housed in a 4U19-inch rack chassis, the OLT includes up to 2 power supply units, a cooling fan, up to 2 IGUs, and up to 8 LTUs. The OLT's main specifications are shown in Table 1. The power supply section is duplicated and selectable from either 48 V DC or 100 V AC. The OLT is designed to operate even with a single power supply.。


    
    
      Table 1 OLT specifications.
    
[image: e150313_04.jpg]


    (2) IGU


    The IGU is equipped with Layer 2 Switch (L2SW) and device control functions. With two IGUs, you can use card redundancy and port redundancy. Each IGU is provided with 4-port 10 GbE interface and aggregates traffic of up to 8 LTUs.


    (3) LTU


    Equipped with a circuit termination function on the station side and the L2SW function, the LTU is provided with 8-port 10G-EPON interface and can house as many as 128 ONUs in each PON port. The chassis can incorporate up to 8 LTUs and can house up to 8,192 ONUs for each OLT.


    (4) ONU


    The ONU is a circuit termination device on the subscriber side. Its main specifications are shown in Table 2. A dual-purpose 10GBASE-T/1000BASE-T interface is provided for end user communication. Two types of optical line can be used to connect to the ONU - a symmetric type that communicates at 10 G both upstream and downstream and an asymmetric type that communicates at 10 G downstream and 1 G upstream.


    
    
      Table 2 ONU specifications.
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    4. Features of the NEC 10G-EPON System


    4.1 PON Control


    (1) 10G/1G coexistence capability


    The 10G-EPON system can provide existing asymmetric 10 G services at 10 G upstream and 1 G downstream for consumers and 10 G services at 10 G both upstream and downstream for businesses, as well as existing GE-PON services - all on the same PON lines.


    The downstream optical signals are multiplexed into a single signal using WDM technology, which uses dedicated signals for 10 G and 1 G respectively. Upstream optical signals are received with TDMA technology, which divides mixed 10 G and 1 G signals on the same frequency channel into different time slots.


    To facilitate migration from existing 1G services, NEC's10G-EPON has the same optical loss budget as the GE-PON. To achieve that, we have incorporated a high-output, low light-receiving optical transceiver with error correction using Reed-Solomon codes.


    (2) Bandwidth control


    An ONU is physically equipped with a single PON interface port, the interface can be treated as up to 8 logical ports. This logical interface makes it possible to apply individual settings to the main signal system, allowing network designers to allocate each logical interface to different services such as telephone or Internet. NEC's 10G-EPON system lets you set maximum bandwidth restriction, minimum guaranteed bandwidth, and bandwidth allocation ratio during congestion all via logical interfaces, thanks to the OLT's DBA function. For example, you can perform flexible bandwidth control by setting the bandwidth allocation ratio at 10:1 or 1:1 for a 1 G service or 10 G service.


    (3) Security


    This system encrypts the communication path between OLT and ONUs. In so doing, it eliminates data leakage by preventing malicious users from sneaking a peek at the data in the optical intervals. It is also provided with a function to authenticate the host of the ONU itself or its subordinate host as well as broadband routers. By giving permission only to registered hosts, it can deny access to unauthorized users, thereby improving security.


    4.2 Device Architecture


    (1) Migration from existing systems


    NEC's 10G-EPON system is designed to support easy migration from existing GE-PON systems. The 10G-EPON OLT can house GE-PON LTUs and take over management of the GE-PON system, controlling the entire system using the same operations to control the entire system. By utilizing the existing hardware resources used by the GE-PON system and by taking over existing operation and maintenance methods, we've made it easier to transition to the 10G-EPON system.


    (2) Redundancy control


    A card redundancy configuration is also possible by housing two IGUs in the chassis. Normality is mutually monitored between the cards. So even when a problem occurs in one IGU, the service can be maintained with the other IGU. A function is also provided that selects multiple 10 GbE interfaces from an arbitrary IGU port and treats them as a single logical port (link aggregation). By configuring link aggregation with upper switches and routers, continuation of service is possible even when there is a problem in the upper line, such as a malfunctioning optical module or line disconnection.


    4.3 Conversion into High Density and Low Power Consumption


    Like the GE-PON system, the 10G-EPON system is designed for high density and low power consumption. Equipped with up to 64-port 10G-EPON interface in a 4U19-inch rack-size chassis, it can house as many as 8,192 ONUs, while consuming less than 1,260 W of power.

  


  
    5. Standardization Activities and Future Trends


    NEC is participating in ITU-T and IEEE standardization meetings aimed at standardization of next-generation optical access technology and commercialization of related products. The new international standard for the next-generation optical access system (NG-PON21)) has been stipulated by the ITU-T as a 40 Gbps-class communication bandwidth PON. The IEEE has also begun study of a 100 Gbps-class PON2).


    Next-generation optical access systems will extend beyond conventional broadband services, covering mobile backhaul and fronthaul which are now facing tremendous growth in traffic.

  


  
    6. Conclusion


    In this paper, we have introduced the basic technologies underlying PON systems used for FTTH, and shown how these will be improved and expanded with the 10G-EPON system now under development at NEC.


    Building and expanding on the PON technology we have already developed, we will continue to develop products that meet market needs, while also contributing to international standardization of next-generation optical access systems.

  


  
    * Wi-Fi is a registered trademark of Wi-Fi Alliance.


    * IEEE is a registered trademark of the Institute of Electrical and Electronics Engineers, Incorporated in the United States.
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    Abstract


    Exponentially increasing communications traffic and the fast-growing popularity of cloud services is putting tremendous stress on backbone networks, forcing telecom operators to boost the capacity of their networks and to introduce flexible transport systems capable of adapting to continuously changing network demands. At the same time, it has been desired as social network infrastructure that systems are reliable enough to ensure uninterrupted communications in the face of wide-area disasters. To address these needs, NEC has been developing technologies that support high-capacity, high-reliability networks. This paper discusses the various technologies developed and the latest network system based on these technologies, and also indicates future approaches.
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    1. Introduction


    The rapid popularization of high-definition movie distribution services and social networking services in recent years has led to the need for an increase in the capacity of the transport systems that support telecommunication backbone networks. At the same time , there is growing demand for robust systems with high fault tolerance that can provide uninterrupted communications under even the most adverse conditions, while keeping capital expenditures (CAPEX) and operating expenditures (OPEX) to a minimum, to provide the communication services as one of most critical form of social infrastructure.


    To address these issues, NEC has been proceeding with the deployment of solutions using high-capacity optical communication technology and high-capacity switching technology composed of layers of wavelength division multiplexing (WDM) in L0, optical transport network (OTN) in L1, and packet in L2, as well as transport software-defined networking (SDN).


    This paper discusses the technologies developed by NEC aimed at building high-capacity, high-reliability optical networks and the SpectralWave DW7000 - multilayer integrated transport system.

  


  
    2. Configuration of the Multilayer Integrated Transport System


    The configuration of multilayer integrated transport system is shown in Fig. 1. This system is comprised of optical switch and OTN switch, as well the packet switch component.


    
      [image: e150314_01.jpg]

      
        Fig. 1 Multilayer integrated transport system.
      

    


    The optical switch (L0), OTN switch (L1), and packet switch (L2) components can be integrated or operated independently. Optimum configurations can take different forms depending on the scale of the network and the applications used. This makes it possible to select paths on a multilayer basis from L0 to L2, enabling construction of economical networks with efficient layout of network resources.

  


  
    3. Technologies to Achieve High-Capacity, High-Reliability Backbone Networks


    3.1 Super-channel Transmission and Spectrum-shaping Technology


    Conventionally, to increase the capacity of a WDM system, the transmission rate per wavelength is increased. However, in order to achieve a transmission rate over 100 Gbps per wavelength, the most effective technique is to use a super-channel transmission technology that bundles multiple carriers for transmission. The use of multiple carriers makes it possible to increase capacity while maintaining a transmission distance that's roughly the same as a conventional system.


    Also, by applying this technique in combination with spectrum shaping technology called Nyquist shaping, spectrum efficiency can be improved since the occupied bandwidth per wavelength, which normally has a width of 50 GHz (with 100G DP-QPSK), can be reduced by 25% to a width of 37.5 GHz.


    3.2 Optimization of the Interval between Signal Wavelengths (Flexible-grid)


    In a conventional WDM transmission system, optical signals are laid out on a fixed grid that divides the signal waveband at uniform intervals (usually 50 GHz intervals). Thus, as shown in Fig. 2 (b), even when Nyquist shaping reduces the occupied frequency bandwidth of the optical signals, unused frequency bands cannot be utilized. Nor is it possible for a WDM system equipped with a fixed-grid to transmit signals when multiple carrier waves have been bundled at high density.


    
      [image: e150314_02.jpg]

      
        Fig. 2 Image showing optimization of signal wavelength intervals by applying Nyquist shaping.
      

    


    However, by making the signal wavelength layout grid finer than the conventional fixed-grid (in other words, by creating a flexible-grid) optical signals which Nyquist shaping has been applied and super-channel signals can be allocated to optimal wavelength intervals. An image of optimized signal wavelength intervals after the application of Nyquist shaping is shown in Fig. 2 (c). Optimization of the signal wavelength intervals can help improve total transmission capacity per fiber by about 33%.


    3.3 LO Selection (Filterless)


    Optical filters such as arrayed waveguide grating (AWG) and wavelength selective switch (WSS) filters are usually deemed necessary when the received WDM signal is connected to a transponder. However, transponders can receive the desired signal without using an optical filter (filterless) by tuning the local oscillator (LO) light inside the transponder to the desired reception wavelength and performing coherent detection.


    Optimization of LO selection control makes it possible to reduce both the power consumption and size by 50% compared to when an optical filter is used. Also, in super-channel transmission, the increased transmission penalty caused by optical filter narrowing effects at reconfigurable optical add/drop multiplexer (ROADM) nodes will be conspicuous. However, by using LO selection to remove the optical filter, you can achieve long-distance transmission while minimizing the transmission penalty.


    3.4 Multilayer Design Technology and Third Route Switching


    To design a highly efficient, highly reliable network, you need a system configuration that is optimal in multiple layers. By using cost simulation to ensure an economical design, as well using different routing of lines in protection configuration to ensure reliability, and by taking into account switching to backup lines (third routing) in the event of a wide-area disaster, optimal multilayer networks can be achieved. An example of the multilayer design that takes these into account is shown in Fig. 3.
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        Fig. 3 Example of multilayer design.
      

    


    Once designed, the multilayer paths are registered and managed in a network management system (NMS). When the network is made up of optical switching nodes that use the colorless, directionless reconfigurable optical add/drop multiplexer (CDC-ROAMDM), optical paths can be switched from a remote NMS - which normally can only be achieved by altering the fiber connection at the on-site station. Moreover, by registering the third routing - which will function as backup lines - in the NMS, the services can be automatically switched to the third route in the event of a wide-area disaster, enabling quick and easy arrangement of detours. Also, by executing switching commands to the third route from the NMS under centralized monitoring, you can control the switching - which makes it easier to envision the current routing and is faster than restoring the autonomous distributed control system. Fig. 4 shows the switchover to the third routing while the devices and NMS work in cooperation.
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        Fig. 4 Switching to third routing.
      

    

  


  
    4. Features of the SpectralWave DW7000


    NEC has applied the technologies discussed above to SpectralWave DW7000 multilayer transport system, which has been deployed by telecom carriers around the world. Employing a 400 G super-channel transmission method and carrying signals of up to 204 Tbps (64 waves × 400 Gps × 8 degrees = 204.8 Tbps), this transport system enables transmission over distances of more than 3,000 km. It also incorporates a platform that can be applied to 1 Tbps super-channel transmission in the future. The main specifications are shown in Table, while its external appearance can be seen in Photo.


    
    
      Table Main specifications of the SpectralWave DW7000.
    
[image: e150314_05.jpg]


    
      [image: e150314_06.jpg]

      
        Photo External appearance of the SpectralWave DW7000 system.
      

    

  


  
    5. Commitment to the Transport SDN


    The architecture of conventional transport systems is built on a premise of static operation. However, the popularization of data-rich services such as cloud computing, has caused an increase in mesh-shaped traffic patterns between servers (interconnection between data centers), making the total volume of traffic and its chronological fluctuation range greater than previously. This has made it necessary to dynamically vary the configuration of transport networks, as well. Moreover, the two biggest challenges telecom carriers are now facing - namely, reduction of CAPEX and OPEX and creation of new sources of income - need to be solved at the same time.


    Against this background, NEC has defined the following three goals to enhance the value of new transport systems.


    (1) Reduction of total cost of ownership (TCO)


    
      	Reduction of CAPEX by taking advantage of general-purpose servers and open sources and by optimizing network resources


      	Reduction of OPEX by simplifying provisioning, system launching, and maintenance

    


    (2) Create New values on network and increased revenue


    Using optimal networks (service slices) according to services, the network will meet end user requirements and lead to new sources of revenue.


    (3) Achievement of flexible networks that allow the addition of new services through end-toend (E2E) service orchestration


    Siloed management using existing networks will be changed to operation and management in E2E service domains.



    To achieve these requirements, NEC proposes the Transport SDN, in which the SDN technology is applied to transport networks.


    The world of networks achieved by the NEC's Transport SDN is shown in Fig. 5. In this network, the E2E service orchestrator virtually separates the units of services that effectively utilize physical network resources. This makes it possible to generate service slices on an on-demand basis according to the network requirements of end users, enabling telecom operators to offer newly added value. At the same time, this will contribute to the simplification of operation and management through full utilization of the E2E service orchestrator and to the reduction of TCO through effective use of network resources.


    
      [image: e150314_07.jpg]

      
        Fig. 5 Network achieved by the practical application of the Transport SDN.
      

    

  


  
    6. Conclusion


    This paper has shown how NEC's technologies can achieve high-capacity, high-reliability backbone networks that can flexibly cope with wide-area disasters, with a focus on SpectralWave DW7000 multilayer integrated transport system - in which these component technologies have been applied.


    To better address recent requirements for dynamic alteration in transport network configuration, NEC plans to introduce to its clients the multilayer integrated transport system, which features a flexible configuration adaptable to a wide variety of rapidly changing requirements. Together with the proposed Transport SDN, this will allow our customers to choose the optimal solution for their needs.
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    Abstract


    Due to the explosive growth of the Internet traffic, the capacity demand of the optical communication has rapidly increased. NEC has developed the packet optical integrated transport system “SpectralWave DW7000” by implementing the digital coherent optical transmission technology. This paper provides an outline of this technology.
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    1. Introduction


    The digital coherent optical transmission system has been spotlighted, combined with the high-speed and large-scale semiconductor technology. NEC packet optical integrated transport system “SpectralWave DW7000” provides ultra-high-speed, large-capacity communications across long distances by adopting the digital coherent technology. In this paper, the authors describe the digital coherent optical transmission technology by focusing on its difference from the traditional technology and also discuss the orientation of anticipated future developments.

  


  
    2. Traditional Optical Communication Technology


    The traditional optical communication systems employ the Intensity Modulation - Direct Detection (IM-DD) technology, with which information represents intensity of light and is directly detected by a photodetector device (Fig. 1). The IM-DD system can transmit digital information by switching light on and off, it is widely used in the optical fiber transmission up to 10 Gbps because of its simplicity.


    
      [image: e150315_01.jpg]

      
        Fig. 1 Example of IM-DD system configuration.
      

    


    On the other hand, the signal distortion on optical fiber has a negative effect on the long-distance transmission of high-speed signals of 100Gbps-class. As a result, the traditional IM-DD system has difficulties in implementing long-distance, large-capacity transmissions both technically and economically.

  


  
    3. Digital Coherent Optical Transmission System


    The digital coherent optical transmission system can implement long-distance, large-capacity transmissions efficiently by utilizing not only intensity but also phase of light-wave. SpectralWave DW7000 adopts the Quadrature Phase Shift Keying (QPSK) modulation for the transmission at 100 Gbps. The use of light phase information allows this system to transmit twice the amount of information compared to the IM-DD system.


    Additionally, the principle that two orthogonal waves do not intersect with each other can be utilized to transmit twice the amount of information by including different information in the X- and Y-polarized waves. This procedure is called the Dual Polarization QPSK (DP-QPSK). It can transmit same capacity only using a quarter signal bandwidth compared with the traditional IM-DD.


    Fig. 2 shows the block diagram of the digital coherent optical transmission system. In the optical transmitter, digital signal is converted into four components, that is, the in-phase (I) components and quadrature (Q) components of the X- and Y-polarized waves, respectively. The electrical signals, XI and XQ, drive the Mach-Zender Modulators (MZMs) for X-polarized wave, and the electrical signals, YI and YQ, drive the MZMs for Y-polarized wave, and then the X- and Y-polarized waves are combined to generate an optical signal with phase shift keying and dual polarization (DP-QPSK optical signal).


    
      [image: e150315_02.jpg]

      
        Fig. 2 Example of digital coherent optical transmission system configuration.
      

    


    In the optical receiver, the DP-QPSK optical signal is separated into each polarization and then interferes with a laser light source, Local Oscillator (LO) in order to detect the I- and Q-components of the X- and Y-polarized waves. This process is called coherent detection because it detects signals by causing interference between the signal and the LO.


    The detected I- and Q-components of the X- and Y-polarized waves are converted into electrical signals by the photodetectors and then converted into digital sampling data by Analog-to-Digital Converter (ADC). The digital sampling data is subjected to the advanced signal equalization of the Digital Signal Processor (DSP) so that the signal distortions proper to the optical fiber, such as the wavelength dispersion and the polarization mode dispersion, can be compensated.


    The digital sampling data before recovery of the 0/1 digital signals can also be used for the powerful error correction procedure of Soft Decision Forward Error Correction (SD FEC). The combination of DSP and SD FEC realizes the long-distance transmission at 100Gbps.

  


  
    4. Orientation of Future Development


    The optical transmission performance can be significantly improved by the advanced digital coherent technology. For example, the Nyquist filtering by means of the DSP in the optical transmitter can decrease the spectral width of the optical signal (Fig. 3). Decreasing the optical spectral width in the Wavelength Division Multiplex (WDM) transmission makes it possible to increase the total capacity per optical fiber.


    
      [image: e150315_03.jpg]

      
        Fig. 3 Nyquist WDM.
      

    


    While the QPSK system is currently applied for 100 Gbps, the use of the 16-ary Quadrature Amplitude Modulation (16QAM) is expected to be applied for 200 Gbps because of its higher frequency utilization efficiency. As the 16QAM system represents 16 kinds of values by using the amplitude information in addition to the phase information, it can transmit twice the amount of information compared to the QPSK system. However, as seen in the constellation diagrams in Fig. 4, the closer distance between symbols than in the QPSK system makes it susceptible to noise, which leads to the necessity of applying more advanced signal processing.


    
      [image: e150315_04.jpg]

      
        Fig. 4 Constellation diagrams.
      

    

  


  
    5. Conclusion


    In the above, we have described the digital coherent optical transmission technology that is adopted by the NEC SpectralWave DW7000 system. This technology enables large capacity, long distance optical transmissions and satisfies further increases in capacity.
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    Abstract


    The optical submarine cable system that connects the countries of the world via optical fibers plays an important infrastructure role in supporting international communications networks. This paper introduces the latest optical submarine cable system and outlines its major components, such as the digital coherent terminal equipment, submarine transmission line, submarine repeater
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    1. Introduction


    The submarine cable system has a long history. At NEC, we began submarine cable system business in 1968 and have supplied a large number of installations since that time.


    Fig. 1 shows the transition of technologies related to the submarine cable system since 1970. After shifting from coaxial cables to optical cables in the eighties, the introduction of the direct optical amplification technology in the nineties has led to a significant increase in the transmission capacity based on combination with wavelength multiplexing. This has made the submarine system an essential infrastructure for international communications. In addition, after the practical use of digital coherent technology since 2010, the possibility of compensating for most of the transmission line signal degradation has brought about an important change in the configuration of optical submarine cable systems. Below, we introduce the optical submarine cable system of the digital coherent age and discuss the optical transmission technology and the equipment that support it.


    
      [image: e150316_01.jpg]

      
        Fig. 1 Transition of the submarine cable systems technologies.
      

    

  


  
    2. Present Optical Submarine Cable System


    Fig. 2 shows progress in the transmission capacity of the optical submarine cable systems and their key technologies enabled by direct optical amplification. The optical submarine cable system has been increasing its transmission capacity significantly over the recent five years. Wavelength-multiplexed transmission with a capacity as large as 10 Tbps is now possible per fiber pair (100 Gbps – 100 waves). The key technology involved in this increase in the transmission capacity is the digital coherent technology, which is capable of electrical compensation based on the digital processing of the signal degradation that is produced linearly in optical fiber transmissions.


    
      [image: e150316_02.jpg]

      
        Fig. 2 Progress of transmission capacity.
      

    


    As a result, the restriction imposed by chromatic dispersion inside the optical fibers, which used to be a factor imposing limits on the transmission distance, has theoretically been eliminated. Consequently, optical signals can now not only increase the speed and capacity but will also allow the optical signal route to be changed easily.


    Fig. 3 shows an example of the configuration of an optical submarine cable system. This example installs digital coherent transponders as the transmission terminal equipment of the landing stations. It also places submarine repeaters incorporating Er3+ doped optical amplifiers and optical fibers featuring low loss and enlarged effective core cross-sections alternatively on the transmission lines. As the whole of the chromatic dispersion accumulated in the transmission line is basically compensated for by the digital signal processing in the transponders, management of the chromatic dispersion in the transmission lines become entirely unnecessary. This innovation is the biggest change from the traditional transmission lines that has been brought about by the introduction of the digital coherent technology.


    
      [image: e150316_03.jpg]

      
        Fig. 3 General configuration of submarine cable systems.
      

    


    The submarine branching unit branches the submarine cables. It not only switches the power feed path but additionally is currently incorporating the ROADM (Reconfigurable Optical Add/Drop Multiplexer) function that can switch the optical signal path on a per-wavelength basis. Switching the path of optical signals alters the transmission distance and, as a result, varies the amount of accumulated chromatic dispersion. With the digital coherent system, the amount of dispersion compensation can be optimized adaptively so that the dynamic ROADM function can be implemented, even for optical submarine cables.


    The technology described above has made it possible to provide an ultra-long-distance submarine cable system of the transpacific class with the large capacity of max. 80 Tbps (10 Tbs-8 fiber pairs) as well as enabling flexible ROADM networking.


    Below, we will discuss the main components and technologies that support the latest submarine cable systems.

  


  
    3. Main Components of the Optical Submarine Cable Systems


    3.1 Digital Coherent Submarine Terminal Equipment


    Photo 1 shows the 100 Gbps submarine terminal equipment applying the digital coherent technology. The terminal equipment is composed of the transponder block (left in Photo 1) and the wavelength division multiplexing/de-multiplexing block (right in Photo 1).


    
      [image: e150316_04.jpg]

      
        Photo 1 100 Gbps submarine terminal equipment.
      

    


    The transponder block incorporates an optical transceiver applying the digital coherent technology. At the same time as transmitting and receiving the polarization multiplexed optical signal at 100 Gbps per wavelength it compensates for the waveform degradation produced in the optical fiber transmission line by means of electrical processing. It also corrects the coding error so that high-quality communications are possible, even in an ultra-long-distance transmission of the transpacific class. The wavelength division multiplexing/de-multiplexing performs the wavelength division multiplexing/de-multiplexing of the optical signal in each transponder into as many as 100 wavelengths. It also transmits and receives the submarine equipment monitoring/control signals.


    3.2 Submarine Transmission Line


    The introduction of the digital coherent technology has changed the performance requirements for the optical fibers used in the transmission lines of submarine cable systems. Before the introduction of the digital coherent technology, the transmission lines were generally designed by considering the chromatic dispersion characteristics of the optical fiber, so that the accumulated chromatic dispersion became null.


    Fig. 4 shows the change of chromatic dispersion map design for the submarine transmission line. In the age of the 10 Gbps OOK (On-Off Keying) method, the Non-Zero-Dispersion Shifted Fiber (NZDSF) and Dispersion Compensation Fiber (DCF) ha ve been used to com - pensate for the chromatic dispersion accumulated in the NZDSF transmission line with the DCFs installed at periodic intervals. Compensation for the final residual chromatic dispersion of each wavelength in the terminal equipment is also of importance. Since then, the DMF (Dispersion Management Fiber) w as introduced. DMF combines optical fibers with positive dispersion values and ones with negative dispersion values in a specific ratio, and allocates them in each transmission span. This has enabled more advanced dispersion management, allowing the system to be used as a transmission line for the 40 Gbps high-speed signals. The transmission lines with chromatic dispersion management have come to need advanced maintenance in consideration of the dispersion design when repair is undertaken on a submarine cable that has been disconnected by a submarine earthquake, etc.


    
      [image: e150316_05.jpg]

      
        Fig. 4 Change of waveform dispersion map design for submarine transmission lines.
      

    


    On the other hand, the introduction of the digital coherent technology has now made the chromatic dispersion management of the transmission line superfluous. The present systems employ simple chromatic dispersion map designs as shown in Fig. 4 (top right) so that the maintenance and servicing are performed more easily. Optical fibers are also tending to improve performance by focusing on reductions in the loss and nonlinearity.


    3.3 Submarine Repeaters


    Following the introduction of direct optical amplification in the nineties, submarine repeaters began to incorporate Er3+ doped optical amplifiers and have achieved excellent optical characteristics. These included broad bandwidth, high output power and low noise, which are important in large-capacity transmissions and feature high reliability. Photo 2 shows a submarine repeater and Fig. 5 shows an example of measurement of the spectral characteristics of the optical output signal when a wavelength multiplexed signal is input to a submarine repeater. The highly accurate gain equalization technology provides a gain flatness characteristic with inter-signal gain deviation below 0.1 dB across a signal amplification band of 36 nm or more. This excellent gain flatness characteristic makes it possible to provide high-quality, uniform transmission characteristic between different wavelengths in the band, even with a transpacific class submarine cable system, in which more than 100 submarine repeaters are connected in multiple steps.


    
      [image: e150316_06.jpg]

      
        Photo 2 Submarine repeater.
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        Fig. 5 Example of the spectral characteristic of optical output from a submarine repeater.
      

    


    3.4 Submarine Branching Unit


    In order to connect several countries and regions efficiently, a submarine cable system branches the submarine cables using submarine branching units. Photo 3 shows a submarine branching unit. This device branches the optical fiber transmission and power feed lines of a single cable into those of two cables.


    
      [image: e150316_08.jpg]

      
        Photo 3 Submarine branching unit.
      

    


    The power for the submarine repeaters and branching unit is supplied from the power feed equipment installed in the landing stations. The submarine branching unit switches the power feed path under remote control from the landing station. Switching the power feed path in the case of a cable fault can minimize effects on the network circuits.


    Recent submarine cable systems have begun to introduce the ROADM function that is disseminated among terrestrial systems. Fig. 6 shows the current mainstream device of the submarine ROADM function.


    
      [image: e150316_09.jpg]

      
        Fig. 6 ROADM function of submarine branching unit.
      

    


    With the currently used submarine ROADM systems, several wavelength filters are incorporated in the submarine branching units and these are selected according to changes in the circuit demand by sending a remote control signal from the landing station. In the future with the aim of further improving flexibility, it is expected that technologies such as the Wavelength Selectable Switch (WSS) will be introduced in the submarine systems, just as in the terrestrial systems.

  


  
    4. Future Technology Trends


    In order to support the continually growing international traffic demands the optical submarine cable systems of the future will be required to increase the transmission capacity even further.


    Fig. 7 shows the key technologies being studied in order to increase the transmission capacities. The aim in the technological field related to the transponder is to increase the spectral efficiencies by introducing high-order multilevel modulation. It is also hoped to improve the transmission quality by improving the compensation capability of the linear/nonlinear impairments produced in the transmission lines by improving the coding error rate correction gain. The aim for the technological fields related to the submarine transmission lines is to expand the amplification bandwidth of the repeaters and to increase the signal wavelengths by adopting multi-core optical fibers. In the future we will challenge the development of these technologies with the aim of increasing the capacity of the optical submarine cable systems.
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        Fig. 7 Key technologies being studied for increasing the transmission capacities.
      

    

  


  
    5. Conclusion


    The optical submarine cable system has already become an essential network infrastructure for supporting the current international communications systems. Based on our experience and achievements accumulated over more than forty years, NEC intends to continue to advance the technological development of the system. It will thereby contribute to improving the networks interconnecting the countries of the world by providing even more advanced optical submarine cable systems.
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    Abstract


    The rapid expansion of mobile communications traffic that has taken place over the past few years has also led to the need for larger network capacity in mobile backhaul. However, telecom carriers around the world face severe price competition, making it difficult to pass on increased CAPEX and OPEX costs to subscribers. This means that it has become critical for telecom carriers to meet the needs of subscribers, while increasing network capacity and enhancing efficiency - all without increasing spending. This paper discusses the measures NEC's commitment is taking to solve these problems, focusing in particular on a solution tailored for telecom carriers in Russia.
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    1. Introduction


    Spurred by rapid advances in high-speed mobile communications such as LTE and the increase in data-rich content, the volume of mobile communication traffic has seen explosive growth in recent years. This has put telecom carriers in a bind. Carriers are expected to provide communication infrastructure capable of supporting constantly increasing traffic, while, on the other hand, they are now exposed to fierce price competition, which leaves them unable to pass on some of the resulting costs to their subscribers, including expenses such as capital expenditures (CAPEX) and operating expenses (OPEX).


    To survive in such an environment, telecom carriers need to find a way to handle the increasing traffic by maximizing efficiency, while minimizing expenses.


    In this paper, we will discuss the issues telecom carriers are facing in the Russian market and examine how NEC has designed a system optimized to achieve highly efficient transmission using wireless transport. We will also look at future prospects.

  


  
    2. Current Conditions in the Russian Telecom Market


    The dilemma faced by telecom carriers is a worldwide phenomenon, including Russia. Although the monthly data usage per user is significantly increasing, telecom carriers are enjoying only a slight increase in revenues from data communications (Fig. 1).


    
      [image: e150317_01.jpg]

      
        Fig. 1 Mobile data communication volume and data revenues of telecom carriers in Russia.
      

    


    Mobile phones are already hugely popular in Russia as in other countries, and the market has reached near saturation point. In order to further expand their business, Russian telecom carriers must find ways - such as ensuring reliable transmission of exponentially increasing mobile traffic or improving the quality of services they offer their subscribers - to improve customer satisfaction and increase their share of a limited number of subscribers, all while keeping costs to a minimum.

  


  
    3. Issues in Wireless Transport Network


    NEC's wireless communication equipment called PASOLINK is used in the wireless transport domain of the mobile backhaul (Fig. 2). Improving the quality of services offered to subscribers, with minimum additional spendings, requires making maximum use of the resources in the existing network.


    
      [image: e150317_02.jpg]

      
        Fig. 2 PASOLINK's usage domain in mobile backhaul.
      

    


    Current transport networks were not designed with an overall picture of the networks in mind; instead, they have been built on an ad-hoc basis, gradually expanding to meet demands for large-volume data communication and to extend service areas. As a consequence, there has been no optimization at the overall network level, making it impossible to maximize the network's existing transmission capability. The problems this has created are listed below.


    
      	Deterioration in network performance


      	Inability to build new base stations due to the shortage of installation space for additional mobile backhaul equipment


      	Uneven traffic usage depending on transmission lines


      	Inability to monitor network elements (NEs) from the network management system (NMS)

    


    By optimizing these networks, telecom carriers will be able to improve the quality of services offered to subscribers, while minimizing expenses and maximizing the capabilities of existing networks.


    However, in most cases, when telecom carriers try to solve these problems, they find them insurmountable. Either they do not know the solutions, or, they know the solutions but cannot implement them because they lack the skills or because they have put priority on establishment of new stations and are therefore unable to procure the necessary resources.


    NEC has the know-how and expertise necessary to conceive and implement the necessary solutions thanks to our extensive experience in wireless transport. We have developed a proposal for network optimization that will help solve the above-mentioned problems and we can also provide the services to execute the operations that will be needed to solve these problems.

  


  
    4. NEC's Proposal for Network Optimization


    4.1 An Example of Our Network Optimization Service


    The proposals listed in Table offer potential solutions to the problems discussed in the preceding section.


    
    
      Table Examples of problems experienced by telecom carriers and suggested solutions.
    
[image: e150317_03.jpg]


    The basic workflow of the system we have proposed is shown in the flow chart below (Fig. 3). One of the keys to successful network optimization is to thoroughly evaluate and understand the conditions currently prevailing. This involves working closely with the client (telecom company) and establishing an appropriate service level agreement (SLA) and scope of work (SoW).


    
      [image: e150317_04.jpg]

      
        Fig. 3 Service proposal workflow.
      

    


    To give a better idea of what NEC is offering in Russia, we have selected one of the network optimization proposals listed in the table below and elaborated on it in the next section (4-2).


    4.2 Proposal to Increase the Capacity of a Transport Network


    4.2.1 Background


    When we presented our network optimization proposals to Russian telecom companies, we learned that there was a city that desperately needed to increase network capacity but lacked the budget to make it happen. NEC offered an affordable solution by proposing to increase capacity by changing the network's topology.


    4.2.2 Evaluating Current Conditions


    In order to get the current network status, we asked the client to provide us with the following information.


    
      	Network topology (such as the location of mobile infrastructure equipment)


      	Configuration of mobile backhaul equipment (such as frequency of use, line speed, and functions)


      	Actual line speed of mobile backhaul devices

    


    4.2.3 Our Solution


    Based on the information provided by the client, we put together a proposal which, as shown in Fig. 4, recommended changing the network's topology from a star shape to a ring shape. This would make it possible to transmit traffic bidirectionally, helping increase the capacity of the network.


    
      [image: e150317_05.jpg]

      
        Fig. 4 Proposal for changing the topology.
      

    


    By changing the star-shaped topology to a ringshaped one, we expected to obtain the following results.


    
      	Enables higher volumes of traffic to be handled at peak values because bidirectional data transmission is possible at each site


      	Ensures more stable network performance by minimizing radio wave interference. This is achieved by, by reducing radio waves received at Site A from multiple directions to two directions


      	Decrease the load on the towers by reducing the number of installed antennas at Site A


      	Fast switching to backup transmission paths in the event of a failure by setting up Ethernet Ring Protection (ERP)

    


    In this proposal, we set the KPIs by focusing on the network capacity.


    4.2.4 Analysis of the Network and Optimization Plan


    After the client accepted NEC's proposal, we conducted analysis of the actual network and drew up an optimization plan. We confirmed the accuracy of the information provided by the client by actually visiting each site. Doing this is critical as there may be discrepancies between the client's perspective of the site's condition and the site's actual condition. If plans are made without checking the actual conditions, work will inevitably have to be redone, which can negatively impact the project's timetable.


    When changing the topology, we took the followings into consideration.


    
      	Utilization of the existing network as much as possible to minimize any additional construction


      	Selection of easy-to-access sites for topolog modification

    


    Once we had planned out exactly how we were going to change the topologies at the various sites, and obtained approval to carry out the procedures necessary to make these changes, we implemented the optimization.


    4.2.5 Evaluation of the Optimization Results


    After completing the optimization process, we verified that the SLA standards established when the service was proposed had been met. As the increase in network capacity was the KPI in this project, we confirmed that we had achieved our goal by collecting communications traffic data for a specific period of time after the optimization, as well as by comparing packet drop rates and maximum transmission capacities before and after the optimization.


    4.3 Issues in the Russian Optimization Projects


    Since we only have a limited experience of actual network optimization project, an operation procedure has not yet been established. For this reason, it is difficult to determine how long the process will take and what details need to be worked out with the client. Moreover, since the effectiveness of the optimization recommendation depends largely on the skills of the individual engineers evaluating the situation, it is difficult for NEC to guarantee results beforehand. In order to expand this service in the future, we will need to standardize our network optimization procedure and enforce homogenization of design quality.

  


  
    5. Conclusion and Future Development


    This paper has discussed NEC's commitment to network optimization for wireless transport network in order to achieve high-throughput data communication, while minimizing the need for any new spending.


    In the future, we intend to resolve the current issues and proceed with the systematization of NEC's network optimization services in order to contribute to the achievement of high-volume data communication not only in Russia, but throughout the world.

  


  
    * LTE is a registered trademark of European Telecommunications Standards Institute (ETSI).


    * Ethernet is a registered trademark of Fuji Xerox Co. Ltd.
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    Abstract


    In Saudi Arabia the spread of smartphone and tablet use has led to a rapid increase in the volume of high-speed data communications by mobile users and this trend is becoming an important issue. There is now a need to extend current systems by adopting LTE/LTE-advanced systems with large-capacity data transmission capabilities. As a result it has become an urgent need for the mobile telecom carriers to build communications systems that feature high speed and large capacity in order to meet the needs of subscribers.


    NEC has prepared a solution that introduces the latest technological advances of the iPASOLINK series in meeting this need and to increase the functionality and capacity of the mobile backhaul system that connect the base and exchange stations. This paper introduces the large-capacity wireless transmission system that was proposed by NEC and was actually implemented by a Saudi Arabian mobile telecom carrier.
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    1. Introduction


    The communication traffic in Saudi Arabia has recently been increasing rapidly following the popularization of smartphones and tablets. As the real-time communications of media contents, including movies and SNS (Social Networking Services) are fairly advanced in this country, the load imposed on the 2/3G/LTE mobile telecom carriers is quite a heavy one. Therefore, additional investment in the equipment infrastructures is required. It has become an urgent matter for the mobile telecom carriers and communication service providers to renovate their networks and to build suitable systems to support the large capacity transmissions.


    In this paper, we describe our proposed optimum solution that makes use of NEC's iPASOLINK Series of large-capacity wireless transmission systems. NEC has previously been supplying these systems to support the mobile telecom carriers in cope with the increasing capacity and expansion of their mobile backhaul.We also discuss the introduction of our latest technologies thatare being packaged with NEC products.

  


  
    2. Case Outline


    In June 2014, the mobile telecom carrier started to promote the campaign at 6,000 sites throughout the kingdom and procured equipment and the services via communications infrastructure vendors. The aim of this promotion was to renovate and extend their mobile networks. NEC joined this campaign by delivering and installing the iPASOLINK series of microwave communication systems for mobile backhaul.


    More than 2.5 million units of the iPASOLINK series have been shipped, a figure that includes more than 100,000 units destined for Saudi Arabia. Although we have previously been engaged in the mobile backhaul construction of only a limited area, we have succeeded in acquiring areas that have previously been in the care of competitors, with the exception of those in the Riyadh district. This means that we have succeeded in occupying almost the entire area of the kingdom (about 5,700 links). The installation work is conducted by our local subsidiaries and partners from the link design stage to the site surveys, installation work and commissioning tests. When the construction of a site completes, an acceptance inspection is issued and signed by the telecom carrier before the services are started sequentially.


    Photo shows images of iPASOLINK installation work at a typical site. Our service categories include the new installation, replacement of other manufacturer's equipment, upgrading of existing equipment and IBS (In-Building Solutions). The frequencies are from 7 to 38 GHz, and iPASOLINK of either the Split type or of the
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        Photo PASOLINK system installation work.
      

    

  


  
    3. Technologies for Large-Capacity Transmissions


    The mobile telecom carrier currently uses 2G/3G/LTE system with a transmission capacity of 350 Mbps. The transmission capacity can specifically be broken down to 4 Mbps of the 2G, 21 Mbps × 2 channels × 3 sectors = 126 Mbps of the 3G and 220 Mbps of the LTE system. In addition to these, the rate of the LTE-Advanced is currently being extended to 500 Mbps, which is the reason the application of the large-capacity transmission technology that has now become indispensable for mobile backhauls.


    Fig. 1 shows the network (image) of the mobile telecom carrier. We deliver many iPASOLINK systems to the districts, and they are mainly composed of iPASOLINK 1000 and iPASOLINK 400/400A. The iPASOLINK 1000 is used in up to 12 directions of the metro site, and iPASOLINK 400/400A is used in up to 4 directions of the access and aggregation sites.
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        Fig. 1 Network of mobile telecom carrier (diagram).
      

    


    As some sites do not have an indoor station facility, iPASOLINK iX AOR systems were deployed. iPASOLINK iX supports up to 2 directions and can meet the transmission capacity requirement of each access site by utilizing both the vertical and the horizontal polarized waves.


    In the city street networks of the urban areas, we have introduced the RTA (Radio Traffic Aggregation), which bundles some wireless channels into a single virtual wireless channel for use in packet transfer. A diagram of RTA transmission network is shown in Fig. 2.
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        Fig. 2 Diagram of RTA transmission.
      

    


    When the maximum transmission capacity per link is 500 Mbps, a transmission capacity of 500 Mbps × 2 = 1 Gbps can be achieved as shown in Fig. 2.


    iPASOLINK VR10, which is the next-generation system being introduced sequentially, can bundle up to 8 channels, so that in the future it will be capable of dealing with the 10 GbE interface for high-speed packet transmissions.


    In the actual link, 200 Mbps is achieved with a single wireless channel, CS (Channel Spacing) of 28 MHz and modulation of 512QAM, so a transmission capacity of 4 × 200 Mbps = 800 Mbps can be secured (Fig. 3). Such a transmission capacity is attained by the use of both vertical and horizontal waves and the application of the RTA technology.
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        Fig. 3 4+0 iPASOLINK system configuration.
      

    


    In addition, the ERPS (Ethernet Ring Protection Switch) is packaged in iPASOLINK. This IP packet transfer control function is for fast route switching in the case faulty detected. The ERPS is introduced in critical wireless link in order to secure the requisite high quality and reliability.

  


  
    4. Proposed Optimum Solution with CAPEX Reduction


    As the case introduced above was subject to compete with many vendor companies, the details of the proposal became one of the vendor selection criteria as well as of price. NEC has succeeded in reducing the CAPEX (Capital Expenditure) maximally and of effectively utilizing PASOLINK systems that had been delivered previously.


    For the upgrading to the high-functionality version of iPASOLINK, we decided to use the exi sting ODU (Outdoor Units) and replace the IDU (Indoor Units). This procedure enables multi-directional communications and the wireless channels can be bundled for large-capacity communications.


    The existing IDUs that are no longer required for the above are reused effectively in suburban sites and for sites that do not require large-capacity communications.


    Implementation of transmissions using both vertically and horizontally polarized waves necessitates the use of suitable antenna for both polarized of waves. To reduce the CAPEX, we fit an adapter to each single-polarized antenna to convert it into an antenna suitable for dual polarized transmission. This procedure has eliminated the need to procure new antennas and contributes to the CAPEX reduction, particularly of the large antennas that necessitate high ocean transportation costs. Fig. 4 shows the rear of an antenna on which an adapter is fitted.
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        Fig. 4 Fitting an adapter to an antenna for both horizontally and vertically polarized waves.
      

    


    Additionally, we also promote effective reuse of existing materials including cables and connectors whenever these are reusable.

  


  
    5. Future Network Concept


    The mobile telecom carrier in this case is planning an extension to the LTE-Advanced and introduction of the IEEE 1588v2 protocol featuring clock synchronization. IEEE established the IEEE 1588 precision time distribution protocol in 2002. In consideration of the advent of the age of LTE-Advanced, NEC is providing the latest iPASOLINK series products such as iPASOLINK VR10 and VR4 with IEEE 1588v2 (version 2) compatibility. For the iPASOLINK 1000, this can be migrated to iPASOLINK VR10 by modifying the main board and module. It is the flexibility of NEC's equipment designs that enables maximum use of existing equipment.


    We have also developed the 4096QAM (Quadr ature Amplitude Modulation) for the LTE-Advanced. This technology enables implementation of a transmission capacity of 1 Gbps or even greater.


    In addition, in responding to the requests for increasing the mobile backhaul capacity, we are developing next generation system which is called L OS (Line Of Sight) MIMO (Multi-Input Multi-Output). By utilizing the MIMO technology, the transmission capacity of mobile backhaul can be increased. The configuration of the LOS MIMO system is shown in Fig. 5. The MIMO transmission utilizes both the vertical and horizontal polarized waves in a single frequency band. The resulting capability of reserving a 4X larger transmission capacity enables efficient frequency usage and large-capacity communications.
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        Fig. 5 4x4 MIMO transmission system.
      

    


    The mobile telecom carrier is also studying the introduction of the MIMO technology by anticipating that its high frequency utilization efficiency will reduce OPEX (Operating Expenditure).

  


  
    6. Conclusion


    In the above, we introduced our proposed technology for large-capacity transmissions using iPASOLINK products. We focused particularly on its introduction in the LTE-Advanced network of a Saudi Arabian mobile telecom carrier.


    To meet the transmission capacity requirements of the LTE, the proposal adopts large-capacity wireless transmission technologies such as polarized wave transmission and RTA. At the same time maximum effective reuse of existing equipment and materials are utilized in order to reduce the CAPEX.


    Next, we are considering the introduction of the 4096QAM and MIMO technologies by using iPASOLINK VR. This is to actualize wireless communications with larger capacities. This strategy is expected to contribute to increased capacity and qualitative improvements of the mobile telecom carrier networks.

  


  
    * LTE is a registered trademark of the European Telecommunications Standards Institute (ETSI).


    * Ethernet is a registered trademark of Fuji Xerox Co., Ltd.
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    Abstract


    Microwave communication systems are used for mobile backhaul worldwide. With the rapid growth in traffic over the past few years, the need for an efficient way to further expand capacity in microwave bands where bandwidths are limited has become critical. The optimal solution would be to introduce a super multi-level modulation system that has high frequency usage efficiency such as 1024 QAM. Before such a system can be introduced, however, it is necessary to find a solution to the problem of phase noise. This paper takes a look at the effect of phase noise on the super multi-level modulation system and introduces the phase noise compensation technology NEC has developed to maintain stable transmission quality. Thanks to the development of this technology, NEC has improved phase noise resistance by more than 10 dB compared to conventional systems and achieved 2048 QAM, making it the world's highest multi-level modulation system.
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    1. Introduction


    Loosely defined, wireless mobile backhaul is a network that connects mobile base stations using wireless communication systems operating in microwave bandwidths. These wireless communication systems are critical to the successful functioning of these networks. NEC is a leader in the development and deployment of wireless communications, delivering its PASOLINK system to telecom carriers around the world.


    Explosive growth in smartphone use, along with video and music streaming, has led to massive growth in traffic, stretching these systems to the limit and making it imperative to increase transmission capacity.


    This paper introduces our phase noise compensation technology, which is not only an effective means of expanding transmission capacity, it's also an example of how our component technologies are helping increase the level of modulation scheme.

  


  
    2. Spectrum and Technology Issues for Multi-Level Modulation Systems


    2.1 Microwave Bands: What they are and how they work


    Usually the bandwidth in the range between 6 and 42 GHz - bandwidths that require a frequency usage license - are used for mobile backhaul. This bandwidth is called microwave band in this paper.


    Although the microwave band can be attenuated by rain, its ability to transmit stable signals over relatively long distances (on the order of a few kilometers) has led to its widespread use in mobile backhaul.


    In microwave band, the bandwidth usable by a given signal is specified by public standards. Even in higher-frequency bandwidths where wider bandwidths can be ensured, the upper limit is 56 MHz (recently expanded to 112 MH z in some hi gh-frequency bands). As is clear from the Shannon–Hartley theorem, the simplest way to expand transmission capacity is by expanding bandwidth. However, when bandwidth use is restricted, the most effective way to achieve greater transmission capacity is to transform the modulation system into a multi-level system.


    Doubling the modulation level makes it possible to increase the number of bits - which can be transmitted at one time - by one increment. This does not just increase overall transmission capacity, it also means that frequency usage efficiency (transmission capacity per 1 Hz) can also be improved. Because telecom carriers must pay a spectrum fee to the local regulatory authority, they will benefit from any improvement in frequency usage efficiency as this will help reduce operation expenses. Multi-level modulation systems are increasingly employed in microwave frequency - for instance, a modulation level at 256 QAM (8-bit/symbol) has already become a standard. When 256 QAM is used, transmission capacity of about 350 Mbps and frequency usage efficiency of about 7 bps/Hz are typically achieved.


    2.2 Technology and Quality Issues with Super Multi-level Modulation Scheme


    To meet the demand for expanded capacity, it is necessary to go beyond existing modulation level systems and introduce a super multi-level modulation scheme such as 1024 QAM (10-bit/symbol) as shown in Fig. 1 (b). Some of the issues involved in developing a super multi-level modulation system are discussed below.
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        Fig. 1 Signal points constellation of QAM modulation level.
      

    


    When the modulation system is increased by one step - in other words, when the modulation level is doubled - the minimum symbol distance is shortened to 1/√2 with respect to the original modulation system, provided that the average power is constant. For this reason, the required carrier-to-noise power ratio (CNR) to obtain the same bit error rate (BER) increases by 3 dB, making it more difficult to achieve under finite conditions. The increase in the required CNR can be reduced by improving the coding gain. We have made significant improvements in coding gain by developing low-density parity check (LDPC) code suited for wireless backhaul systems.


    Another issue is the degradation in transmission quality caused by phase noise. Usually, microwave communication equipment executes QAM modulation according to the digital signal to be sent at the baseband and converts it into an RF frequency band. This frequency conversion is executed by multiplying the modulated signal by the RF frequency sinusoidal wave (local oscillator [LO] signal). The LO signal is not an ideal single-frequency signal as shown in Fig. 2 (a), however it contains unwanted frequency components called phase noise as shown in Fig. 2 (b).This phase noise ends up being added to the modulated signal in the RF band after the frequency conversion.
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        Fig. 2 LO signal spectrum.
      

    


    On the receiving side, the same operation is performed in reverse. Thus, the phase noise in the LO signal on the receiving side is also added to the modulation signal, creating fluctuation in the phase direction as shown in Fig. 3 in the modulated baseband QAM signals.
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        Fig. 3 256 QAM demodulated constellation to which phase noise is added.
      

    


    This, of course, can be an occurrence factor for a transmission error. However, attempting to improve the characteristics of the phase noise is not an option as doing so would increase the equipment manufacturing cost. Although the conventional carrier synchronization circuit employing phase-locked-loop (PLL) shown in Fig. 4 can suppress phase noise, it is difficult to ensure that the amount of noise suppressed will be sufficient to perform the super multi-level modulation transmission. When the noise level in the received signals is high, errors increase in the control data for the synchronization circuit, making the system unstable and causing burst errors that cannot be corrected. Due to the improvement in coding gain mentioned earlier, the environment in which stable operation of carrier synchronization circuit is required has been shifted in a lower CNR direction. By making it more difficult to maintain stable carrier synchronization of the super multi-level modulation scheme by conventional PLL circuit, this further exacerbates the problem.
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        Fig. 4 Conventional carrier synchronization circuit using PLL.
      

    

  


  
    3. Development of a Phase Noise Compensation Method


    3.1 Introduction of the PSAM System


    Extensive study of the carrier synchronization circuit that uses a PLL circuit to acquire control information solely from ordinary transmission signals has made it clear to us that the occurrence of burst errors cannot be prevented even when PLL parameters are optimized. Consequently, we determined that a pilot-symbol assisted modulation (PSAM) system would be required to maintain stable control in a low CNR environment, while limiting any deterioration in transmission efficiency to a few percent. A block diagram of the carrier synchronization circuit in the PSAM system is shown in Fig. 5.
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        Fig. 5 Block diagram of the carrier synchronization circuit of the PSAM system.
      

    


    Phase control in the PSAM system is executed by interpolating a known QPSK signal (pilot signal) between super multi-value modulation system transmission signals in a predefined cycle on the transmitting side. On the receiving side, phase control is performed using extracted pilot signals as the sole information source. Because the known signal is used, phase errors can be accurately known even if high-level thermal noise is added. As a result, stabilization of phase control can be accomplished.


    It is, however, impossible to track high-speed phase fluctuation caused by high-frequency phase noise since the refresh speed of control data is decreased to one divided by the frequency of the pilot signal. Consequently, symbol judgment errors frequently occur in the super multi-value modulation system - which is caused by the phase shift.


    3.2 PLL Circuit with Built-in Error Correction


    Although the introduction of the PSAM system makes it possible to stabilize synchronization in a low CNR environment, it is not sufficient on its own as the BER cannot be suppressed at a low level. Attempting to solve this by introducing a PLL circuit allocated after the PSAM circuit simply reproduces the problems of the original PLL circuit. Our solution was to use an FEC decoder (DEC) circuit to reduce symbol decision errors in the phase information source - the main problem in the PLL circuit. The overall configuration of our proposed carrier synchronization circuit is shown in Fig. 6.
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        Fig. 6 Block diagram of the proposed carrier synchronization circuit.
      

    


    In this new configuration, PSAM circuit output signals are passed through the DEC circuit first. Symbol decision errors are reduced by the error correction effect. The phase error data derived from this is input to the PLL circuit to reduce the phase error remained in the PSAM circuit output signals. The enhanced signal is input to the DEC circuit again to eliminate any symbol decision errors. By repeating this cycle, the precision of the phase control of demodulated signals can be increased; in other words, the BER can be reduced, without triggering burst errors.


    By operating the DEC circuit at higher speed than usual, it is possible to repeat multiple cycles while receiving the signals continuously. Also because the processing is performed on accumulated signals received over a period of time, there is no degradation of performance caused by delay in the loop - a common problem in feedback control systems such as PLL.


    As described above, stabilizing synchronization using the PSAM and then improving the precision of the phase control through repeated operation of the PLL and DEC has made it possible to improve the demodulation performance of the super multi-level modulation scheme. In addition, in the case of the combination of PLL and DEC without the PSAM, stable carrier synchronization cannot be achieved at low CNR, and the original problem still remains.


    3.3 Evaluation of Performance


    The measured data of the resistance properties against the phase noise measured using 1024 QAM are shown in Fig. 7. Compared to the conventional method, the resistance to phase noise has been improved by more than 10 dB while the basic CNR noise has been improved by more than 1 dB. Based on these results, we have confirmed that sufficiently stable characteristics can be obtained even when taking into consideration variations in the phase noise level of the LO signal.
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        Fig. 7 Phase noise versus CNR @ BER = 10−6 (measured data).
      

    


    The CNR versus BER performance of 2048 QAM measured in the system with a noise level at −100 dBc/Hz are shown in Fig. 8. This graph elucidates that there is no possibility that an error floor will occur - a phenomenon in which the decrease of the BER stops with respect to the increase of the CNR.
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        Fig. 8 CNR-versus-BER performance of 2048 QAM (measured data).
      

    

  


  
    4. Conclusion


    In the above, we have seen the effects of phase noise on the microwave super multi-level modulation system and introduced a phase noise compensation method we have developed to suppress those effects. By combining modulation/demodulation technology and error correction technology - technologies that resulted from our experience in the development of microwave communication systems - we were able to successfully achieve an effective super multi-level modulation system.


    The development of this method has enabled us to commercialize 1024 QAM and 2048 QAM systems capable of boosting transmission capacity and frequency usage efficiency by 25% and 38% respectively (compared to 256 QAM, standard modulation system for microwave band) without having to improve the characteristics of LO signals, which would significantly increase costs.


    NEC will continue to develop products that will contribute to advancement of telecommunications infrastructure worldwide.
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    Abstract


    The increase in the capacity of mobile communications is being conducted by mixing the macro cells that cover wide areas while using multiple frequency bands with the small cells that cover local cells that support heavy traffic. In order to conduct efficient communications in such an environment, it is necessary to use the C-RAN architecture that can significantly increase the number of cells and the users covered by each base station and implements carrier aggregation with a high degree of freedom. To deal with this need, NEC has developed a high-capacity BDE (Base-station Digital-processing Equipment) and has improved its functionality in several steps. This paper introduces the architecture and the key technologies of high-capacity BDE.
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    1. Introduction


    NEC has developed high-capacity BDE (Base-station Digital-processing Equipment) compatible with the PREMIUM 4GTM service that was started by NTT DOCOMO, Inc. in March 2015.


    High-capacity BDE adopts the advanced C-RAN (Centralized Radio Access Network) architecture that deploys the LTE-Advanced (LTE-A) system. This architecture has been proposed by NTT DOCOMO for the heterogeneous network environment, where macro cells covering wide areas and small cells covering local areas that have high population densities and heavy traffic coexist as shown in Fig. 1. The aim is for faster transmission and efficient use of wireless resources by advanced cell linkages via the use of carrier aggregation (CA).
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        Fig. 1 Usage case.
      

    


    At NEC, we are studying the application of BDE in public service networks. At present, the public service networks employ low bit rates that are focused on voice communications, while the need for the transmission of large capacity data such as videos is recently tending to increase. Due to this situation, attempts at applying the LTE system to public service networks are increasing. For this application, it is necessary to ensure “network stability” and “flexibility in responding to the production of deviated traffic”. It is to meet these needs that we are examining the use of the high-capacity BDE featuring advanced C-RAN architecture.


    Below, we outline the configuration of the newly developed high-capacity BDE and the characteristics of its function blocks.

  


  
    2. Main Specifications


    Table 1 displays the main specifications of the high-capacity BDE. Its main features include its large capacity for dealing with increased traffic by using a multi-processor system and the increased communication rate enabled by using the CA and MIMO (Mul tiple Input, Multiple Output). The communication capacity is as high as X8 in terms of the number of accommodated cells and about X30 in terms of the number of accommodated users compared to previous equipment. The number of CA component carriers is 3CC (Component Carriers) as of 2015 but it can be expanded to 5CC by the projected software updating. The number of transmission/reception antennae is up to 2 as of 2015 but may be expanded up to 8 by software updating.


    
    
      Table 1 Specifications of the high-capacity BDE.
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    3. Function Blocks


    The high-capacity BDE is compatible with LTE and 3G communication systems. Its function blocks are roughly divisible into the following three groups.


    (1) Common function block group


    This is the group of function blocks required to implement the LTE and 3G functions. It consists of: HWY (Highway) control function block, RE (Radio Equipment) interface function block, signal repeater function block, timing generation function block, external equipment monitoring control function block and power supply function block.


    (2) LTE function block group


    This is the group of function blocks required to implement the LTE functions. It consists of: LTE-AP (Application Program) block, LTE-BB (Base Band) block, highway control function block, RE interface function block, maintenance/surveillance function block, file system function block, test function block, and equipment maintenance function block, etc.


    (3) 3G function block group


    This is the group of function blocks required to implement the 3G functions. It consists of: 3G-AP block, 3G-BB block, RE interface function block, maintenance/surveillance function block, file system function block, test function block, and equipment maintenance function block, etc.



    This paper describes the characteristic function blocks of the high-capacity BDE, which are the LTEAP, LTE-BB, HWY and RE interface function blocks.


    3.1 LTE-AP Function Blocks


    The LTE-AP is the software that executes the call processing via the processor on the Common Control card.


    The call processing includes termination of the L3 protocols such as the RRC (Radio Resource Control), S1AP (Application Protocol) and X2AP, and RRM (Radio Resource Management) as well as the handover processing.


    The LTE-AP of the previous equipment runs on a single processor. However, its processing performance is limited, as is the number of accommodated users. The high-capacity BDE adopts a multi-processor configuration to deal with these issues. In order to allow the multi-processor configuration to manifest its characteristics, the loads are distributed on several processors and the LTE-AP on each processor is run concurrently.


    3.2 LTE-BB Function Blocks


    3.2.1 Function Allotment


    The LTE-BB function block is composed of the following three layers.


    
      	PHY (Physical) layer

      The functions of this layer include: error correction by means of error correction codes and hybrid ARQ (Automatic Repeat request), modulation/demodulation of physical channels and transmission/reception of MIMO.


      	MAC (Medium Access Control) layer

      The functions of this layer include: the high-speed scheduling that allocates radio resources according to the radio quality and the priority between UE and between logical channels at every millisec., the SCell (Secondary Cell) status management, hybrid ARQ control, and UL reception timing control, etc.


      	RLC (Radio Link Control) layer

      This layer features UM (Unacknowledged Mode) and AM (Acknowledged Mode). The UM does not ex ecute the ARQ resend control and is applied to the services with real-time requirements such as voice calls. The AM executes the ARQ resend control and is applied to services with specific data transmission requirements such as file transfers.

    


    3.2.2 Characteristics of the LTE-BB Function Block


    The BB card of the high-capacity BDE has the flexibility to enable the addition of functions such as a different communication system l ike the W -CDMA (Wideband Code Division Multiple Access), the CA up to 5CC and the CA using the two LTE systems of FDD (Frequency Division Duplex) and TD D (Time Division Duplex). It also has compatibility with proposed technologies such as high-speed communications with a maximum downstream user throughput of 1 Gbps, by simply replacing the software.


    When the BB card is exchanged, the previously used equipment required momentary interruption of the services of the cells allotted to the exchanged BB card, but the high-capacity BDE features improved maintainability that enables maintenance without interrupting the services of the cells.


    3.2.3 Architecture


    With the previous equipment, the LTE-BB functions are provided by an integrated card accommodating PHY/MAC/RLC.


    With the high-capacity BDE, the advanced C-RAN with which various usages can be assumed is implemented with optimum scalability. The configuration is separated into the L-BB cards (accommodating PHY) that depend on the number of accommodated cells and the H-BB cards (accommodating MAC/RLC) that depend on the number of accommodated subscribers (Fig. 2). In addition, all of the BB cards are connected in a star shape via the L2SW (Layer 2 Switches) so that they are able to communicate mutually (Fig. 3).
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        Fig. 2 Architecture of the LTE-BB function block.
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        Fig. 3 Flow diagram of user data (CA at arbitrary cells).
      

    


    In order to provide high speed signal processing and advanced flexibility, the high-capacity BDE confidently adopts the latest multicore DSP, large-integration FPGA and programmable accelerator IP.


    3.3 HWY Function Block


    The HWY function block includes the following functions.


    
      	Highway interface

      The functions of this interface include the IPsec protocol processing and QoS shaping for use in communications with the equipment on the core network side.


      	GTP-U (GPRS-Tunneling Protocol User plane) layer

      The functions of this layer include the establishment of a data communications path to the equipment on the core network side for each of the communications users.


      	PDCP (Packet Data Convergence Protocol) layer

      The functions of this layer include data encryption and user packet header compression (ROHC: RObust Header Compression) for use in communications with the users.

    


    Due to the use of CA and multilevel modulation the high-capacity BDE must provide a performance of about 10 Gbps. This need is caused by the increased number of accommodated cells and the increased throughput of cell/user traffic. To enable such a performance, the HWY function that was performed in a single CPU with the previous BDE is distributed to four CPUs. The distribution method of the main functions of the HWY function block in the multiple CPUs and how the control and user data packets are processed is as shown in Fig. 4. The control packets refer to the packets transmitted and received with the MME and the user data packets refer to the packets transmitted and received with the S-GW.
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        Fig. 4 Configuration of the HWY function block.
      

    


    As seen in Fig. 4, CPU1 executes the protocol processing of the highway interface. On the other hand, CPU2 to CPU4 are configured in parallel and execute the GTP-U protocol processing and the PDCP protocol processing respectively.


    The increase in user numbers following the increase in the accommodated cells has exerted a considerable effect on the GTP-U and PDCP protocol processing operations that must be controlled per user. High-capacity BDE provides the HWY function block with the necessary performance by adopting a configuration capable of achieving a uniform distribution of loads per user to these function sites. This uniform distribution is realized by isolating the highway interface from the GTP protocol processing and PDCP protocol processing. It thereby distributes the per-user load uniformly to CPU2 to CPU4 independently the setting of the highway interface.


    3.4 RE Interface


    For interfacing with the RE the high-capacity BDE adopts the optical transmission highway of the base station standard, called the CPRI (Common Public Radio Interface). Table 2 shows the main specifications of the RE interface. For the physical configuration, up to 48 optical transceiver modules called the SFPs (Small Form-factor Pluggables) can be mounted for each piece of equipment, and the modules are connected to the SFP modules on the RE via optical cables. As the SFP modules are capable of plug-in and plug-out midway through an operation, even when a hardware failure occurs in an SFP module, the service can be restored while continuing all of the services except for those for the cell in question.


    
    
      Table 2 Main specifications of the RE interface.
    
[image: e150320_06.jpg]


    High-capacity BDE is compatible with the CPRI line bit rates, not only with the 2.4576 Gbps used by the previous equipment but also with the 4.9152 Gbps and the 9.8304 Gbps, thereby enabling an increase in highway capacity. While the maximum optical transmission distance of the previous equipment is 20 km, it is extended to 30 km with the high-capacity BDE so that a more flexible area configuration than with the previous equipment becomes possible.


    The most significant feature of the RE interface is that various diversified operations are possible within the same piece of equipment. Besides the FDD/TDD operations, various diversified operations including those of CPRI line bit rates and of LTE/3G are currently permitted simultaneously. In particular, in the case of the communication systems, the 3G systems processed by the high-capacity BDE may be added to the currently diversified LTE/3G (shared with 3G-BTS) that is already available with the previous equipment.

  


  
    4. Conclusion


    In the above, we introduced the high-capacity BDE that enables an increase in the numbers of cells and users and implements carrier aggregation with a high degree of freedom. The aim is being to deal flexibly with increased capacity and with the advancement of mobile communications.


    The new equipment has already been introduced and it has been run widely as the core equipment of mobile base stations of the Japanese telecom carriers.


    As described in this paper, BDE is configured to have sufficient flexibility for dealing with future technologies. Even at present, it is achieving compatibility with the new standards. In the future functional extensions will be continued by aiming to acquire compatibility with the proposed next generation mobile communications.

  


  
    * PREMIUM 4GTM is a trademark of NTT DOCOMO, Inc.


    * LTE is a registered trademark of European Telecommunications Standards Institute(ETSI).
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    Abstract


    NEC announced the "NEC Cloud System" in October 2015. This solution features an OSS building model that was developed mainly by using open standard technologies and combining products and technologies already demonstrated via NEC's achievements in support of its cloud platform services. In order to enhance its competitiveness it is essential for the corporation to market solutions that are easily understandable and installable. In consequence, it enhances our abilities to integrate systems, in other word, the solution of system integration (SI). This paper introduces our SI strategy aimed at achieving such a result.
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    1. Introduction


    Up to the present, NEC has been responding to customer needs for cloud platforms by combining a wide range of our most advanced technologies. However, recent rapid changes in both social and management environments have made it necessary to absorb these changes by enforcing a more extensive range of strategies, and even more promptly than hitherto.


    To deal with such circumstances, we have announced a cloud solution called the "NEC Cloud System". It incorporates various cloud system procedures that we have used in the past and provides compatibility with rising needs of the open standard technologies. These procedures include OpenStack and Software Defined Networking (SDN). It is based on the achievements of the cloud platform services provided previously by NEC (Fig. 1).


    
      [image: e150321_01.jpg]

      
        Fig. 1 Concept of the NEC Cloud System.
      

    


    Vendors continue to release cloud solutions one after another. In this day and age, no vendor can survive by simply providing cloud solutions. Especially, as the adoption of open standard technologies means that an increasing number of enterprises employ similar technologies, or that the field competition is becoming more sever.


    In order to enhance competitiveness it is required to improve the impact of system integration (SI), and it is also important regarding how we can make the cloud solutions easy to understand and to install. Below, we introduce the SI process arrangement by using sales and SI tools aimed at resolving these issues.

  


  
    2. Specific Measures


    2.1 Clarification of Targets


    Although the NEC Cloud System has been developed to meet various needs as advised by our customers, the optimum solution varies for each customer. One of the features of the NEC Cloud System is the building block method, which can provide combinations of function blocks for customers who want to implement only that which is essential and at a minimum investment level.


    Recently, together with other features we examined how to promote this solution to customers by utilizing the Business Model Canvas (BMC) and by thoroughly analyzing the Customer Segment (CS) and Value Proposition (VP). Our aim is to apply these results to the fine tuning of our sales tools.


    Regarding the Customer Service, we explored what was troubling customers, assessed the issues that were of concern to the customers and classified the customers into three categories. These are: (1) the "tel ecom carriers" who run businesses focused on the networks and aim at implementing flexible networks based on NFV (Network Functions Virtualization) and in enhancing their competitiveness, (2) the "service providers" who possess their own cloud platforms with the aim of providing service businesses such as IaaS, PaaS and SaaS to third parties, and (3) the "enterprises" that aim at centralizing their legacy silo systems or starting new systems promptly (Fig. 2).
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        Fig. 2 The three Customer Service and building block methods.
      

    


    After defining the CS, we are currently assessing the value that we can provide (VP) for each CS, and documenting it for use by our sales engineers. When they indicate details of their various usage cases, customers will be able individually to envisage the available advantages and will also become aware of the potential benefits to their businesses.


    2.2 Measures for Improving SI Efficiency


    The NEC Cloud System can be customized flexibly according to the use/no-use of functions and the status of each customer by means of discoveries via open standard technologies and open source software (OSS), software structural analysis (turning software into white boxes) and by actual machine verifications. However, flexible customization often leads to an increase in verification costs that accompany any extension to the requirement definition period and to an increase of scale. Such an event could make it impossible to follow business changes flexibly and enforce the required strategies promptly.


    To deal with this issue, we have defined the function blocks from the viewpoint of SI and prepared technologies for improving the SI efficiency based on achievements gained in our past cloud service projects.


    (1) Function block definition from the viewpoint of system integration (SI)


    There are over thirty function blocks that form the units of the building block method. We defined these function blocks from the SI viewpoint by balancing them appropriately (Fig. 3). There are the units that customers require that are found in our past cloud project activities and the units that we can provide efficiently even during the actual building stage. For example, since the log collection function alone has no advantage for the customers, we grouped it together with the log analysis function into a single block. However, as the log storage function is closely related to the auditability requirement and to the storage capacity that is a cost factor, it was defined as an independent function block.
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        Fig. 3 Sample of NEC CS block definition.
      

    


    In the redefinition of the blocks based on the interfaces between different function blocks, we considered: the internal information regarding the NEC Cloud System development, such as the establishment of a function blocking procedure, the effects of linkages with external functions, and the extension units for upscaling, etc. Such considerations enable the appropriate choice of blocks to meet the needs of each customer and also the adequate linkage and conformation with external systems. Thus, quick requirement definitions become possible during the requirement hearing process.


    (2) Efficiency improvement tools with a lateral deployment capability


    Up to the present, NEC has been involved in various SI case studies. The so-called efficiency improvement tools built via this experience, such as system design documents and building scripts. These efficiency improvement tools try to take the lateral deployment into considerations, however, they are not optimized especially for individual cases and persons, and cannot in fact achieve the effective model systematization in individual cases. Due to such inadequate events, the efficiency improvement tools have to be built according to the general concept of the project. If the design elements and environmental conditions vary widely between cases, the efficiency improvement tools have to be capable of customization over a wide area. They should then often be judged as making things worse when the time taken for mastering use of the tools is taken into consideration. In addition, the impossibility of organizing a system for retaining the efficiency improvement tools themselves becomes another factor that hinders lateral deployment.


    On the other hand, the NEC Cloud System including its prospects is positioned as the most important solution in our involvement in the cloud services business. This is because it is based on the idea of "One to Many", under which we create "One" powerful solution while passing through the process of reviewing the real needs of the "Many" customers. Our aim is to create a solution that will be securely introduced by many customers. Therefore, we have simplified the design elements and the environmental conditions by organizing blocks and analyzing the components. This strategy creates an efficiency improvement tool that enables the SI of each block via the shortest route.


    To improve the efficiency, we classified the SI process into the three steps of design, building and testing. Based on this classification, we also advanced standardization for the design and testing while automating the building and testing. In particular, we placed special emphasis on automating the building process, because it brings the reduction of work time and also the uniformity of product quality acquired by minimizing the human involved labor process.


    When we made a choice from existing tools, our basic selection was OSS. In the building of the Red Hat Enterprise Linux (RHEL) OS, we incorporated a kick start function, which is the auto installation mechanism, and a tool called the Cobbler that is capable of managing multiple settings integrally. For the Red Hat Enterprise Linux OpenStack Platform (RHEL-OSP), which is an OpenStack platform, we adopted the Red Hat Enterprise Linux OpenStack Platform Director based on the Triple IO project of Red Hat, Inc.


    For the installation and settings executed using the Command Line Interface (CLI) including other OSS, the Puppet and Chef are popular tools for auto building and auto setting of Linux servers. However, we selected the tool called Ansible, which is recently attracting attention, because of its capability of being used without installing software in the target server, for its simplified settings and for its variety of automatic settings.


    In addition, we decided to automatically create the information input to these tools from the parameter design document. At the same time, we arranged the work required in the actual SI such as the tool usage procedure information, disk mounting and server re-launching that have to be executed manually, and produced a unique work flow tool for reducing the installation period (Fig. 4). The accumulated preparation achievements can reduce the number of items to be modified in each project so as also to enable reduction of the variance in quality depending on work skills.
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        Fig. 4 Image of SI efficiency improvement.
      

    


    2.3 Quick Response to "Need of touch"


    Based on the fine tuning of the efficiency improvement tools and considering the SI and the results of their verification in actual machines, we are also tackling the PoC (Proof of Concept) environment for customers and developing a support environment for the training of our SI engineers.


    In the PoC environment, we arrange the main setting in advance so that the customers can envisage the scenes of use and overlap them with their own business scenarios. It is also possible to check the functions of all of the block units, although this may be on a small scale, as well as to customize solutions according to the customer's request.


    In the training environment, building of the cloud platform itself can be influenced by also covering the method of use of the efficiency improvement tools. From the arrangement to the design item check and the building procedure and post-building operation check, the factors required in the actual SI can be checked on the actual machines.


    The key to the arrangement of such environments lies in the measures taken for the hardware-dependent part. Although the NEC Cloud System is multivendor-compatible, the demonstration on an actual machine is not possible with every piece of hardware. Also, even when different pieces of hardware are from the same vendor, measures supporting firmware and drivers are necessary depending on the models and hardware configurations. With regard to these measures, it is our intension that verification using the highly relevant hardware, the NEC Cloud System and by applying our accumulation of expertise and inherited achievements from already-introduced environments, will lead to a reduced introduction period.

  


  
    3. Conclusion


    In the above, we have described the measures required for delivering the NEC Cloud System to as many customers as possible. In order to achieve it, we examined the preparation of sales tools, efficiency improvement tools and environments applicable to PoC, etc. from the viewpoint of SI building.


    The cloud platform implemented via the NEC Cloud System is IaaS. The global IaaS market has a high annual average growth rate of 19.8% (IH S Technology survey). When the surv ey target is limited to OpenStack, the annual average growth rate is as high as 31.9% (survey by Infiniti Research Ltd.). Because of the high potential of this market, we are also receiving an increasing number of inquiries from overseas customers. The future policy of NEC is to endeavor to improve the SI capability and to retain our commitment to be the first to deliver original technologies in the global market. We will respond to the expectations of those customers that wish to expand their businesses by employing cloud-based operations, instead of simply utilizing existing cloud services.

  


  
    * OpenStack is a trademark or registered trademark of OpenStack Foundation.


    * Red Hat and Red Hat Enterprise Linux are trademarks in the U.S. and other countries.


    * Linux is a registered trademark or trademark of Linus Torvalds.


    * All other company and product names that appear in this paper are trademarks or registered trademarks of their respective companies.
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    Abstract


    The combination of artificial intelligence (AI) and big data promises to add tremendous value to the telecommunications business. One particularly valuable source of data is contact centers, which collect a massive amount of direct comments from customers. Effective utilization of this data is key to improving customer service and delivering new solutions and products that will appeal to customers. To better facilitate analysis and exploitation of this data, NEC has developed and deployed conversation analysis solutions that use a combination of our own voice recognition and text analysis technology to support fast, effective quick decision-making. This paper introduces our conversation analysis solutions and provides a detailed example of how it can be applied in real-world conditions.
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    1. Introduction


    Today, the sheer volume and complexity of the data companies collect has reached a point where conventional big data analytics are no longer able to provide the level of specific detail needed to understand what customers truly want and need. To stay competitive as data growth continues to skyrocket, telecom companies - especially marketing and quality control divisions - need more powerful and more sophisticated tools to sift through all the data and uncover meaning. The solution is artificial intelligence (AI). One type of data where AI’s speed and analytic power can prove especially valuable is customer comment data - such as recorded conversations and phone calls* collected in contact centers and call centers, as well as comments collected from face-to-face meetings and websites. AI provides companies with the ability to rapidly assimilate, analyze, and reflect or respond to customer comments, requests, and suggestions.


    Every day telecom companies receive thousands of comments from their customers. This massive amount of data is recorded and stored for analysis, but the scale of the task - re-listening to all those conversations, analyzing their meaning, and classifying and categorizing them accordingly - has become far too massive to handle by conventional means.


    In response, NEC has developed and is now deploying intelligent conversation analysis solutions that, in addition to voice recognition technology, incorporates the recognizing textual entailment (RTE) technology and emotion recognition technology.


    This paper gives an overview of our conversation analysis solution and shows in detail how this technology would be applied and used in a telecom operation.

  


  
    * Collected and compiled for practical utilization with prior consent from the customer, as well as according to laws and regulations

  


  
    2. Overview and Features


    2.1 Overview


    Our conversation analysis solution is an expanded version of our customer voice data analysis solution featuring the addition of voice recognition technology and emotion recognition technology (Fig. 1). This new conversation analysis solution makes it possible to automatically classify text data generated from phone conversations according to the type and meaning of the content.


    
      [image: e150322_01.jpg]

      
        Fig. 1 Schematic diagram of the solutions.
      

    


    This facilitates quantitative aggregation of customer comments and adds an intelligence layer that can tackle complex analytical tasks and perform them much faster than previously. This, in turn, allows management to quickly see where customer and product services need to be improved, to highlight any management issues that need to be dealt with, and to make decisions quickly and confidently.


    This technology can even make it possible to help improve the conduct of customer service representatives by detecting customer dissatisfaction in recorded conversations, enabling personnel to learn how to better deal with customers, thereby improving customer satisfaction.


    2.2 Features


    The features of our conversation analysis solution are described below.


    (1) Visualization and evaluation of customer voices


    Thanks to our noise-resistant, speaker-independent, and colloquial-sensitive voice recognition technology we have gained through years of R&D activities, voice data in call centers is converted into text and phone call data is visualized (Fig. 2). Moreover, our emotion recognition technology analyzes loudness, pitch, and tone of voice to automatically detect the degree of anger displayed by the customer and the effectiveness and sincerity of the service representative’s apology.
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        Fig. 2 Sample display for conversion of voice-to-text conversion.
      

    


    Using this feature, conversations can now be analyzed and scored. The results can then be used for training purposes, improving the skills of the firm’s customer service representatives and enhancing the company’s brand image (Fig. 3).
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        Fig. 3 Evaluation example of phone call content.
      

    


    (2) Analysis of conversations (recognized results)


    By combining RTE-based clustering technology - that applies RTE technology with voice recognition technology and emotion recognition technology (Fig. 4), we have developed a sol ution that can automatically sort through and classify a massive collection of customer comments (both voice data and text data) according to meaning. This facilitates quantitative aggregation of customer comments - a task that humans alone would find extremely difficult and time-consuming. In addition, comments that express a high degree of dissatisfaction can be extracted automatically - something that is hard to do with text alone.
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        Fig. 4 Overview of RTE-based clustering technology.
      

    


    Thanks to this technology, requests for improvement of products and services, as well as complaints, can be quickly brought to management’s attention, expediting decision-making, and ensuring that the company is able to rapidly respond to customer needs and reflect customer desires.

  


  
    3. Case Study: Application to a Telecom Operator


    (1) Analysis of reasons for contract cancellation


    This is intended to ensure that action can be taken whenever critical changes occur, while searching for trends in reasons for customer contract cancellations.


    The goal is to reduce the number of processes that human workers are required to go through when investigating the reasons for cancellations by applying the conversation analysis solution to trend analysis.


    The conversation analysis solution uses the following methods to analyze trends:


    
      	Cancellation reasons are extr acted from phone call texts.


      	Numbers of calls are classified according to cancellation reasons.


      	Information is periodically extracted and classified; the results are output.

    


    Thanks to NEC’s conversation analysis solution, it is now possible to automatically classify a portion of the cancellation reason analysis operation conventionally performed by human workers. This significantly reduces the number of processes involved. For example, previously if a customer service representative forgot to write down the reason for cancellation, it would have been necessary for someone to listen to the recorded conversation in order to determine the reason. Now, with NEC’s new system, all that’s necessary to do is check the relevant part of the conversation because the reason for the cancellation has already been extracted with the function described in 1) above. This reduces the time needed to check conversations to onefifth on average.


    (2) Assessing the type of inquiry


    This function is designed to facilitate faster customer responses. It immediately detects frequently asked questions and inquiries that are likely to become more frequent, passing them on to representatives already prepared to handle such inquiries. This enables customer service representatives to deal with customers more efficiently.


    The conversation analysis solution uses the following methods to analyze the nature of the inquiry:


    
      	Information regarding problem is extracted from phone call text data.


      	RTE-based clustering is performed.


      	The results and the number of matching inquiries are displayed.

    


    Since the conversation analysis solution helps achieve automatic compilation of keywords based on the results of voice recognition, it successfully reduces the number of processes required for advance preparation compared to ordinary text analysis. Also because automatic classification and problem detection is performed on voice data without human intervention, it is possible to determine what the problem is and how common it is much more quickly than through human analysis of call histories.



    Building on the success of the conversation analysis solutions we have already deployed, we are now working to expand introduction of these systems to telecom companies who have not yet taken advantage of them. We are also looking at the possibility of deploying these solutions in non-telecom related applications as we are confident that will bring value to any company facing issues similar to those we have discussed in this paper.

  


  
    4. Conclusion


    In this paper, we have provided an overview of the technology deployed in our conversation analysis solutions and given detailed examples of how the technology could be used and what it would achieve in the field of telecommunications.


    Currently, we are validating the customer call data analysis in cooperation with telecom operators. A key to adding value is to integrate our knowledge and understanding of contact center voice data with the company’s existing system.


    As NEC’s conversation analysis solutions feature a combination of AI technologies, including RTE technology and voice recognition technology, they can be applied anywhere where massive amounts of customer voice and text data are collected. Using the conversation analysis solutions as an axis, NEC is planning to also utilize them in brick-and-mortar stores and other similar establishments.
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    Abstract


    Systems development on cloud platforms (PaaS, IaaS, etc.) has recently become common practice among the telecom carriers and the targeting of highly important mission-critical systems is now expanding. Systems integration (SI) in cloud platforms has certain advantages, such as flexibility in resource procurement. However, it also poses issues specific to the cloud platform, such as fault complications and resource conflicts. This paper introduces the issues posed in the process of systems development on cloud platforms and the SI techniques proposed as a means of solving these issues. The point is that the ultimate purpose of the process is to achieve optimum quality and that it should be approached based on the integrated collaboration of the application (App) development teams and the platform (PF) teams.
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    1. Introduction


    One of the interesting recent changes in system development techniques is the dissemination of developments utilizing the PF services of cloud platforms (PaaS, IaaS, etc.). Meanwhile, the carrier systems require "uninterrupted" platforms and "flexible" development so that they can deploy the carrier services effectively. The ability of the PaaS/IaaS platforms to secure these features and "support the App development" is an important issue of the efforts supporting development. In this paper, the authors introduce some examples of the approach to SI taken in the development of continuous carrier systems, as seen from the viewpoint of the PF builders.

  


  
    2. Characteristics of Systems Development on Cloud Platforms, Issues Involved


    There are roughly speaking two important characteristics of systems development on cloud platforms. One is the "PF shared type" that several systems share a common platform, and the second is the "PF/App separation type" that the PF building vendors and the App development vendors work separately to achieve a common project. This means that an approach is required that is different from that of the traditional so-called "silo type" SI development, in which the platform is developed per individual system.


    2.1 Issue 1: Considerations for Shared Type Usage


    With regard to the issue of PF sharing by several systems, it is the progress of virtualization technology, etc., that enables the sharing of a single hardware (HW) resource by several systems. On the other hand, a more complex PF design is required than previously due to the sharing of resources including storages and networks as well as to the need for overall flow control of the multi-tenancy operation.


    2.2 Issue 2: Disadvantages of PF/ App Separation


    For the issue of PF and App vendor separation, a trend is emerging in the cloud environment, in which the PF is separated into layers and each layer is implemented as a service provided by individual vendors (PaaS/IaaS).


    This trend has resulted in an increase in the number of system development modes that are separating the PF building vendors and the App development vendors.


    As a result, if an App developer designs a system without having sufficient knowledge of the PF specifications and bottleneck points (loose couplings), occurrences of performance problems and unexpected service anomalies due to difficulties in identifying the effects of faults will tend to increase. If this should happen, it would be impossible to build an "uninterrupted system" however hard the PF builder tries to implement a high availability design.

  


  
    3. Approach toward Issues


    3.1 Arrangement of Design Process, White Box Implementation


    For the use of shared PFs as in issue 1, we define a high availability design process in the following three steps in order to secure the quality that also covers the non-functional design (Fig. 1).
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        Fig. 1 Process of high-availability design.
      

    


    (1) Clear SLA definition, grand design development


    In this case, step 1 consists of a clear definition of "requirements" in the SLA and grand design development (common design of the PF) in order to ensure the understanding of the PF design. The grand design should prescribe the design elements to be secured including the non-functional requirements of importance for the infrastructure design. As a result, even if a new model or new product (middleware: MW) is added later, returning to the grand design allows the process to benefit from the original design policy.


    (2) White box design


    Step 2 is to implement each product as a white box (Fig. 2). As for the HW design, the building target components are separated into "fault-potential positions" and the effects on the operations and services in the case of a fault are visualized. When designing the OS and MW, the specifications of operations in the case of system change are clarified for all of the parameters that become the design elements.
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        Fig. 2 White box implementation.
      

    


    The point in this activity is that the designer has optimum understanding of the design parameters and their potential behaviors. This enables a consistent design even when HW, OS and MW with different processing properties are combined. It also leads to ensuring the business continuity under any fault pattern (which is the "Input" procedure in step 3) based on combinations of operations assumed on the desktop.


    (3) Walkthrough


    Finally, step 3 is the walkthrough. This term is borrowed from the theatrical art meaning the rehearsal, in which all of the scenes are played to test the flow of the plot and movements of actors. Modeled in the PF building, this operation consists of deskbound verification of the "processing steps" from the client's request to the reply. Or, that the design meets the system requirements from the viewpoint of availability, by compiling them into processing patterns compiled from the viewpoint of the infrastructures and taking the system faults assumed in step 2 into consideration (Fig. 3). This step helps eliminate the theoretical traps. It is also important to check and evaluate the walkthrough conducted as a desktop operation by running the actual machines using a simulated App in order to confirm the correctness of the assumptions of the operations in the case of a fault.
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        Fig. 3 Processing pattern arrangement and walkthrough.
      

    


    3.2 Deployment of Development Guideline, Establishment of Tenant Follow-up System


    This section discusses the second issue of the separation between the PF and the App vendors.


    The aim of the approach here is that the PF team plays the leading role in confirming; 1) overall architecture; 2) actual implementation and; 3) development process. Confirmation of these three points allows the PF building team to perform optimum follow-up at optimum timings.


    In addition, the PF team compiles and provides the notes and cautions on the PF in question into guidelines (SQL development guidelines to be observed in the App development, Java development guidelines, etc.). This can ensure availability and minimize the performance risks when the App is in-service. The approach described above has already been put into practice in several projects. What is important is that it is an "App/PF joint development technique", which is a characteristic of the case described in this paper.


    (1) Confirming the overall architecture


    In the confirmation of the overall architecture, the PF and App vendors present and coordinate their proposals for the architecture in order to deepen mutual understanding. It is important that such an approach eliminates any deviations in the elements required for the system in question that exist between the PF and App vendors. This process is also important in eliminating missing points in guidelines, as well as making the system highly effective (Fig. 4).
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        Fig. 4 Approach to ensuring the business App/PF implementations.
      

    


    (2) Confirming the actual procedure of the App development and implementation


    In the confirmation of the actual procedure of the App development and implementation, the PF team should assess the points of App implementation optimally in order to inform the developer of the items to be defined in the development guidelines. Subsequently, visualizing the relationships between the items in the guidelines and the "properties of the project in question" makes it possible to check the adequacy level objectively and to improve the quality of the developed App as well as of the guidelines themselves (Fig. 5).
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        Fig. 5 Guidelines and visualization of the App /PF implementation.
      

    


    (3) Confirming the development process


    Finally, in the confirmation of the development process, the PF team should compile and deploy the guidelines matching the App development and implementation with the App developer based on the results of coordination of the overall architecture. It is also required to apply the guidelines to the development "process" in order to confirm their observance. This requires a positive approach from the PF team. As shown in Fig. 6, it is important to explain the App development process and to also ensure the quality of the upstream promotion activity of the development process. As the top-down leadership of the client is an important factor in these activities, it is essential for the vendors to prepare an overall navigation system for following up the optimal information provision and other activities.

  


  
    4. Future Systems Development


    It is only since the big changes brought about by the trend of open systems in the 1990s that the system development technique has entered a new era of change, which is currently being brought about by the trend of cloud computing (provision of PF as a service). Such changes are likely to continue, and may occur at any time in the future because of changes in technology, market environment and/or customer needs.


    We expect that user-oriented models such as omni-channel systems aiming at improving the UX (User Experience) at contact with customers will expand in the future telecom business. In order to support this new trend and provide common values for the users, the App and PF vendors will be required to enhance and integrated their collaboration in the field of system design.


    As seen in the above, developmental techniques evolve by inheriting past techniques and applying them to the present and to the future. It is on the extension of the wisdom of foregoers that a new era comes. We at NEC, a company contributing to the market as a SIer, aim to continue our efforts by defining the signs of innovative changes accurately. This will be achieved by meeting challenges with agility and without neglecting the need for mindful renovation.

  


  
    * Java is a registered trademark of Oracle Corporation and/or its affiliates in the U.S. and other countries.
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    Abstract


    Telecom carriers are expected to provide services matching the tastes and likings of individual subscribers quickly and in a timely manner in order to increase the sales per subscriber. To achieve this, not only the data scientists but also the content providers themselves should be expected to quickly and intuitively analyze the data of their customers and services. They would then be able to create and improve their services by optimally utilizing their own knowledge and expertise (self-service business intelligence, or hereinafter called "self-service BI"). This paper introduces the series of techniques from the introduction up until the establishment of a self-service BI environment, which is to be added to the existing analysis environment used by the data scientist.
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    1. Introduction


    One of the major sources of income for the telecom carriers is the profit earned from data communications of mobile devices such as smart phones. To increase the income from communication fees, the carriers need to consider not only to improve the communications infrastructures (networks and base station placements) but also to challenge the provision of services with higher added values.


    An example of such high-added-value services is the content distribution services deployed on smart phones, which have the goal of increasing the communication fee income by enhancing customer pleasure. In other words, what is needed is quick, timely provision of attractive services that match the taste and liking of each customer.


    On the other hand, in order to provide services that are fitting for each customer, it is required to choose the necessary and accurate data from the large amount of available data, perform analysis that matches the purpose and comprehend the results.


    Under this situation, contents providers that have the requisite knowledge and expertise regarding services are required to have self-service Business Intelligence (hereinafter abbreviated to "self-service BI") for conducting quick analyses from the required perspectives. Below, we introduce the self-service BI techniques that range from introduction to establishment.

  


  
    2. The Present Status and Issues of Big Data Analyses of Telecom Carriers


    2.1 Present Status


    (1) Analysis operations


    The big data analysis can roughly be divided into routine analysis and as-needed analysis operations, each of which can further be divided into the advanced and normal analysis operations. These analyses are usually entrusted from the contents providers to the data scientists who compile the analysis reports and provide them to content providers. This means that the content providers have to withstand a certain waiting time and the fixed format of the analysis reports makes it difficult to verify the data easily from the various perspectives that they may need (Fig. 1).


    
      [image: e150324_01.jpg]

      
        Fig. 1 Example of analysis operations.
      

    


    (2) Routine analysis


    This type of analysis collects the data in a certain time sector, such as daily, weekly or monthly according to a routine method and compiles a routine report. The main routine analyses are as enumerated below. Type 1) occupies the major part of the routine analysis cases.


    
      	Aggregated usages of each service (Normal analysis)


      	Aggregated entries/withdrawals of each service (Normal analysis)


      	Aggregated totals of Key Performance Indicators (KPI) and Key Global Indicators (KGI)


      	Extraction of customer segments with similar needs, obtained by cluster analysis of service continuation periods, service usage frequencies and utilized contents (Customer segmentation) (Advanced analysis)


      	Webflow line analysis based on the bounce rates, exit rate, CVR*1 and cart abandonment rate, etc. (Advanced analysis)

    


    (3) As-needed analysis


    This type of analysis compiles a limited report on a specific need such as a campaign. Its operational range includes detailed reports on results obtained from routine analyses and targets the extraction of procedures such as those used in campaigns. The main as- needed analysis items are enumerated below, with type 7) occupying the major part of the as-needed analysis cases.


    
      	Issues are extracted from the entry, usage and withdrawal service areas and countermeasures are suggested. (Advanced analysis)


      	Visualization of the entry and withdrawal paths of good customers (customer journey) (Advanced analysis)


      	Prediction of the probability of entry into other services (Entry prediction model) (Advanced analysis)


      	Prediction of the probability of withdrawal from a service (Withdrawal prediction model) (Advanced analysis)


      	Extraction of recommendations of contents (Recommend model) (Advanced analysis)


      	Prediction of contact methods and timings for the fostering of good customers (Advanced analysis)


      	Extraction of the target customers of procedures such as campaigns (Customer segmentation) (Advanced analysis)

    


    (4) Data source*2


    The main data sources used in the routine and as-needed analyses are the customer attributions data, customer beha vior data (vi ewing history, search history, download logs, etc.) and log data of various contents. Their major characteristics are that the data is sometimes of a very large scale from some millions to billions of items and that a large variety of data formats are handled*3.


    2.2 Present Issues and Improvement Measures


    Fig. 2 shows the issues of the analysis operations, their causes and corrective measures by focusing on the content providers as those requesting the analysis operations shown in Fig. 1.


    
      [image: e150324_02.jpg]

      
        Fig. 2 Issues and their countermeasures.
      

    


    With regard to the traditional analysis operations, the content providers ask the data scientists to compile analysis reports and the scientists then develop and submit such reports. This method is inevitably accompanied by waiting time for the report compilation, which sometimes makes it impossible to run the analysis PDCA cycle at a high speed. The specific causes of this issue are as follows:


    
      	Non-availability of environments in which content providers can conduct analyses by themselves.


      	Non-availability of environments in which content providers can collect data for analysis reports anytime by themselves.


      	Impossibility of verifying analysis reports from various perspectives.

    


    The countermeasures for solving these issues include the introduction and establishment of the self-service BI with which the content provider can conduct analyses by themselves (countermeasures for 1) and 3)) as well as the Data Mart (DM) as the data source for the self-service BI (countermeasure for 2)).

  


  
    *1 CVR (Conversion Rate): Rate of results obtained from a website such as advertising site. The results include request of materials and purchases of services.


    *2 The data sources refer to databases, files, etc.


    *3 Usage of data is restricted in some cases due to the laws and regulations of different countries.

  


  
    3. Introduction and Establishment of DM and Self-service BI


    3.1 Introduction of DM


    The DM should be introduced without delay in the following flow so that the analysis PDCA can be advanced in a fast cycle.


    (1) Design of DM


    The DM can be classified into the master data and achievement data. The master data is the collection of basic information such as the customer and service names, while the achievement data is the collection of exchange-related data such as the usage counts and download counts, most of which are time-series data. Such a large amount of time-series data should be partitioned on a per-weekly, monthly or quarterly basis to improve the access performance. Since the data is accessed per service, data should be grouped per service in order to localize the access records.


    (2) Selection of data sources


    In order to generate a DM, it is required to obtain data from multiple data sources (master and achievement data).


    This is an issue related to (3), "Implementation of DM creation processes". However, creating a DM by joining multiple data sources at once leads to a massive consumption of resources, such as of CPU and memory. To avoid such situations, it is necessary to incorporate a mechanism that limits the number of joined data sources to two or three and executes the process several times.


    (3) Implementation of DM creation processes


    The number of achievement data items is much larger than the master data. When such data is processed, the processing performance is affected greatly by the way the data sources are joined. It is therefore necessary to select a joining method that matches the environment.


    The GUI tool utilizing metadata can be introduced to create the process and improve the maintenance efficiency. The tool can be used to collect metadata (definition and attribute information) from various data sources and visualize the locations and definitions of data as well as the flow of data and processing. This makes possible the instant identification (impact analysis) of the data and processing flow, thereby enabling quick investigation of the cause of producing improper operational data (Fig. 3). In addition, collection and distribution of the various data can be performed efficiently and flexibly by adding or modifying the adopted data source via the GUI as required.
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        Fig. 3 Example of impact analysis.
      

    


    (4) Registration of processing in scheduler


    The amount and number of DMs are variable depending on services. At the same time, extracted DMs may sometimes contain data that can cause system faults (such as the line feed code and comma). Based on such events, it is necessary to set scheduling by executing the parallel processing, synchronizing transactions and check points restarting with the batch processing so that the processing can be completed within the specified period.


    (5) Masking of data


    Data is masked as required during DM creation. However, there are cases in which data analysis in the specified schedule becomes difficult. This is because the masking such as hashing takes a longer processing time than expected. Consequently, the processing method should be implemented by taking the data masking time into consideration.


    3.2 Introduction of self-service BI


    The self-service BI is organized by the server and client. The server provides a disclosed analysis environment and data security and the client is responsible mainly for the closed analysis environment that is intended mainly for individuals. The assessment of the introduction of the self-service BI is performed from the following viewpoints.


    (1) Selection of self-service BI tools


    1) Selection of self-service BI tools For the client, an analysis tool with intuitive operation that is easy for the end users to use is to be selected.


    For the server, an optimum tool is selected by conducting studies from the viewpoints of (2) to (7) below.


    (2) Availability


    An environment in which the person in charge of services can analyze data anytime is required to advance the analysis PDCA cycle at a high speed. For this purpose, it is necessary to introduce servers that not only allow the HW but also the tools to deal with an available configuration.


    (3) Performance


    Slow response is a cause of disfavor for users, so an environment with full awareness of performance criteria should be prepared. As it is inefficient to analyze the big DM directly every time from the self-service BI client, a data set (extr acted files) is sometimes created as a subset of the DM on the client side.


    (4) Monitoring


    This is associated with availability, but a mechanism for monitoring should be implemented to allow quick application of countermeasures in a case where an unexpected event occurs in the self-service BI environment.


    (5) Authentication


    Implementation of direct data source access from the self-service BI client is possible but, to ensure security related to data, it is recommended to implement data access control through the self-service BI server. In addition, it is also necessary to consider the linkage with the authentication platform at the corporate level and to define user operation.


    (6) Authority


    Similarly to the authentication, the data read/write and the publication of analysis results are controlled from the self-service BI server.


    (7) Version up


    Because of the short-lifecycle tendency of the BI tool, it is a product subjected to frequent version upgrading. Since a mixed presence of different versions could render data sharing, etc. difficult, a system for SW configuration management is implemented in order to achieve version upgrading smoothly.


    3.3 Establishment


    The self-service BI and DM should be established after introduction. The major tasks to be enforced in the establishment assessments are as follows. These tasks are expected to impart the self-service BI and to improve the skill of the content providers.


    (1) Provision of templates and guidelines


    Templates and guidelines for analysis are provided periodically for the content providers who are end users of telecom carriers. The templates should be created by gathering the opinions of end users and by selecting the most common factors.


    (2) Provision of periodical training


    Periodical training and hands-on experience for new users are to be held. To improve the data literacy as well as the knowledge of the self-service BI, opportunities for studying general knowledge items, including mathematics, statistics, database and SQL, should also be provided.


    (3) Introduction of help desk


    A help desk is installed near the service provider to enable quick, face-to-face responses to inquiries.


    (4) Recommendation of BI tool qualification acquisition


    Acquisition of BI tool qualifications offered by BI tool vendors is recommended in order to achieve an improved analysis capability and to enhance motivation.


    (5) Visualization of data and processing


    A system for visualizing data is to be introdu ced sothat the analysis target data can be found efficiently and that data illegality can be detected as quickly as possible.

  


  
    4. Conclusion


    In the above, we introduced the flow from introduction to establishment of the self-service BI and DM as analysis infrastructures for supporting the operations of the telecom carriers by using big data. Big data analysis is currently in the stage of Business Intelligence, or is evolving "from data to information". In the future, it is expected that Business Analytics, investigative type data mining (self-service BI) and Artificial Intelligence will attract further attention, which is the stage evolving from "information" to "knowledge and expertise".
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    Abstract


    NLE's Secure De-duplicated Multi-Cloud Storage is the future of primary storage. This solution combines the use of multiple public cloud storage services with fast local access to cached data, data deduplication, and enhanced security and reliability at very low costs. By doing so, this solution is ideal for enterprise customers as well as governments and large telco-operators. Namely, our solution focuses on security and storage-efficiency, ensuring that the data is always available, is repaired in case of any partial data loss, and is protected from the strongest of adversaries, without hampering performance nor usability. As a result, our solution allows us to extend the range of current datacenter services and features, without incurring high infrastructure costs and at competitive margins.
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    1. Introduction


    Cloud services for storage, computing services, and collaboration platforms are becoming more relevant, important and pervasive. They offer a tremendous economic benefit to companies, private individuals, and public organizations. According to analysts, the amount of data storage is sharply increasing by approximately 50% per year; most of the increase in data storage corresponds to the storage of unstructured and archival data.


    However, cloud services also introduce new security threats with respect to the confidentiality and integrity of their outsourced data. In fact, customers of cloud services lose control over their data and how data is processed or stored. This has been identified as the main obstacle for users to adopt cloud services.


    This problem has been highlighted by the outbreak of the PRISM revelations in 2013. It became clear that customers cannot rely on their providers to protect their data. In addition to the well-known insider attacks, even "honest" cloud providers were coerced by the authorities to install backdoors or reveal the keys used to encrypt their customers' data. Therefore, we argue that existing commodity storage services which simply encrypt the data1) while retaining the encryption keys are not enough to address the omnipresent customers' concerns.


    Our solution, Fortress, addresses this problem and is unique in tackling cloud customers' concerns. Fortress prevents data loss, automatically repairs data, and ensures data confidentiality at very low storage costs and high performance. Fortress uses multiple public cloud storage services, effective data de-duplication, and a novel security and retrievability technology to offer the lowest storage costs combined with the highest security protection. In this respect, Fortress combines two main pillars: (a) a novel data confidentiality primitive in the cloud, and (b) a novel data integrity and retrievability mechanism. In summary, the key features of Fortress are:


    
      	Fortress ensures data confidentiality even if key is leaked using multiple public cloud storage services.


      	Fortress improves storage efficiency using effective data de-duplication technology.


      	Fortress prevents data loss and automatically repairs data using novel retrievability validation.


      	Fortress provides accountability to the retrievability validation operations.

    


    A unique feature of Fortress is that it offers verifiable services. Customers of Fortress can, at any point in time, verify its operations and get a non-refutable cryptographic proof of the correctness of Fortress software. This feature protects against internal misconfiguration errors that might arise from an improper installation of Fortress within the customer premises.


    By doing so, Fortress provides security guarantees that cannot be offered by any other solutions in the market – including those costly solutions advertising inhouse secure datacenters.


    Fortress is therefore ideal for enterprise customers and for governments that are interested in providing the highest level of security for stored data while reducing storage costs by two orders of magnitude compared to any local secure storage solution.


    In the following sections, we will describe in details the technology pillars in Fortress that give us the above security features. We also discuss in Section 3 the general deployment model of Fortress before concluding in Section 4.

  


  
    2. Two Technology Pillars


    Fortress makes use of two main security pillars to ensure confidentiality and retrievability in the strongest adversarial models. The first pillar ensures that sensitive data stored in existing clouds through our platform will remain highly protected even if the encryption keys are leaked2). Moreover, by leveraging a novel data de-duplication technology3), Fortress is able to provide a secure storage service with higher degrees of scalability and at the lowest possible cost (Fig. 1). On the other hand, the second pillar guarantees that the customer data is always retrievable without any modifications in spite of malicious cloud administrators.
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        Fig. 1 Security and performance guarantees of cloud storage in Fortress.
      

    


    We now start by discussing the two pillars of Fortress in details.


    2.1 Pillar 1: Secure De-duplicated Encryption


    Fortress leverages an NEC unique technology to provide data confidentiality against an adversary who knows the encryption key and can compromise a large fraction of the storage servers. Fortress is the first solution in the market that tolerates complete key leakage. Recent events4) have shown that adversaries can acquire the keys either by exploiting flaws or backdoors in the key-generation software, or by compromising the devices that store the keys, both on the user-side and in the cloud. The latter can be caused by a careless administrator/user using a weak password or vulnerabilities in the system, such as misconfiguration errors.


    2.1.1 Encryption with Multiple Clouds


    Our technology adopts a special encryption primitive that combines the usage of multiple public clouds, with a novel all-or-nothing transform. Our technology guarantees no leakage of the customer data even if the attacker compromises the encryption keys and a large portion of the customers' data2).


    We contrast our technology to standard encryption primitives such as AES, which can also be combined with multiple clouds, but – unlike Fortress – will result in considerable data leakage if the adversary has acquired the encryption key. Namely, in standard symmetric encryption, if the adversary manages to acquire the encryption key and compromises a cloud provider (e.g., an insider or hacker), the adversary will be able to decrypt all data stored on the compromised cloud provider.


    In contrast, Fortress uses a novel encryption primitive which ensures that the adversary must have access to all encrypted data and all keying materials in order to learn any bit of the message. In other words, even if the adversary manages to acquire the key and access the data fragment in one cloud, she is not able to acquire any bit of the data.


    Fortress builds upon existing standardized block ciphers (i.e., AES), and only incurs 3% performance deterioration when compared to existing encryption primitives.


    2.1.2 Encryption with De-duplication


    Many cloud storage providers such as Dropbox5) utilize de-duplication techniques to improve their storage efficiency. Namely, if the service identifies that the uploaded content has been already stored in the cloud (e.g., by another user), data de-duplication is enforced to minimize the cost of the storage for duplicated data. Recent studies show that deduplication can result in up to 50% storage savings in standard file systems, and by up to 90% in backup applications. Such approach is, however, difficult to be applied on encrypted data as different users tend to encrypt their data using different keys thus deriving identical data in the storage.


    Fortress uses a novel secure data deduplication technology3) that enables storage optimization for encrypted content. Fortress leverages an oblivious server-assisted key generation protocol based on blinded BLS signatures in order to allow different (possibly untrusted) clients to acquire the same encryption key for the same data content.


    2.2 Pillar 2: Secure Auditing of Data


    None of the current cloud storage services accept liability for data loss in their Service Level Agreements (SLAs). Existing services only guarantee service availability – in spite of all the advertised cloud security and dependability solutions.


    Fortress is the first solution in the market that provides its customers with a security SLA to account for data loss. Fortress provably verifies the availability and integrity of the data stored by its customers in the cloud6). While the main barriers of wide adoption of the cloud lie in the lack of customer trust and in the high costs of deploying security measures in cloud infrastructures, Fortress bridges these gaps and provides customers with the assurance that their files' status is constantly monitored.


    If Fortress detects any partial data loss, it will immediately initiate correction strategies and repair the damaged content. Meanwhile, any external auditor or user can receive a proof that their data is still present in its entirety. This reduces the liability on the provider and protects against internal misconfiguration errors, and careless administrators, among others.


    Fig. 2 depicts the data validation process in Fortress. Here, Fortress cryptographically challenges each utilized cloud provider in order to obtain provable and unforgeable evidence that the data is intact in their storage. Once data loss/corruption is detected (i.e., validation fails), Fortress will automatically repair the data using content stores at the remaining clouds.
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        Fig. 2 Automatic data repair if loss is detected after a data validation.
      

    


    In order to detect data loss in due time, the validation process needs to be efficient enough so that it can be frequently scheduled. In this respect, we note that Fortress's verification is extremely performant: it can cryptographically monitor the status of Terabytes of data within few seconds.


    2.3 Summary


    To summarize the two main technology aspects, Fig. 3 shows how Fortress (the "Distributed Storage Manager") handles the customer sensitive information. On the one hand, when data is first requested to be stored, Fortress encrypts and distributes the data fragments among multiple clouds, and de-duplicates content if necessary. On the other hand, for all the stored data, Fortress periodically validates the retrievability of the data and repairs the data copy if needed.
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        Fig. 3 Process flow of data processed by Fortress.
      

    

  


  
    3. Deployment Model


    Fortress is a software layer that is typically installed on commodity servers placed within the customer premises. It interfaces with existing cloud providers, such as Amazon, OneDrive, Box.com, and Dropbox, using standard APIs without any modifications. Fortress can also support clouds that use the WebDav standard.


    As shown in Fig. 4, Fortress intercepts all calls made by the customer's applications to store data on disk, and redirects them to the cloud. All files sent to Fortress will be processed, and appropriately encrypted before being stored onto the cloud. Fortress's technology relies on standardized encryption primitives, such as AES and RSA.
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        Fig. 4 Deployment model of Fortress.
      

    


    Fortress interfaces with applications using SQL, Key Value Store (KVS) interface, as well as standard filesystem API. Fortress can also be extended to support additional application interfaces depending on the customer's request.


    Due to its superior performance, Fortress is suitable not only for commodity servers, but can also be integrated within the software stack of Internet of Things (IoT) devices to securely extend the storage reach of these devices to the cloud.

  


  
    4. Concluding Remarks


    Fortress is a secure and performant cloud storage solutions for enterprise customers, large telco-operators, and governments. Fortress provides enhanced data confidentiality, efficient storage solutions, and verifiable service for data loss detection and data repair.


    Fortress assures customers that the sensitive data they store onto existing clouds through our platform will remain highly protected, even if the encryption keys are leaked to a powerful adversary.


    Fortress guarantees the customers that their data are always retrievable without any modifications, even when facing malicious cloud administrators. Fortress also automatically repairs content in case of any partial data loss.


    By doing so, Fortress provides security guarantees that cannot be offered by any other solutions in the market – including those costly solutions advertising inhouse secure datacenters.
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          	Multi-Layer Path Computation Element
        


        
          	MME

          	Mobility Management Entity
        


        
          	MNO

          	Mobile Network Operator
        


        
          	MOS

          	Mean Opinion Score
        


        
          	MPLS-TP

          	Multi-Protocol Label Switching-Transport Profile
        


        
          	MVNO

          	Mobile Virtual Network Operator
        


        
          	NE

          	Network Element
        


        
          	NFV

          	Network Functions Virtualization
        


        
          	NFVI

          	Network Functions Virtualization Infrastructure
        


        
          	NFVO

          	Network Functions Virtualization Orchestrator
        


        
          	NIC

          	Network Interface Card
        


        
          	NMS

          	Network Management System
        


        
          	NZDSF

          	Non-Zero Dispersion Shifted Fiber
        


        
          	OCP

          	Open Compute Project
        


        
          	ODU

          	Outdoor Unit
        


        
          	OF-DPA

          	OpenFlow DataPath Abstruction
        


        
          	OLT

          	Optical Line Terminal
        


        
          	ONF

          	Open Networking Foundation
        


        
          	ONU

          	Optical Network Unit
        


        
          	OPEX

          	Operating Expense
        


        
          	OPNFV

          	Open Platform for Network Functions Virtualization
        


        
          	OSS

          	Operation Support System
        


        
          	OTN

          	Optical Transport Network
        


        
          	OTT

          	Over The Top
        


        
          	PCC

          	Policy and Charging Control
        


        
          	PCI

          	Peripheral Component Interconnect
        


        
          	PCO

          	Protocol Configuration Options
        


        
          	PCRF

          	Policy and Charging Rules Function
        


        
          	P-CSCF

          	Proxy-Call Session Control Function
        


        
          	PDN

          	Packet Data Network
        


        
          	P-GW

          	Packet data network Gateway
        


        
          	PLL

          	Phase Locked Loop
        


        
          	PM

          	Physical Machine
        


        
          	PMD

          	Poll Mode Driver
        


        
          	PoC

          	Proof of Concept
        


        
          	PSAM

          	Pilot Symbol Assisted Modulation
        


        
          	QAM

          	Quadrature Amplitude Modulation
        


        
          	QoE

          	Quality of Experience
        


        
          	QPSK

          	Quadrature Phase Shift Keying
        


        
          	RE

          	Radio Equipment
        


        
          	RLC

          	Radio Link Control
        


        
          	ROADM

          	Reconfigurable Optical Add/Drop Multiplexer
        


        
          	ROHC

          	RObust Header Compression
        


        
          	ROI

          	Return On Investment
        


        
          	RRC

          	Radio Resource Control
        


        
          	RRM

          	Radio Resource Management
        


        
          	RTA

          	Radio Traffic Aggregation
        


        
          	RTCP

          	Real-time Transport Control Protocol
        


        
          	RTP

          	Real-time Transport Protocol
        


        
          	S/I-CSCF

          	Serving/Interrogating-Call Session Control Function
        


        
          	SCell

          	Secondary Cell
        


        
          	SD FEC

          	Soft Decision Forward Error Correction
        


        
          	SDH

          	Synchronous Digital Hierarchy
        


        
          	SDN

          	Software-Defined Networking
        


        
          	SFP

          	Small Form-factor Pluggable
        


        
          	SGSN

          	Serving GPRS Support Gateway
        


        
          	S-GW

          	Serving Gateway
        


        
          	SI

          	System Integration
        


        
          	SIM

          	Subscriber Identity Module
        


        
          	SIP

          	Session Initiation Protocol
        


        
          	SLA

          	Service Level Agreement
        


        
          	SNR

          	Signal to Noise power Ratio
        


        
          	SoW

          	Statement of Work
        


        
          	SRC

          	Service Resource Controller
        


        
          	SR-IOV

          	Single Root I/O Virtualization
        


        
          	TAS

          	Telephony Application Server
        


        
          	TCO

          	Total Cost of Ownership
        


        
          	TDMA

          	Time Division Multiple Access
        


        
          	TMS

          	Traffic Management Solution
        


        
          	TOMS

          	Telecom Operations and Management Solutions
        


        
          	UM

          	Unacknowledged Mode
        


        
          	vEPC

          	virtualized Evolved Packet Core
        


        
          	VIM

          	Virtualised Infrastructure Manager
        


        
          	VLAN

          	Virtual LAN
        


        
          	VNF

          	Virtual Network Function
        


        
          	VNFM

          	Virtual Network Function Manager
        


        
          	VoLTE

          	Voice over LTE
        


        
          	VP

          	Value Propositions
        


        
          	W-CDMA

          	Wideband Code Division Multiple Access
        


        
          	WDM

          	Wavelength Division Multiplexing
        


        
          	WSS

          	Wavelength Selectable Switch
        


        
          	General Papers
        


        
          	AES

          	Advanced Encryption Standard
        


        
          	IoT

          	Internet of Things
        


        
          	SLA

          	Service Level Agreement
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  2015 C&C Prize Ceremony


  
    On the midwinter afternoon of December 21, 2015, the 2015 C&C Prize Ceremony was held at ANA InterContinental Hotel Tokyo with around 140 attendees (Photo 1).


    
      [image: e150326_01.jpg]

      
        Photo 1 2015 C&C Prize ceremony.
      

    


    The day’s program began with a welcoming speech by the President of NEC C&C Foundation, Mr. Kaoru Yano. He announced that the C&C Prize this year was the thirty-first one to be awarded so far and that 61 groups and 100 prize recipients including the Order of Culture 2015 laureate, Dr. Yasuharu Suematsu had been involved.


    The speech was followed by the recognition of the 2015 prizes to the Group A and Group B recipients, by Dr. Tomonori Aoyama, the chairman of the awards committee. The Group A recipient was Prof. Masaru Kitsuregawa, Professor of the Institute of Industrial Science, the University of Tokyo, and Director General of the National Institute of Informatics. The award acknowledged “Outstanding Leadership and Pioneering Contributions to Leading the Research and Development of Advancd Information Technologies for the Era of Large-scale Digital Data”. The Group B recipients were Dr. Martin Casado, Fellow and SVP of VMware Inc., Prof. Nick McKeown, Professor of Stanford University and Prof. Scott Shenker, Professor of University of California, Berkeley, for “Pioneering Research in Advancing Networking Technology and Outstanding Contributions Promoting the Development of Software-Defined Networking”. Research details and citations were announced and the plaques and C&C medals were then presented to the prize recipients by the President Kaoru Yano (Professor Shenker was unfortunately unable to attend) (Photo 2).


    
      [image: e150326_02.jpg]

      
        Photo 2 From the left: Prof. Masaru Kitsuregawa (of the Group A recipient), Mr. Kaoru Yano (President of NEC C&C Foundation), Dr. Martin Casado and Prof. Nick McKeown (of the Group B recipients).
      

    


    Mr. Hisayoshi Ando, Director-General, Commerce and Information Policy Bureau of the Ministry of Economy, Trade and Industry (METI), and Dr. Masanori Koshiba, President, the Institute of Electronics, Information and Communication Engineers, then delivered congratulatory speeches. Mr. Hisayoshi Ando spoke of the significant advances and prospects of their achievements, which will potentially contribute to improving human life in the future. He also stated that METI has established The IoT Acceleration Laboratory in order to collaborate in and contribute to developing the future ICT society.


    Dr. Masanori Koshiba expressed his gratitude for the innovative viewpoints of these two groups and their continuous efforts in undertaking such disruptive technologies, which was equally as impressive as generating “1” from “0”. He expressed his respect for Prof. Kitsuregawa who through his long involvement in Data Engineering research was able to predict the advent of the big data society. Prof. Kitsuregawa was also the inventor of an ultra-high speed search engine technology that was designed to cope with the approaching big data society. Dr. Koshiba also praised the other three prize recipients for their continuous efforts in promoting the adoption of SDN by leading the standardization movement, and growing it into one of the fundamental technologies among the current telecommunications research projects.


    Acceptance speeches followed and Prof. Kitsuregawa spoke of his long time efforts and challenges in the field of data engineering research, while focusing on the field of hash functions, and related achievements. Then by introducing a humorous note, he explained how he had discovered the possibility of value creation that is generated from the enormous range of available information and how he had progressed his many R&D projects in his long career as a researcher.


    It was then the turn of Prof. McKeown and, Dr. Casado to take the podium in order to introduce how they had conceived SDN that had launched a paradigm shift in the current telecommunication technologies and how they had attempted to overcome the technological barriers for its adoption. They also described their challenges in developing technologies for realizing network virtualization, and the related community activities that brought their research to a successful conclusion. They then demonstrated future networks associated with the SDN concept.


    Both of these speeches demonstrated to us the significance of technology and the potential that it has for solving the issues that our society is facing, in a timely manner.


    After the acceptance speeches, a cocktail party was held that offered a sociable atmosphere, in which attendees could enjoy meeting each other and participating in friendly conversation. The dinner party began with greetings and a toast by Dr. Tatsuo Tomita, President, Information Processing Society of Japan. As the dinner ended, a congratulatory speech was presented by a representative of the guests, and the prize recipients expressed their thanks for this contribution. The ceremony was closed amidst enthusiastic applause.


    The two themes that received prizes on this occasion are both key technologies featuring innovative methods that offer suggestions for solving the issues that occur in realizing future ICT social infrastructure, and which create another research field for the information telecommunications industry. This year’s prize commended these technologies and the researchers’ efforts in achieving widely applied practicality, as well as their challenging contributions in helping to define the next-generation society via C&C technology.

  


  
    Related URL:


    
      For more information about the recipients of the C&C Prizes please visit the NEC C&C Foundation homepage.
    


    
      http://www.candc.or.jp/en/2015/2015_prize_cc.html
    

  


  



  
    NEC C&C Foundation


    The Foundation presents prizes and grants to researchers in the fields of computers, telecommunications, electronics devices and integrated technologies of these fields (C&C). Through such actions, we aim to develop further advancement of the electronics industry worldwide and to contribute to economic progress and to an improved social life. The foundation was established in March, 1985 and it is managed by a fund donated by NEC Corporation.


    In order to help in achieving our aims, the Foundation promotes awards and grants.


    Besides the C&C Prizes, the Foundation presents the award, “Outstanding Paper Award for Young C&C Researchers”, for outstanding paper(s) (three papers at most per annual) to be announced at an international conference held overseas with the support of a grant from the Foundation. Each recipient is also given a cash prize.


    The Foundation also provides two kinds of grants. One of these aims to help with conference attendance expenses for the researchers of graduate schools who reside in Japan and to support presentation of their papers at international conferences. The other one is to help with the research expenses of non-Japanese researchers, who are engaged in research at graduate schools.
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Advanced global carriers are positively disposed toward NFV introductions (30+ cases) and to activities aimed at

commercialization

Telefénica

Successful joint demonstration experiment
of vCPE solution (Sep. 2015)

e Portugal Telecom

VCPE demonstration experiment

(May 2015)

® Swisscom

Cooperation by NEC and NetCracker for
initiative aiming at cloud transition and
infrastructure virtualization (June 2015)
e Telecom Austria Group

Successful vCPE trial (Feb. 2015)

e Etisalat

Trial for vCPE friendly users started
(May 2015)

o NTT Communications
ProgrammableFlow delivered as cloud
platform of Biz-hosting Enterprise Cloud
service (July 2012)

o NTT DoCoMo

Selected as partner vendor of network
virtualization technology development
(Mar. 2015)

o MPT Myanmar

Announcement of VEPC solution delivered as

LTE system (Dec. 2013)

o KT

Technical cooperation on SDN/NFV 5G for
telecom service carriers aiming at
developing market for corporate-oriented
SDN (Nov. 2014,Aug. 2015)

Cricket Communications

Agreement on collaboration in the SDN/NFV
domain, start of vEPC trial (Mar. 2014)

o Telefonica Brasil (Vivo)

Start of trial for vCPE friendly users

(Mar 2015)

o Company A

NFV/PoC under preparation

e Company B

NFV/PoC under preparation
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Company A

Company B

Type of business

MNO

MVNO

Pricing system

Tiered usage-based pricing

Flat-rate pricing

Background and reason for

introduction

To cope with popularization of smartphones, tiered usage-based
pricing has been introduced.

A more reliable communication environment will be provided to

users to promote use of services.

Rapid increase in the number of users has caused an increase that will soon exceed

the contracted bandwidths with MNO.
To hold down costs, attempts have been made to increase bandwidth usage efficiency.
Degradation of service quality caused by decline in throughput and packet

loss during peak periods and in specific areas has resulted in customer dissatisfaction.

Introduced service and

solutions

Throughput acceleration solution

Traffic reduction solution

Dynamic bandwidth optimization solution (integrated solutions)

Expected effects

from introduction

The throughput acceleration solution will help provide a more
reliable communication environment, thereby increasing usage

of services.

The introduction of the traffic reduction solution will help reduce traffic
volume, thereby reducing the fees paid to the MNO.
The introduction of the dynamic bandwidth optimization solution will help

reduce packet loss rates during peak periods.

Throughput will also be improved.
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Specification

User interface

10GBASE-T/1000BASE-T, 1 port

PON interface

Max. no. of logical links

Traffic functions

Security functions

Power supply/voltage

10GBASE-PR30, 1 port (10 G upstream/downstream); or
10GBASE-PRX30, 1 port (10 G downstream/1 Gupstream)

8

MAC address learning, VLAN, priority control, error

correction, etc.

Encryption, terminal authentication, etc.

100 V AC

Max. power consumption

194w

External dimensions (HxWxD)

160 x 70 x 210 mm
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Optical switch Number of maximum wavelength 128 wavelengths [64 wavelengths] (C-band)

section [number of 400 G super-channel signals] | 117 wavelengths [58 wavelengths] (L-band)
Number of maximum degrees 8 degrees

Optical switch capacity 204.8 Tbps

WDM interface DP-QPSK/DP-16QAM

DGD tolerance 100 ps

Wavelength dispersion tolerance 55,000 ps/nm

OTN, SDH, Ethernet, SAN, Video

Packet/OTN switch | Management and monitoring

section Switching capacity 2.8 Tbps
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Problem

Solution

Result

Deterioration of network performance

Rearrange frequency allocation.

Change the network topology.

Reconfigure links to make redundant configuration.

Changing the topology enables transmission of higher volumes of data using existing
equipment. Moreover, it eliminates factors such as frequency interference that cause

performance to deteriorate, which improves network stability, resulting in improved

customer satisfaction.

Inability to build new base stations due to shortage of

installation space for additional mobile backhaul equipment

Change the network topology.

Introduction of All Outdoor Radio (AOR).

These changes make it possible to build new base stations, which enables service

areas to be expanded and improves customer satisfaction.

Uneven traffic usage depending on transmission lines

Optimizeequipment allocation.

Establish quality of service (QoS) protocols.

Alleviate congestion inside networks, even out the usage rates of nodes and improve

overall quality of experience (QOE) in end user applications.

NEs cannot be monitored from the NMS.

Reallocating NEs' IP addresses and
register them to the NMS.

Visualize the NEs from the NMS and reduce network operation costs. Also shortens

recovery time in the event of a line failure, which helps to maintain customer satisfaction.
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Assesses separate texts and
determines whether or not

they have the same meaning.

Operates with the world’s
highest level of precision.

Won first prize in the US

NIST contest.

» Has obtained one patent in
Japan and the United
States.

High speed

24,000 times faster than
conventional systems, while
maintaining the world’s
highest level of precision.

Applicable to big data.
» One patent pending in Japan
and the United States.

Classification

Analyzes entailment
relationships between all
texts and creates a
classification method that
uses a compact text to
represent sets of text
containing the same
meaning.

» Two patents pending in
Japan and the United
States.

The world’s first RTE-based clustering technology capable of real-time text

classification based on inclusion of content with the same meaning.
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