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1.	 Introduction

The virtualized platform for server integration used in the 
field of data center for providing cloud services have been 
required recently to provide both the capability of processing 
a large amount of data and the high reliability that can avoid 
processing interruptions.

The issues that are especially important for the storage sys-
tems in high-reliability cloud platforms include: the significant 
impact of task interruption, the need for stable performances, 
design complexity and development, complications affecting 
management and backup operations.

In this paper, we propose iStorage M5000 as a solution for 
the above issues.

2.	 Storage	Issues	Posed	by	High-Reliability	Cloud	Platforms

One of the most important storage issues in high-reliability 
cloud platforms is the big impact that results from storage fail-
ures. Since virtualized integration runs multiple task services 
on a single storage, any storage failure tends to impact a large 
area.

The second issue is how to secure a stable performance 

against an increase in the data volume. When a new service is 
added to an existing storage, the performances of existing ser-
vices are sometimes affected. In addition, a sudden increase in 
the load of a specific service may also affect the performances 
of other running services.

The third issue is the fact that designing an optimized stor-
age for each service leads not only to a diversification of con-
figurations but also complicates the configuration changes as 
well as the design, development and operational management. 
Furthermore, handling large volumes of data takes time to 
complete backup and complicates the operational management 
such as the backup of the job scheduling.

3.	 Features	of	iStorage	M5000

As NEC’s solution to the issues discussed in Section 2, we 
have developed iStorage M5000 (hereafter the M5000) by 
fusing the iStorage A series for mainframes and the iStorage M 
series for open systems and adding an advanced virtualization 
technology (Fig. 1).

With the maximum number of host ports of 64 and the max-
imum number of drives of 1,536, the M5000 features superior 
scalability to the lower models (M11e to M710).

The rapid increase in the amount of data by ICT systems is tending to focus the roles of the storage systems. It is 
not enough that a storage has high reliability but assuming its use in the cloud environment, it also has to achieve 
a stable performance in virtualized environments and in performing multiple tasks. iStorage M5000 can provide a 
high-reliability platform using the sophisticated reliable technologies developed from our experience gained with 
mainframes and the X4 (by four) architecture. Stable performances are thereby secured even in virtualized envi-
ronments and when performing multiple tasks.
This paper introduces new features that are developed based on the requirements of NEC Cloud IaaS.
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3.1 High Reliability/Availability

(1) X4 (by four) architecture
Developed for use in storages for mainframes in order to 
avoid interruption of system operations, the NEC-original 
“X4 architecture” technology (Fig. 2) enhances system 
reliability by using four controllers incorporating caches 
and eight sets of dual-redundant power supplies and by 
separating the backboard into two parts.
This design maintains the read/write performance of the 
storage in the case of a fault because the redundancy of 
the caches is not lost. Operations may then be continued 
also in the case of multiple failures or of a backboard fail-
ure.
As described above, the excellent reliability and avail-
ability of the M5000 makes it ideal for use in important 
systems such as for mission-critical and virtualized inte-
gration platforms.

(2) Nondisruptive maintenance
All of the major components of the M5000 can be ex-
changed online. The backboard is separated into two parts 
so that, in the case of a fault, a failure component can be 
changed while continuing the operations (Fig. 2).
When the control software (firmware) of each controller 
is applied, the redundancy conditions of the connection 
paths between the servers and storage are checked and the 
connection paths are switched automatically in linkage 
with the servers, safely and simply without interrupting 
operations.

In this way, the M5000 enables nondisruptive mainte-
nance at a high level.

(3) High-availability service
To maintain normal functioning and optimum operation 
of the storage system, a proactive maintenance service is 
performed at the same level as the periodical preventive 
maintenance generally adopted by open systems (mainte-
nance service  detecting the fault location and performing 
necessary fault recovery work).
In this way, the M5000 makes it possible to provide the 
high-availability services required for cloud environments 
stably and continuously.

3.2 Securing Stable Performance

(1) I/O Control
This function controls the service level provided for each 
tenant by setting the upper and lower limits of the IOPS 
(Input/Output Per Second) of each logical disk created in 
the M5000 and handling the I/O flow from the business 
servers to the storage.
• Upper Control

This function limits the I/O from and to each logical 
disk so that they do not exceed the specified upper lim-
it. This procedure can reduce the impact on the perfor-
mances of other logical disks in the same pool (RAID 
group) even if large numbers of I/O are issued to a spe-
cific logical disk (Fig. 3).

• Lower Control
This function limits the I/O from and to each logical 
disk in the pool so that the I/O from/into it does not go 
below the specified lower limit. An example of its ap-
plication is to reserve the I/O of critical tasks by reduc-
ing the I/O of ordinary tasks (Fig. 4).

(2) Cache Partitioning
This function divides each of the M5000 cache memories 
into several segments (cache partitioning). This procedure 

Fig. 1 iStorage M5000.

Fig. 2 X4 architecture.

Fig. 3 Upper control.
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ensures stable operation of the virtualized environment 
by restricting the share of the virtualized environment oc-
cupied by each tenant (task) to reserve the I/O bandwidth 
(Fig. 5).
Introducing this function brings about the following ef-
fects.
• Securing stable performance of the virtualized envi-

ronment
 The impact between tenants in a virtualized environ-

ment can be eliminated in order to secure the stable 
performance of the virtualized environment.

• Elimination of impacts on the performance of work-
ing tasks caused by the addition of tenants

 The addition of new tenants is possible without affect-
ing the performances of running tasks,

• Elimination of impacts on performance of working 
tasks caused by an increase of data

Even if the amount of data handled by the tasks increases, 
stability can be maintained by expanding the I/O band-
width without affecting the performances of other tasks.

Fig. 4 Lower control.

Fig. 5 Cache partitioning.

Fig. 6 Performance Optimization.

Fig. 7 With WebSAM SigmaSystemCenter.

3.3 Simplification of Storage Design, Development and Operational 
Management

(1) Performance Optimization
For maximum use of drives (SSD, SAS, NL-SAS) with 
variable costs and performances, this function autono-
mously relocates each block of the data stored in the log-
ical disk to optimum drives according to the data access 
frequency (Fig. 6).
It can improve the response of business systems and re-
duce costs because frequently accessed data may then be 
placed in high-performance drives and less accessed data 
can be placed in large-capacity drives.
The data relocation is performed automatically so the op-
erations management is simplified.

(2) Management software
Integrated management of the configuration of the M5000 
is possible based on with the WebSAM SigmaSystem-
Center (SSC).
Features according to the SLA (Service Level Agreement) 
such as “Gold”, “Silver” and “Bronze” can be set to the 
data stores (LUN). For example, specifying features at 
the time of creation of a virtual machine can simplify its 
creation by using optimum data stores and this can facili-
tate the operations management (Fig. 7).
Linkage with the SSC also enables integrated manage-
ment of the configuration of servers and storage is there-
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by possible on the web console. For example if there is 
a task with a slow response, the logical disk used for the 
task can be determined immediately.
In addition, bottleneck analyses can be performed easily 
on the SSC by comparing the loads on the server and the 
storage operation of the task.

(3) Fast backup of a large amount of data
The fast backup of a large amount of data is possible by 
direct connection between iStorage M5000 and one of 
iStorage HS series, which is a backup storage featuring 
a de-duplication function and an excellent data compres-
sion effect (Fig. 8).This procedure also makes the backup 
management server and software unnecessary and reduc-
es the initial installation and operating costs of backup.

(4) OpenStack support
The M5000 is compatible with the OpenStack, open 
source software for building IaaS platform, by providing 
Cinder driver. The M5000 offers a high reliable and per-
formance stable storage service is open IaaS platform,

4.	 Conclusion

In the above, the authors introduced functions of the iS-
torage M5000 packaging the NEC Cloud IaaS. In the future, 
we will continue to provide storage products to support our 
customers by the timely enhancement of products according to 
changes in their needs and in market trends.

Note: The functions described in sections 3.2(1) “I/O con 
 trol”, 3.3(1) “(1) Performance Optimization” and   
 3.3(3) “(3) Fast backup of large amounts of data” are  
 scheduled to be supported from FY2015.

* OpenStack is a registered trademark of OpenStack Foundation.
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Thank you for reading the paper.
If you are interested in the NEC Technical Journal, you can also read other papers on our website.

Link to NEC Technical Journal website

Vol.9 No.2   Special Issue on Future Cloud Platforms for ICT Systems
Remarks for Special Issue on Future Cloud Platforms for ICT Systems

NEC’s Approach to Orchestrating the Cloud Platform 

NEC C&C cloud platforms ? NEC Cloud IaaS Services

Portal Services Integrate Multi-Cloud Environments

A Hybrid Server Hosting Which Have Broader Range of Applications

Network Service That Offers a Versatile Network Environment

Dependable Security Service That Takes Advantage of Internal Control Methodology

Data Center Service That Supports Cloud Infrastructure

Products and latest technologies supporting NEC C&C cloud platforms

MasterScope Virtual DataCenter Automation - Entire IT System Cost Optimization by Automating the System Administration

Integrated Operation and Management Platform for Efficient Administration by Automating Operations

Micro-modular Server and Phase Change Cooling Mechanism Contributing to Data Center TCO Reduction

iStorage M5000 Providing a High-Reliability Platform for the Cloud Environment

The iStorage HS Series Features the Superior Data Compression and High-Speed Transmission Capabilities that are Essential Functions of Big Data Storage

SDN Compatible UNIVERGE PF Series Supports Large-Scale Data Centers by Automating IT System Management

Phase Change Cooling and Heat Transport Technologies Contribute to Power Saving

Future technology for NEC’s C&C cloud platforms

Accelerator Utilization Technology That Cuts Costs, Reduces Power Consumption, and Shrinks Hardware Footprint

Scalable Resource Disaggregated Platform That Achieves Diverse and Various Computing Services

Support Technology for Model-Based Design Targeted at a Cloud Environment

Cloud-based SI for Improving the Efficiency of SI in the Cloud Computing by Means of Model- Based Sizing and Configuration Management

Big Data Analytics in the Cloud - System Invariant Analysis Technology Pierces the Anomaly -

Case Studies

Using Cloud Computing to Achieve Stable Operation of a Remote Surveillance/Maintenance System Supporting More Than 1,100 Automated Vertical Parking Lots throughout Japan

Meiji Fresh Network’s Core Business Systems are Transitioned to NEC Cloud laaS NEC’s Total Support Capability is Highly Evaluated.

Sumitomo Life Insurance Uses NEC’s Cloud Infrastructure Service to Standardize IT Environments across the Entire Group and Strengthen IT Governance

NEC Information

NEWS

2014 C&C Prize Ceremony

Vol.9 No.2
June, 2015

Special Issue TOP

Information about the NEC Technical Journal

Japanese English

http://www.nec.com/en/global/techrep/journal/g14/n02/pdf/140201.pdf?fromPDF_E6702
http://www.nec.com/en/global/techrep/journal/g14/n02/pdf/140202.pdf?fromPDF_E6702
http://www.nec.com/en/global/techrep/journal/g14/n02/pdf/140203.pdf?fromPDF_E6702
http://www.nec.com/en/global/techrep/journal/g14/n02/pdf/140204.pdf?fromPDF_E6702
http://www.nec.com/en/global/techrep/journal/g14/n02/pdf/140205.pdf?fromPDF_E6702
http://www.nec.com/en/global/techrep/journal/g14/n02/pdf/140206.pdf?fromPDF_E6702
http://www.nec.com/en/global/techrep/journal/g14/n02/pdf/140207.pdf?fromPDF_E6702
http://www.nec.com/en/global/techrep/journal/g14/n02/pdf/140208.pdf?fromPDF_E6702
http://www.nec.com/en/global/techrep/journal/g14/n02/pdf/140209.pdf?fromPDF_E6702
http://www.nec.com/en/global/techrep/journal/g14/n02/pdf/140210.pdf?fromPDF_E6702
http://www.nec.com/en/global/techrep/journal/g14/n02/pdf/140211.pdf?fromPDF_E6702
http://www.nec.com/en/global/techrep/journal/g14/n02/pdf/140212.pdf?fromPDF_E6702
http://www.nec.com/en/global/techrep/journal/g14/n02/pdf/140223.pdf?fromPDF_E6702
http://www.nec.com/en/global/techrep/journal/g14/n02/pdf/140213.pdf?fromPDF_E6702
http://www.nec.com/en/global/techrep/journal/g14/n02/pdf/140214.pdf?fromPDF_E6702
http://www.nec.com/en/global/techrep/journal/g14/n02/pdf/140215.pdf?fromPDF_E6702
http://www.nec.com/en/global/techrep/journal/g14/n02/pdf/140216.pdf?fromPDF_E6702
http://www.nec.com/en/global/techrep/journal/g14/n02/pdf/140217.pdf?fromPDF_E6702
http://www.nec.com/en/global/techrep/journal/g14/n02/pdf/140218.pdf?fromPDF_E6702
http://www.nec.com/en/global/techrep/journal/g14/n02/pdf/140219.pdf?fromPDF_E6702
http://www.nec.com/en/global/techrep/journal/g14/n02/pdf/140220.pdf?fromPDF_E6702
http://www.nec.com/en/global/techrep/journal/g14/n02/pdf/140221.pdf?fromPDF_E6702
http://www.nec.com/en/global/techrep/journal/g14/n02/pdf/140222.pdf?fromPDF_E6702
http://www.nec.com/en/global/techrep/journal/g14/n02/g1402pa.html?fromPDF_E6702
http://www.nec.com/en/global/techrep/journal/g14/n02/g1402pa.html?fromPDF_E6702
http://jpn.nec.com/techrep/journal/index.html?fromPDF_J6702
http://www.nec.com/en/global/techrep/journal/index.html?fromPDF_J6702

