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    Special Issue on SDN and Its Impact on Advanced ICT Systems


    ■NEC Enterprise SDN Solutions


    WAN Connection Optimization Solution for Offices and Data Centers to Improve the WAN Utilization and Management


    A lot of companies built own corporate networks. WAN connects these corporate networks between offices and data centers. The corporate network consists of a backbone network, computer network, Internet connection and telephony systems. Network traffic patterns of these networks have different characteristics (different peak/off-peak times), which have redundant bandwidths constantly somewhere in the corporate network. The corporate executives who expect to improve the cost efficiency of networks, especially decreasing the connection fee of communication lines, and improving flexibility for the WAN usages. Moreover flexible WAN usage such as use of datacenter services, ensuring BC/DR (business continuity/disaster recovery) and use of public cloud services are required to support.


    This paper discusses our solutions to optimize WANs between offices and datacenters that allow our customers to solve the issues.


    “Access Authentication Solutions”- Providing Flexible and Secure Network Access


    In order to avoid information leakage, strict security such as sliced network access is essential for departments and projects. Because they need to process highly confidential information such as customer details and component design data, etc. Providing a granular access control may improve security efficiency, however, such a tight access control system sometimes poses issues, e.g., high system management costs and difficulties in quickly coping with the ever changing company organization environments. This paper introduces NEC’s “Access Authentication Solutions,” which reduce system management costs while also improving security. This is achieved by providing automated settings to server networks based on user’s human resource information. Software-Defined Networking (SDN) technology is an essential feature in effecting this approach.


    ■NEC Data Center SDN Solutions


    IaaS Automated Operations Management Solutions That Improve Virtual Environment Efficiency


    Although new technologies for allocating virtual IT resources and automating operations management are increasingly being introduced in data center environments, the network environment is incapable of following them, making it impossible to perform efficient operations management based on integration of IT and networks.


    This paper introduces an automation solution for improving the efficiency of IT and network operations management in an IaaS environment. It implements integrated network environment management by introducing UNIVERGE PF1000 and UNIVERGE PF6800 (OpenFlow), which apply OpenFlow technology to Hyper-V virtual switches, and additionally achieves integrated control with Microsoft System Center.


    ■Latest technologies supporting NEC SDN Solutions


    Network Abstraction Model Achieves Simplified Creation of SDN Controllers


    The advent of SDN has removed the constraints brought about by rigid control protocols, thereby enabling a flexible description of control software as an SDN controller, which meets the needs of network operators. Further simplification in creating SDN controllers will become an issue in the need to create more SDN controllers quickly. This paper proposes a network abstraction model that makes it possible to simplify the description for the virtualization of network resources and the implementation of complex path control algorithms while absorbing differences in control protocols between network devices. It is also shown that an SDN controller can be created quickly and simply using the SDN controller platform prototype that was designed based on the proposed model.


    Smart Device Communications Technology to Enhance the Convenience of Wi-Fi Usage


    With the widespread dissemination of Wi-Fi hotspots in the public area and Wi-Fi access points in individual homes, the number of Wi-Fi users of smart devices has increased. Acceleration in the practical use of a network access standard called ANDSF has also provided users with more convenience when using Wi-Fi communications. However, ANDSF-compliant smart devices have not been available with the conventional communications technology. NEC Knowledge Discovery Research Laboratories is challenging improvements in the efficiency and usability of Wi-Fi communications. In order to achieve this, the laboratory is focusing on the flexible communication control functions that are characteristics of the nature of OpenFlow and on how to use them optimally to control the communication functions of smart devices. This paper introduces technologies enabling smart devices that are compliant to ANDSF.


    OpenFlow Controller Architecture for Large-Scale SDN Networks


    When applying centralized network architecture such as OpenFlow to large-scale networks, the issue arises of how to ensure the scalability and reliability of the controller providing the network control functions. This paper proposes a new controller architecture that leverages design patterns widely used in client-server systems to perform network control. Moreover, by applying this architecture to an OpenFlow controller providing virtual layer 2 networks for data centers, it shows the feasibility of applying an OpenFlow controller to large-scale SDN networks.


    A Controller Platform for Multi-layer Networks Using Network Abstraction and Control Operators


    Integrated control of heterogeneous networks including data center and wide-area networks is needed in order to reduce the delay of service setup and to improve the quality of end-to-end communication services with lower cost. However, current control systems cannot be accommodated to evolving communication services because these systems adopt models and control methods for the specific layers.


    In order to resolve this issue, NEC proposes an SDN platform for multi-layer networks based on a layer-independent model and control method. In this paper, we apply this platform to the multi-layer control of a packet-optical transport network and integrated control of OpenFlow and VXLAN networks.


    An OpenFlow Controller for Reducing Operational Cost of IP-VPNs


    An IP-VPN service harnessing MPLS technology employs BGP to propagate a customer route. IP-VPN using BGP has an issue that it has to provide services that do not exceed the data processing capability of each router in the network. This issue occurs because the number of BGP-compliant routes is increased when new customers are added to the network. This paper proposes an OpenFlow controller that is compatible with IP-VPN in order to solve such issues. The proposed methodology enables the controller to conduct the entire BGP processing so that the control resource management that used to be carried out at each router may now be avoided.

  


  
    General Papers


    Development of the iPASOLINK, All Outdoor Radio (AOR) Device


    Accompanied by the recent expansion of mobile base station networks (LTE and small cell,) the trend towards larger capacities is typically affecting the backhaul network. In addition to using conventional radio transmission devices configured with IDU (indoor unit: baseband section + radio modulator/demodulator section) and ODU (outdoor unit: radio transmitter/receiver section), we have now developed an All Outdoor Radio (AOR). This device integrates the IDU/ODU functions via the utilization of a highfrequency radio bandwidth suited to larger capacities. It thereby enables the wireless backhaul construction of mobile base station networks that can be easily achieved while simultaneously increasing their capacities. This paper introduces NEC’s AOR device lineup as well as the various technologies of the iPASOLINK SX (60-GHz band)/EX (70 to 80-GHz band), those use a high-frequency radio bandwidth, and also discusses our intensions regarding further developments.


    Development of iPASOLINK Series and Super-Multilevel Modulation Technology


    To respond to the need to increase the capacity and efficiency of the mobile backhaul circuit of the PASOLINK series of microwave radio communications systems, NEC has developed a system applying 2048QAM super-multilevel modulation technology for the first time in the world and has released it as part of its menu of iPASOLINK series products.


    This paper introduces the iPASOLINK system as well as the super-multilevel modulation and baseband technologies that make large-capacity communications possible.


    Ultra-High-Capacity Wireless Transmission Technology Achieving 10 Gbps Transmission


    Demand for higher-capacity wireless mobile backhaul has been increasing in recent years, making the achievement of 10 Gbps transmission a significant target. Microwaves have conventionally been used in this field; however, microwaves have reached the limit of capacity expansion and a broader bandwidth is needed to achieve increased capacity. Therefore, there is an increasing expectation for millimeter wave, especially E-band, which can ensure broadband speed. This paper introduces LOS-MIMO as a component technology for a 10 Gbps transmission system in E-band currently under development, as well as NEC’s approach to an increase in wireless transmission capacity.


    Electromagnetic Noise Suppression Technology Using Metamaterial - Its Practical Implementation


    The rapid size reduction of wireless equipment has led to a drop in the communication performance caused by the electromagnetic noise that is generated inside the equipment becoming an important issue. The electromagnetic bandgap (EBG) structure that is a kind of metamaterial is attracting attention as a new technology for reducing electromagnetic noise. This paper introduces a newly developed EBG structure, which is a technology developed originally by NEC. Wi-Fi home router products that apply this structure as a world first technology are also discussed.
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    It has been about 20 years since the emergence of widespread Internet usage. Today’s networks connect countries, society, corporations and life in real time, and support a broad diversity of communications and systems.


    However, in step with the evolution of the Cloud, Big Data and other new technologies, Information Technology (IT) is increasingly demanded to deliver not only quick response to the evolving social environment but also efficiencies that enable optimized utilization of required resources only when it is needed.


    On the other hand, conventional networks consist of distributed and autonomously controlled switching devices, routers and other communication devices governed by a static configuration based on network topology. These static and inflexible networks cannot respond to the need for dynamic control and overall optimization of the systems. This is posing a growing obstacle to the construction of the new ICT systems demanded by the increasing complexity of the social environment.


    As one solution to this issue, SDN (Software-Defined Networking) is the focus of high expectations.


    SDN decouples the network control function (the control plane), which is provided as an integrated part of conventional communication devices, from the data forwarding processing function (the data plane), and provides an open interface for communication between these planes. This approach is premised on a system architecture that enables shifting network control from statically set up hardware-integrated software to dynamically programmable software. SDN will facilitate greater freedom of network design by enabling anyone to produce software for operation on a general-purpose IT appliance, i.e., the computer server.


    SDN transforms the remote relationship between IT and networks. By bringing all networking under logically centralized control, SDN not only significantly changes the system configuration, but also holds the potential to revolutionize the IT and network market structure.


    Perceiving the game-changing market potential of SDN, NEC took the initiative and became the first in the world to launch a product base on OpenFlow - one of the SDN standard protocols - in March 2011. Currently over 100 companies in Japan and abroad have already deployed evaluation systems and full-scale commercial systems, and have verified the benefits of SDN.


    Also by combining SDN advanced technology and its future prospects with cumulative technological know-how and achievements in IT and networking, NEC is fusing IT and networks and providing customers with flexible and simple ICT solutions. We believe that this approach lets us not only swiftly respond to our customer demands with solutions that realize their business vision, but also assist them in the creation of new business.


    In this special issue, we will give the reader an overview of SDN's potential and NEC's approach to tackling this technology, followed by a description of the trends in SDN standardization such as OpenFlow and NFV (Network Function Virtualization)*. Then we will introduce NEC SDN Solutions that employ SDN technology and our product lineup, and provide a peek at our latest RD which is extending the frontiers of SDN. Finally will present some case studies that showcase how advanced SDN technology can be best applied.


    With the aim of “providing infrastructures for an abundant society for all people through ICT,” NEC Group is focusing on Solutions for Society. SDN is positioned as one of the core ICT assets that will realize this mission. Through our research and development of SDN technologies and the further provision of ICT solutions that exploit the advantages of SDN, NEC takes another step “toward an information society friendly to humans and the earth” by developing the global social infrastructure, supporting the new growth of our customers, and enhancing safety, security, efficiency and equality for all.


    It would give us the greatest pleasure if you find the information presented in this special issue useful in the pursuit of your business activities. On behalf of NEC, I would like to thank you for your trust in our products and services, and hope that you will continue to provide us with your invaluable support and encouragement in the future.

  


  
    *NFV (Network Functions Virtualization) is the subject of one of the Industry Specification Groups of ETSI (European Telecommunications Standards Institute).
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  SDN: Driving ICT System Evolution and the Changing IT & Network Market


  
    In the Mid-term Management Plan 2015, NEC declared its commitment to the “Social Solutions Business” that will provide ICT-driven advanced social infrastructure. As social infrastructure becomes more sophisticated, ICT systems that encompass entire systems while appropriately responding to the dynamically changing environment are demanded.


    This article discusses ICT system issues that will arise in support of future advances in the social infrastructure, and explains the SDN concept for responding to such issues. In addition, while presenting use cases and examples of SDN applications, it examines the value created for society by the ICT system enhancements and the evolution of the IT and network markets.
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    1.Introduction


    In step with the virtualization of servers and storage in recent years, ICT systems are expected to have a total operation and intensive control over the entire system while responding to dynamically changing requirements. One of the technologies that is said to support the realization of this concept is Software-Defined Networking (SDN).


    The following paragraphs will explain the technological trends that have given birth to SDN, what SDN is and what SDN can make possible.

  


  
    2.Creation of a Social Value Creation Platform Using ICT


    The social infrastructure is advancing. From submarine optical cables and seafloor seismometers to the expanded utilization of space engineering through space satellites, a broad diversity of technologies are finding practical application. In the realization of these advances, ICT systems make a significant contribution.


    In addition to the previously described social infrastructure, various infrastructure that is indispensable to our daily lives are supported by ICT systems. Such systems include traffic management, fire and disaster prevention, electronic “karte” (medical patient diagnostic records) management, water management, etc.


    Within such practical application of ICT, the area of the use and application of information will significantly grow in importance in the future. The capability to collect information, perform analyses using highly sophisticated algorithms, and then forecast the future will important keys to the development of solutions that will solve issues facing society.


    NEC possesses numerous ICT assets that are rich in originality and provide a competitive edge as shown in Fig. 1: advanced sensor technology to collect information, human interface technology to the high-performance, high reliability IT platform technology for the analysis of the collected data, and the advances in SDN that make possible next-generation network platform technology to support the distribution of huge quantities of data. By exploiting all these assets, NEC is paving the way for solutions to a variety of social issues and aggressively tackling the creation of new value. Among these assets, SDN is seen as a critical technology in the overall advance of ICT systems, and is accordingly the focus of much effort.


    
      [image: e130202_01.jpg]

      
        Fig. 1 Social value creation using NEC ICT assets.
      

    

  


  
    3.Issues Confronting Current ICT Systems


    As Internet usage has become a normal part of life over the past 20 years, the development of network architecture and devices has been optimized to meet the demands of the Internet. At the same time, e-business and SNS have had a revolutionary impact on information communications and business around the world.


    The emergence of such services has made it possible to easily connect with networks and communicate with various countries around the world. In step with this evolution, lowcost mass-produced devices that are compatible with Internet technology become available.


    On the other hand, we are already beginning to see cases where conventional network devices and technology are unable to respond to the demands placed on them in order to realize the advanced social systems and the ICT systems that will become complex more and more. Attention is increasingly focusing on SDN as one of the solutions to these issues.


    Let’s take a look at current ICT systems, taking as an example car navigation as shown in Fig. 2. Non-navigation system drivers usually check road signs at each intersection. As they near an intersection, they looked at the signs to confirm their route, turning where appropriate. Even if multiple routes to a destination exist, the driver may not have selected the route that offers the shortest distance or a route that avoids congestion.
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        Fig. 2 Example of an ICT system that can be realized by SDN.
      

    


    Now let’s see what happens in actual traffic systems today. With the introduction of the car navigation system, users are first given the option of indicating their preference for a route that uses or avoids toll roads. Then the system collects a variety of information including traffic congestion and road construction sites in real time, enabling a bird’s-eye view of the overall route and efficient guidance to the destination.


    In the same way as navigation systems, the ICT system will be expected to have comprehensive grasp of the overall system configuration, real time usage information and to have optimized control that incorporates the distinctive requirements of each user. SDN is considered one of the key technologies that will make this level of advanced control possible.

  


  
    4.Definition of SDN


    While there are various definitions and interpretations of SDN, NEC considers this term to mean the dynamic control of the network with software. It also encompasses the methodology and architecture to realize this concept.


    While collecting information from the entire ICT system, performing analyses and obtaining a grasp of the situation, this architecture enables the control of networks using software executed on servers.


    Fig. 3 shows how conventional networks and SDN differ, and the unique capabilities that can be achieved by SDN. Conventionally network control and data transfer processing are integrated and performed by dedicated network devices. Based on preset static transfer settings and operating autonomously, these devices determine the transfer destination of information packets that arrive at the device. This is how networks have been built up to now.
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        Fig. 3 Definition of SDN.
      

    


    In this type of resilient and scalable network architecture, it is relatively simple to construct a large-scale network, but it faces some issues: the difficulty in grasping the overall network situation and inflexibility to meet individual communication demands.


    SDN is an architecture concept that separates the network control plane from the data transfer processing plane, and also enables dynamic control of the network control component by programmable software. This approach not only separates control and transfer, but also enables the freedom for anyone to design networks using software and to operate them on a general-purpose server.


    Advantages of having the capability to dynamically control networks with software are as follows.


    Non-network IT devices have evolved technologically in various directions such as virtualization, making advances in dynamic control and optimization to a point that many are now software controllable. On the other hand, the inability to dynamically control networks with software has been a barrier to the realization of the overall advance of various ICT systems.


    From eliminating control obstacles and augmenting the efficiency of infrastructure equipment to system “visualization,” improved security and optimization of ICT resources, SDN has made the solution of these issue possible and paved the way for the concrete advances in ICT system that are necessary for the fulfillment of the social infrastructure.

  


  
    5.Application of SDN to the Social Infrastructure


    This section shows some examples of the benefits that SDN will bring.


    First is a case of how SDN can help realize social infrastructure that is more resistant to disaster. For example, in the wake of a large-scale earthquake or other major disaster, information collection-related communication needs temporarily become highly localized. As a consequence, mobile phone communication is flooded with demands - it becomes extremely difficult to deliver vital information on a timely basis due to delays or failure to connect calls and deliver e-mail. A conventional network is unable to simply switch the allocation of network bandwidth between voice communication, email and music content streaming services. Accordingly, it cannot instantly respond to such congested situations.


    By using SDN to dynamically control with software the network bandwidth allocation between communication services and information streaming services, user access to voice communication, email and disaster management portal sites at times of disaster can be prioritized as shown in Fig. 4. This flexible control can restrict bandwidth usage for video streaming, music streaming and other low-priority services. Through this control capability, the social infrastructure can be made far more resilient when disaster strikes.
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        Fig. 4 Prioritized control of services during a disaster.
      

    


    The next example shows how SDN applies to e-commerce websites such as an online service selling tickets to high-demand concerts or sports event, and an online retailer featuring hit apparel. In the case of an EC ticket site handling the sales of tickets to a large-scale and very popular event, the single website will be temporarily and intensively flooded by inquiring users, making the site difficult to access and slowing screen loading to a crawl.


    In fact, the delay may be caused by a bottleneck in the network or perhaps an inability to process requests because of an insufficient number of servers.


    As shown in Fig. 5, SDN grasps the total situation, and automatically makes route changes and assigns different degrees of priority to not only the servers but also network systems. Such performances are also conducted for individual service menus. By dynamically rerouting and securing communications to prevent the occurrence of bottlenecks, SDN optimizes the utilization of resources as a total service or system, and easily responds to access spikes. Through optimization by SDN, the frustration of a down server and messages that say “the website cannot be accessed at this time” due to an intensive traffic load can be avoided.
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        Fig. 5 System allocation shifting with SDN to respond to spikes in access.
      

    

  


  
    6.Emergence of IT & Network Market Fusion


    SDN is predicted to bring dramatic changes to the future IT and network market environment. The market trends that have occurred in the IT market over the past 20 years were the movement toward open protocols and horizontal (international) specialization as well as commoditization and price deflation driven by the widespread adoption of open source software. The same market trends are expected to simultaneously and intensively affect the network market at an accelerated rate.


    On the other hand, as the network market evolves, its fusion with IT and the pace of the race to innovate will accelerate, leading to the formation of a new market. It will be a market that gives new value creation in the form of solutions that combine various IT, networks, software and hardware in diverse ways.


    It is the understanding of NEC that SDN will drive the formation of this new market and the creation of these solutions. NEC believes that the incorporation of this value is the key point in the advance of ICT systems.

  


  
    7.Conclusion


    This article has touched on the value created by the SDN-driven evolution of ICT systems and on the changes coming to the IT and network markets.


    NEC believes that SDN is transforming the existing relationship between IT and networks, revolutionizing ICT systems and contributing to the creation of innovative value. In the future, NEC will continue to expand our development of SDN technologies and the provision of solutions with the aim of providing customers with systems that flexibly support their ever-evolving business.
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  NEC SDN Solutions - NEC’s Commitment to SDN


  
    SDN is the new concept of controlling networks using software. It is now attracting international attention as an approach to achieve advanced ICT systems that can quickly and flexibly cope with changes in social and corporate environments. This paper introduces, as part of the efforts NEC has made so far, our history for SDN, from the initiation of research to the provision of the world’s first OpenFlow-compatible products. Also discussed in this paper is NEC SDN Solutions, a package of SDN solutions for the problems of customers such as enterprises, government offices and telecommunications carriers.
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    1.Introduction


    Software-Defined Networking (SDN) technology is creating new value by achieving advanced ICT systems. This is also helping to bring about new markets. This paper discusses our commitment to SDN up till now and introduces NEC SDN Solutions, a package applicable to a wide range of customers that clarifies the benefits to each system user and organizes them in a menu.

  


  
    2.NEC’s Commitment to SDN up to the Present


    Our commitment to SDN is shown in Fig. 1. We have been participating in the Clean Slate Program at Stanford University since January 2008, taking part in the development of the OpenFlow protocol and leading the way in research since the original conception of SDN architecture.
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        Fig. 1 NEC’s commitment to SDN up to the present.
      

    


    As an extensive contributor to the research and development of this standard, we have also actively participated in various industry specification groups, such as the ONF (Open Networking Foundation), as well as in OpenFlow development communities. More recently, we have been playing a dynamic role in the OpenDaylight Project, whose objective is to release open source software that achieves SDN, while also being active in NFV (Network Functions Virtualization).*1 This group investigates the architecture of network virtualization - which is closely related to SDN - for telecommunications carriers, with a view to supporting the promotion and dissemination of SDN.


    Once the utilization of OpenFlow technology became practicable, in 2011, we introduced both a controller and a switch as products for the first time in the world, under the name “UNIVERGE PF Series”.


    NEC is now also offering various SDN products based on our long-standing experience in corporate and data center markets. Having made the UNIVERGE PF Series compatible with OpenFlow for the first time in the world, we succeeded in making it compatible with the latest version of OpenFlow(1.3.1) and are now offering this latest version while greatly enhancing addition al functions. Moreover, we have released WebSAM - management software for integrated cloud administration that works together with the UNIVERGE PF Series - in order to focus on product line extensions that help achieve simple operation. Our products have been highly praised by experts at network computing events such as Interop Las Vegas and Interop Tokyo in 2011 and 2012. As exemplified in these instances, we are continuing to develop automation technology by combining our products with operation-oriented software.

  


  
    *1 NFV (Network Functions Virtualization) is the subject of one of the Industry Specification Groups of ETSI (European Telecommunications Standards Institute).

  


  
    3.Policies to Cope with SDN


    NEC has been deploying our SDN business while placing our main emphasis on providing products for data center operators.


    In order to expand the applicable markets for SDN, which integrates IT and networking technologies, we are packaging our products by specifying the provided functions and benefits as a solutions menu, so that they can be offered to customers ranging from telecommunications carriers to diverse enterprises and government offices.


    NEC has developed various SDN solutions by optimally using following three advantages; (1) the leading SDN technology and products to which we have been committed thus far, (2) our wide-ranging system know-how and software engineering resources in both IT and networking, and (3) the cases we have worked on with our leading-edge customers and our extensive client database. We believe that having these three advantages simultaneously is our great strength in the SDN market and we are proposing solutions for various ICT problems by making the best possible use of these advantages.


    Using our leading-edge SDN technology and the strength and experience we have gained so far, our deployment of solutions goes beyond data centers to include various solutions for comprehensive ICT systems for offices, factories and the WANs that connect them, so that we can expand our SDN business.

  


  
    4.Solutions Provided by NEC


    4.1 NEC SDN Solutions


    Fig. 2 shows the structure of NEC SDN Solutions, which embodies the values SDN has to offer, and its solutions menu. NEC SDN Solutions uses ProgrammableFlow technology based on OpenFlow, the basic protocol for these products, to provide ideal solutions for each of three categories: NEC Enterprise SDN Solutions for enterprises and government offices, NEC Telecom Carrier SDN Solutions for telecommunications carriers and NEC Data Center SDN Solutions for the data centers used by enterprises, government offices and telecommunications carriers.
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        Fig. 2 NEC SDN Solutions menu.
      

    


    4.2 SDN Solutions for Enterprises and Data Centers


    Designed for whole corporate systems, our SDN solutions for enterprises and data centers allow a company’s entire ICT system to progress to a more advanced stage by using SDN, while being applicable to various locations such as data centers, office buildings, branches and factories scattered over many regions across a country.


    A schematic diagram of an application of these solutions is shown in Fig. 3. First, the following solutions are offered to enterprises:
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        Fig. 3 Application of NEC SDN Solutions to enterprises and data centers.
      

    


    (1) Office/data center connection optimization solution


    
      Optimizes the usage of WAN lines between data centers and between data centers and offices, as well as their operation and management.

    


    (2) Office LAN optimization solution


    
      Virtualizes the division and group networks on the LANs of office buildings to help implement integrated management.

    


    (3) Office/data center connection optimization solution


    
      Applied to office buildings and other business centers to help strengthen integrated security as well as to manage system usage.

    


    In the meantime, the following two solutions have been designed for and are provided for data centers:


    (4) IaaS (Infrastructure as a Service) operation automation solution


    
      Applied to ICT resource management in data centers to help implement integrated operation and management of IT and networks.

    


    (5) Data center network integration solution


    
      Applied to networks in data centers to help virtualize individual system networks and implement integrated management between systems.

    


    As shown in Fig. 4, we will further strengthen the following commitments when providing SDN solutions for enterprises and data centers:


    
      	Research and development of advanced SDN-related technologies


      	Development of human resources competent in both IT and networking and accumulation of know-how


      	Introduction of leading SDN products and collection of demonstration cases
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        Fig. 4 Policies to enhance the provision of solutions for data centers.
      

    


    In order to strengthen these commitments, we will assemble an SDN-dedicated task force to better cope with greatly expanding SDN usage by developing new solutions as well as by developing engineers and improving their expertise.


    4.2 SDN Solutions for Enterprises and Data Centers


    Our SDN solutions for telecommunications carriers offer three benefits, based on the concept of “Simple & Flexible” as shown in Fig. 5.
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        Fig. 5 Benefits of SDN solutions for telecommunications carriers.
      

    


    They are (1) efficient resource utilization for “Infrastructure,” (2) automated settings for “Management and Orchestration,” (3) prompt and flexible provision of services for “Services.”


    To better address the needs of telecommunications carriers, we are focusing on the three SDN solutions shown in Fig. 6: Integrated Operation/Management Solutions, Transport Solutions and Network Virtualization Solutions.
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        Fig. 6 SDN solutions for telecommunications carriers.
      

    


    Integrated Operation/Management Solutions consists of three functions: OSS/BSS (Operation Support System/Business Support System), SDN Service Controller and TMS (Traffic Management System). The OSS/BSS handles the operation and management of communications related to customers, assets and charging.


    The SDN Service Controller carries out resource control and cooperative control of transport networks and network functions virtualization. The TMS optimizes traffic control and monetization. Thanks to these functions, the integrated operation, automated management and optimized control of SDN can be achieved.


    Built for data transfer, Transport Solutions features functions to allocate multiple virtual networks to physical network resources as well as to improve network resource efficiency through control and integrated management from the SDN Service Controller. This will help achieve flexible and efficient provision of services.


    Designed to realize various network service functions through the utilization of software on servers, Network Virtualization Solutions accomplishes the virtualization of network functions proposed in NFV, including access authentication and connection control of subscribers in fixed-line and mobile networks. More flexible connections between multiple servers are possible when our UNIVERGE PF Series products are used.

  


  
    5.Conclusion


    Through NEC SDN Solutions, the concept of which is summarized in Fig. 7, we are committed to providing flexible and simple ICT solutions that integrate information technology and networking technology, based on our experience in these technologies as well as on our state-of-the-art technology and leadership in SDN.


    
      [image: e130203_06.jpg]

      
        Fig. 7 NEC SDN Solutions.
      

    


    By using these ICT solutions - which are safe, secure, high-quality and robust - we will support the creation of new businesses while quickly and flexibly meeting the demands of businesses our customers want to launch.

  


  
    * OpenFlow is a trademark or registered trademark of Open Networking Foundation.
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      http://www.nec.com/en/global/solutions/sdn/
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  Standardizations of SDN and Its Practical Implementation


  
    Software-Defined Networking (SDN) is a new approach to computer networking. The goal is to decouple the network control and forwarding functions in order to allow directly programming the network. Thus the underlying infrastructure is abstracted for applications and network services. This paper introduces the ongoing activities of ONF, NFV, ITU-T, IETF, OpenDaylight, OpenStack, and other organizations in the SDN space. It offers an overview of the future direction of proposed standards as well as NEC’s involvement in these processes.
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    1.Introduction


    OpenFlow is the technology that brought SDN (Software-Defined Networking) from academia to the telecommunications market. OpenFlow decouples the network control from the actual data forwarding and thereby brings programmability to computer networks. Starting in data center environments, the scope of SDN extended to enterprise and carrier networks. Its conceptual range has thereby advanced to include various communication resource and to likewise embrace computing and storage. Following this trend, standardization activities to shape and define SDN are intensifying.


    Deliberations began initially by focusing on the improvement and extension of the OpenFlow protocol at the Open Networking Foundation (ONF). Since then, topics are shifting to include a wider range, such as controller applications and northbound interfaces, practical usages in the optical and wireless fields, and also Network Function Virtualisation (NFV) which focuses on implementing network functions in one or multiple virtual machines (VMs). OpenDaylight and Open-Stack are projects that promote Open Source Software (OSS) activities in order to verify and disseminate relevant applications by implementing them. These projects are also aiming to create an ecosystem for SDN while complementing traditional standardization activities.


    In this paper, we offer an overview of these themes and report on NEC’s own program and on the proposed orientation of our standardization activities.

  


  
    2.Activities of ONF


    The ONF aims at the dissemination and practical implementation of SDN through open standard development such as OpenFlow. As of the February 17th 2014 it has more than 130 member organizations, ten active Working Groups (WGs), and six Discussion Groups (DGs).


    2.1 Working Groups (WGs)


    The Architecture and Framework WG is defining ONF’s view of the SDN architecture along with its components and interfaces. The Extensibility WG maintains and extends a crucial part of the above architecture: The OpenFlow protocol. At present, protocol 1.3.31) belonging to the long-term stable version of the 1.3 series has been released, and new versions and maintenance releases are expected to follow. The Configuration & Management WG has defined the OF-Config protocol to configure OpenFlow switches, and currently version 1.2 is available2). While OpenFlow and OF-Config define the interface between SDN controllers and network elements, the recently (Oct. 2013) created Northbound Interface WG is exploring the interfaces needed between SDN Controllers and SDN applications.


    To broaden the range of SDN enabled network elements two WGs have been created: First, the Optical Transport WG aims at understanding what is needed to extend OpenFlow for controlling optical transport networks. On this topic it is collaborating with the OIF (Optical Internetworking Forum). Second, the Wireless & Mobile WG is studying the application of OpenFlow and SDN to radio access networks (RAN) and the mobile core networks.


    The Forwarding Abstractions WG is developing models to further abstract and allow to negotiate about the forwarding capabilities. Particular goals include solving the implementation dependency of multiple flow tables, and allowing to define profiles of network elements capabilities.


    According to the technical deliberations cited above, the Testing & Interoperability WG holds the interconnect event “PlugFest” each spring and fall in order to ensure interoperability between vendors. The WG has the equally important task of defining test specifications that allow for conformance certification of OpenFlow products. The Migration WG studies successful OpenFlow deployments and develops guidelines for transitioning from legacy to SDN networks as well as tools to help in such transitions. Finally, the Market Education WG educates the market with solutions briefs and by organizing seminars and showcase events.


    2.2 Discussion Groups (DGs)


    Discussion Groups allow for open discussions on topics and are often used in preparation of the chartering of a WG on their topic. The Forum DG is an open-topic list used for general questions and non-technical subjects such as meeting plans. The Layer 4-7 DG has been created to discuss the OpenFlow applications for network functions looking into higher layers, such as firewalls, load-balancers and HTTP proxies. The Security DG is intended to promote discussion of security considerations relating to OpenFlow and OF-Config protocols and SDN infrastructure more generally. The Skills Certification DG discusses the certification of SDN-related skills, and the Carrier Grade SDN DG deals with use cases and requirements that are specific to carrier networks as well as considerations regarding actual applications. In addition, there is also a Japanese DG that discusses topics in Japanese language. We invite Japanese readers from ONF member companies to use this DG as an entry and information point to ONF.


    2.3 NEC’s Involvement in ONF


    NEC has been participating in the ONF since its establishment. NEC holds a work group chair position and has been and is actively contributing to several WGs and DGs. Through these contributions, we have been promoting the dissemination of OpenFlow and SDN according to the intended aims of ONF.

  


  
    3.SDN-Related Activities at ETSI


    The Industry Specification Groups (ISGs) of the ETSI (European Telecommunications Standards Institute) include a group called the Network Functions Virtualisation (NFV) Group.


    3.1 Activities of ETSI ISG NFV


    This group collects the requirements and proposes an architecture for building new network environments by virtualizing network functions esp. for the telecommunication carrier networks. This pre-standards group was founded in January 2013 by telecom carriers and grew to more than 180 organizations by now. The ISGs lifetime is limited to 2 years and the expected outputs are recommendations and a gap analysis to existing technology based on the proposed architecture.


    3.2 Outline of NFV


    NFV is highly complementary to SDN, especially in the fields of performance improvement, simplification of compatibility with the existing systems and the implementation of effective operation management. These topics are mutually beneficial but are not dependent on each other. The NFV ISG explores how to realize the following points:


    
      	Software-based prompt service innovation


      	Operational efficiency improvement by common automation/operation


      	Power consumption reduction by switching off the power of unused equipment


      	Opening and standardization of virtual network functions and the interfaces between their management functions


      	Improved flexibility in allocating network functions to hardware


      	Improvement in capital efficiency by allocating hardware that is available on the market

    


    The NFV started studies and documentations by defining four priority work items including the use case, end-to-end architecture, requirements and terminology. First, use cases of interest for NFV were determined and the requirements and architectures were discussed in order to implement those use cases. Subsequently, a terminology and an experimental framework for verifying the overall concept were compiled. Ultimately, five documents were published in October 2013, which are the NFV use case3), the architecture framework4), terminology5), virtualisation requirements6) and proof of concept - framework7) .


    The following use case scenarios are compiled as a basis of discussion3).


    
      	Network Functions Virtualization Infrastructure as a Service (NFV IaaS)


      	Virtual Network Function as a Service (VNFaaS)


      	Virtual Network Platform as a Service (VPNaaS)


      	VNF Forwarding Graphs


      	Virtualization of Mobile Core Network and IMS


      	Virtualization of Mobile base stations


      	Virtualization of the Home Environment


      	Virtualization of CDNs - vCDNs (Virtualization of Contents Delivery Networks)


      	Fixed Access Network Functions Virtualization

    


    Fig. 1 the outline of the NFV framework for implementing the use case. The general framework is composed of the virtualized network functions implemented using the software called the VNF, the NFVI that is the execution infrastructure, and the NFV Management and Orchestration that performs integrated management of the NFV. The NFVI is composed of the hardware resources including server computers, storages and networks, the Virtualisation Layer that virtualizes them, and the virtual resources including virtual servers, virtual storages and virtual networks which are provided for the VNF. Within this framework, an open interface is specified between the functions so that the NFV can be formed by multi-vendors4).


    
      [image: e130204_01.jpg]

      
        Fig. 1 General framework of NFV.
      

    


    The work of the NFV ranges from decisions on requirements of the framework, performance, flexibility, service continuity and security, as far as the establishment of the overall framework. Thereafter, the NFV performs standardizations and establishes protocols in collaboration with the other standardization organizations.


    3.3 NEC’s Involvement in ETSI NFV


    Since the groups creation, NEC heavily supports these activities by proposing use case scenarios that can promote the virtualization of network functions and contributes to the discussions and output documents. NEC holds a WG vice-chair and two rapporteur positions in the ISG.

  


  
    4.Activities of the Internet Research Task Force (IETF)


    To deal with SDN, the Internet Research Task Force (IRTF) founded the SDN RG in order to exchange opinions on SDN in general, but with particular focus on its academic aspects. Subsequently, once SDN started to mature several work items have been proposed in the Internet Engineering Task Force (IETF) addressing specific problems in the SDN space. These range from OpenFlow competitor protocols (e.g. I2RS) to detailed cloud management issues (e.g. ALTO, CDNI, NVO3).


    The Interface to the Routing System (I2RS) WG aims to provide interfaces for applications to access the routing system. It is envisaged that applications of the I2RS interfaces will be management applications, network controllers and user applications that make specific demands on the network. In order to achieve this, I2RS WG is currently discussing issue definitions and then working toward developing high-level architectures. It can be seen as a competitor to ONF’s OpenFlow, but I2RS is restricted to network control of L3 and above.


    The Source Packet Routing in Networking (SPRING) WG is discussing the routing control that supports both the centralized and distributed path computation. Another IETF WG that was just founded is the Service Function Chaining (SFC) WG, which will explore how to enable network function chaining, one of the main requirements for NFV. More SDN related activities are expected to start in the near future. NEC is currently holding one of the area director positions, and is monitoring ongoing discussions. In addition, NEC started to contribute to SFC.

  


  
    5.Activities of ITU-T


    The International Telecommunication Union Telecommunication Standardization Sector (ITU-T) is capable of undertaking comprehensive discussions on the public networks, particularly with regard to their international connections, of covering billing issues and of aspects related to restrictions. This is a unique feature of the ITU-T.


    At WTSA-2012, the general assembly of the ITU-T that was held in November 2012, a resolution was approved to accelerate studies into SDN11). This has led to a detailed examination for required systems. NEC proposed the foundation of a Joint Coordination Activity (JCA) with the aim of coordinating activities both inside and outside the ITU-T. Our proposal was approved and JCA-SDN was established. It is currently creating a map of SDN-associated standardization activities conducted both inside and outside the ITU-T.


    Each study group (SG) is also holding SDN-related discussions in the specific field for which it is in charge. SG13, which is the leading SG on SDN, is attempting to present an overall image of SDN for public networks by compiling a document defining the SDN framework by early 2014 that can be a basis for the entire discussion at the ITU-T. The SG is also discussing applications for Next Generation Networks (NGN). SG15 has begun a study on the architectures of optical transport networks while SG11 has started studies on the signaling framework as well as on issues of the actual signaling.

  


  
    6.Open-Source Software Communities


    Various OSS communities are conducting activities in the SDN field. They implement and verify the requirements and architectures established by traditional standardization organizations in order to foster the deployment and development.


    6.1 OpenDaylight


    The OpenDaylight project was started in April 2013 based on the participation of multiple enterprises to construct a practical environment for comprehensive and open SDN. OpenDaylight is a Linux Foundation project. It aims to build a comprehensive SDN environment consisting of the controller platform, the management GUI (Graphical User Interface)/CLI (Command Line Interface), a northbound API for virtual tenant network (VTN) management, and various applications including the DDoS protection. The controller platform cited above includes an OpenFlow Southbound Interface that controls physical and virtual components and also basic network functions such as protocols, topology manager and status manager (see Fig. 2). OpenFlow 1.0 and 1.3, Netconf and SNMP are expected to be mounted for the southbound interfaces and protocols. The OpenDaylight project consists of 14 internal projects, and its first release called “Hydrogen12)” was published in Feb 2014, which included 12 projects.


    
      [image: e130204_02.jpg]

      
        Fig. 2 OpenDaylight Architecture
      

    


    6.2 OpenStack


    SDN supports construction and simplifies management of cloud computing environments. OpenStack is a project for building an open source cloud infrastructure and is widely employed by data centers. Via the Neutron network management plugin, OpenStack can interface with open-source SDN controllers, to give the whole data center an open environment.


    6.3 NECs involvement in SDN Open-Source Efforts


    NEC’s main contribution to the OpenDaylight project is the Virtual Tenant Network (VTN) that can accommodate multiple tenants. It also allows for developing SDN applications jointly for OpenDaylight and NEC’s commercial ProgrammableFlow products. In OpenStack NEC is actively contributing to the development of the SDN control module “Neutron.”

  


  
    7.Conclusion


    In the above, we presented an overview of the activities of the main standards setting organizations associated with SDN and also gave details of NECs involvement in this field. Various activities have also been started by other organizations such as the Broadband Forum (BBF) and the TeleManagement Forum (TMF) and it is anticipated that the number of organizations engaged in standardizations will tend to increase following advancements in the fusion of communications and IT that will be brought about by SDN. Under this trend, NEC aims to contribute to standardizations with the intention of implementing more open environments.

  


  
    * OpenFlow is a trademark or registered trademark of Open Networking Foundation.


    * Linux is a registered trademark of Linus Torvalds in the U.S. and other countries.
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    Abstract


    A lot of companies built own corporate networks. WAN connects these corporate networks between offices and data centers. The corporate network consists of a backbone network, computer network, Internet connection and telephony systems. Network traffic patterns of these networks have different characteristics (different peak/off-peak times), which have redundant bandwidths constantly somewhere in the corporate network. The corporate executives who expect to improve the cost efficiency of networks, especially decreasing the connection fee of communication lines, and improving flexibility for the WAN usages. Moreover flexible WAN usage such as use of datacenter services, ensuring BC/DR (business continuity/disaster recovery) and use of public cloud services are required to support.


    This paper discusses our solutions to optimize WANs between offices and datacenters that allow our customers to solve the issues.
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    1. Introduction


    Most corporate networks today are based on IP communications. WANs (Wide Area Networks) used for those corporate networks consist of a combination of communication lines such as wide-area Ethernet networks, IP-VPNs, and Internet VPNs. These line services guarantee network bandwidth that can keep a connection at the peak traffic. In order to ensure the communication reliability, enterprises sometimes prepare backup communication lines that are only used in emergencies in addition to the main line. This configuration which has backup line encourages the usage of datacenters and is installed to the network systems that achieve BC/DR, public clouds, private clouds, etc. Such trend has been increasing the network bandwidth of WAN.


    This paper discusses our solutions to optimize offices and datacenters connection that improves the cost efficiency of communication networks, improve operational quality and decrease system installation cost to utilize the redundant bandwidth that are only used at peak time and the backup communication lines effectively that are used only in emergencies.


    These solutions are achieved by SDN technologies (Software-Defined Networking).

  


  
    2. Problems of Corporate Networks (WANs)


    Current corporate networks (WANs) connect each corporate network (backbone system, enterprise system, Internet connection, and telephony systems, etc.) between shared system (business servers, Internet connection gateways, SIP servers, etc.) and offices. Their network traffic characteristics differ from system to system. For example, the characteristics of backbone system are that the most traffic are text data, the bandwidth size is only a few Mbps, large scale network traffic are occurred in the morning and evening while small scale traffic at night. Also, internet traffic characteristics are that large scale traffic is occurred due to the transmission of image and video files and the network traffics at lunch time tend to be increased.


    In such optimizing solutions, each network with different traffic characteristics as mentioned above are multiplexed to one or multiple physical networks. Then the communications are carried out each other while considering the necessity of redundancy configuration based upon the reliability requirements. Required bandwidth is in most cases calculated by total network traffic size of each network at peak-time. Such network usage, nevertheless, is inefficient because the peak time of each network is different so that it constantly has redundant bandwidth. Telecom carriers assure 99.99% of the availability of existing WAN services under the SLA (Service Level Agreement), so the backup communication lines are almost unused.


    Moreover, some users always expect the same network response time at peak times as off–peak times, while other users tolerate the deterioration of response time to some degree. The communication line fee and the response time have been decided equally for all users. However, there must be some communications and users that should have been given priority in an emergency if any disaster occurs.


    On the other hand, main tasks of network management was monitoring the communications availability/unavailability and taking a corrective action on communication deteriorations. However, tasks to improve the communication performance are recently increasing: deterioration in response time, the abnormal network traffic occurrence from specific business centers, etc. Such situation tends to prolong the trouble shooting time required to deal with those incidents. Moreover, the physical system configuration was complicated, if enterprises operate WAN internally, the technicians who deal with the system trouble have to acquire the technological skills of system designs and configuration of each ICT products. Furthermore, the current trend of active M&As and organizational reforms bring about an increase of opening, closing and merging offices. In consequence, network configuration changes between LANs and WANs are increasing.

  


  
    3. Optimization Solutions for Office/Data Center Connections


    An overview of the optimization solutions for office/data center connections is shown in Fig. 1.


    
      [image: e130205_01.jpg]

      
        Fig. 1 Overview of an optimization solution for an office/data center connection.
      

    


    Our solutions are aimed at effective use of WAN. The concept of SDN is applied to WAN in order to integrate physical networks and to enable the virtualization of corporate networks. Then, end user devices of each office are divided into two groups according to the usage priority of the business system. Next, the virtualized corporate network is built while being divided into two categories of priorities - high and regular. Finally the priority controls and bandwidth controls for each virtual network as well as the communication path control for each flow (the packet flow of each business application in the communications between terminals) are carried out. Such functions have achieved the effective usage of bandwidth and optimal efficiency of communication line fee.


    Moreover, these solutions achieve network visualization through the centralized control of both physical and virtual networks in order to control traffics per flow-base. This makes it possible to deal with performance incidents much easier, such as deterioration in response time, etc. System maintenance can also be performed easily; thereby operators enable to modify the system without referring to configuration files. This means that operations may be conducted by an operator that has not yet gained advanced technical proficiency.


    Therefore, our solutions are effective for high-cost communication line.


    3.1 System configuration


    A system configuration model of the optimization solution for office/data center connection is shown in Fig. 2.
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        Fig. 2 System configuration model of the optimization solution for the office/data center connections.
      

    


    The system is basically configured with two data centers - primary and secondary, on the assumption of the assurance of BC/DR, as well as of major offices such as HQs, sales office, production plant and logistics center.


    The UNIVERGE PF6800 (controller) and UNIVERGE PF5000 Series (switch) that use OpenFlow technology are applied to achieve SDN. The UNIVERGE PF6800 is installed in the data center (primary) while the UNIVERGE PF5000 Series is installed in the offices that are to be connected to the LANs of the data centers, HQs and offices respectively.


    Multiple communication routes are provided for the lines that connect between offices and the data centers, and these are used in an active/active configuration and not in an active/ standby configuration. Essentially, three routes are provided between the data centers (primary and secondary) whereas two routes are provided between the data centers and the offices.


    When OpenFlow is to be applied to a corporate WAN, a control system network that connects the UNIVERGE PF6800 and UNIVERGE PF5000 Series is required (not shown in Fig. 2 for the sake of convenience). However, in order to set this route between offices additional communication lines will be required and additional communication fee for installing new lines will be expected. In order to avoid such an additional cost, transmission is performed by multiplexing (inbound) the new route to the data system lines that connect between offices and data centers. Consequently, routers are installed to connect UNIVERGE PF5000 series switches located in different offices.


    UNIVERGE PF6800 and the monitoring server use SNMP (Simple Network Management Protocol) for monitoring the physical network while the UNIVERGE PF6800 uses a control network for monitoring the virtual network. Additionally, the UNIVERGE PF6800 manages both physical and virtual network configuration. Automatic and scheduled operations are achieved by configuring the operation control system under the linkage operation between the monitoring system and the operational control server.


    3.2 Solution Features


    The main features of the “WAN connection optimization for offices and data centers” include the following two improvements: (1) Efficiency of WAN line usage and (2) Efficiency of WAN operation management by using network virtualization. The details are described below.


    (1) Improvement in the efficiency of WAN line usage


    
      As discussed above, physical networks are integrated, corporate networks are virtualized and applied a priority control in two-level with each virtual network. This makes it possible to use the connection line under the active/active configuration so that the efficient usage of line capacity can be achieved. Moreover, the operation control system enables the communication route control according to the time of day and communication line usage (for example; batch processing at night, ensuring enough bandwidth for business systems whose service time is fixed, prevention of deterioration in the response time by rerouting traffic when traffic volume is increased, etc.) Thus, improvement in the utilization of communication lines and bandwidths, improvement in line fee efficiency and the stable operation of network response time may be achieved.


      Fig. 3 shows an example of improved utilization of WAN. This case uses WANs which guarantee 200/50 Mbps bandwidth in an active/standby configuration, with 100-Mbps (50% usage) traffic at off-peak times and 160 Mbps (80% usage) at peak times (note that these are common line usage). 100/100 Mbps communication can be achieved in an active/active configuration to be applied to SDN. While 200 Mbps can be ensured in off-peak times, traffic at peak time can also be dealt with. In spite of the one communication line outage, the other 100Mbps communication line can use for the communication equivalent to the off-peak times network traffic. If the network outage occurs at a peak time, the response time deteriorates (the priority control function puts priority on the specific terminal group), but the communication does not break.
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          Fig. 3 Example of improved communication line utilization
        

      

    


    (2) Improvement in the efficiency of WAN operation management


    
      A conventional WAN system consists of multiple physical systems that are complicatedly connected each other, and the system monitoring function has been focused on live monitoring, trap monitoring and linkup condition monitoring. With regard to traffic monitoring, it is often not performed at all or is executed only by limited number of ports. As a result, it takes much time to solve the performance incident such as “response time deterioration”, “no response from a certain business application” or “LAN looping occurrence”, etc.


      Applied to the SDN technology, centralized control of both physical and virtual networks is now possible, and both physical and virtual networks are now visualized. Therefore, the conditions of failures and rerouting of each business/division system can be confirmed with a simple operation. The system operator who does not have deep technology skills and knowledge can operate and manage this network system, so that even IT system operator can do it.


      Moreover, it allows operator to control traffics per flow, so that the performance incident, which used to require much time to be solved, can now be dealt with smoothly. This solution enables reduction of both cause analysis time and the number of related processes.


      Furthermore, as shown in Fig. 4, the operation control system that collaborates with a monitoring system (monitoring server and UNIVERGE PF6800) and an operation control server makes it possible to cope with events that happen during night time. This is because automatic operation is now possible by registering the operation definitions for detecting events (such as system outages or abnormalities) in advance to the operation control server. This solution can reduce the impact of the differences in the skill and know-how of the network operators.
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          Fig. 4 The monitoring and control systems integrateion.
        

      

    

  


  
    4. Conclusion


    These solutions will significantly change the way to use communication lines of telecom carriers in a corporate WAN, and improve the effective line resources usage, thereby achieve the communication line fee improvement. This solution will meet the social needs where there is a tendency toward increased traffic flows. We believe that this solution will contribute to the realization of a secure, safe, efficient and flourishing society.

  


  
    *OpenFlow is a trademark or registered trademark of Open Networking Foundation.
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    Abstract


    In order to avoid information leakage, strict security such as sliced network access is essential for departments and projects. Because they need to process highly confidential information such as customer details and component design data, etc. Providing a granular access control may improve security efficiency, however, such a tight access control system sometimes poses issues, e.g., high system management costs and difficulties in quickly coping with the ever changing company organization environments. This paper introduces NEC’s “Access Authentication Solutions,” which reduce system management costs while also improving security. This is achieved by providing automated settings to server networks based on user’s human resource information. Software-Defined Networking (SDN) technology is an essential feature in effecting this approach.
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    1. Introduction


    In recent years, the risk of information leakage has become one of the biggest threats for business managers. Even though, network access controls, which are a significant countermeasure against information leakage, are not generally provided to a satisfactory degree. This issue occurs because the provision of satisfactory access controls may entail significant management costs as well as difficulties in dealing effectively with an ever changing company organization environment. This paper introduces the “Access Authentication Solutions” that provides flexible access control while ensuring firm security and reducing system management cost. The key concept of the solution is linking between human resource information and the access control function by Software-Defined Networking (SDN), which allows users to control networks via software-based operations.


    Human resource information includes various employee data, such as their belonging departments, projects, their positions in the company and working location, etc. Access control is decided by referring to human resource information, such as which person is allowed access to which information on the company network. This means that the human resource information and the network access controls are operated together so that any unauthorized access may be prevented without setting manual network access controls. Moreover, the network environment is maintained so that only appropriate person can access to appropriate information. When this solution is applied to the network together with a file access control function such as Information Rights Management (IRM), a more robust security regime may be implemented.

  


  
    2. Company Issues: Information Leakage and Access Control


    Incidents of information leakage occurring in companies or governmental offices have increased in recent years. These incidents have focused social attention on how to protect personal or confidential information. In a society in which the IT infrastructure is highly developed, companies are facing new risks of information leakage. Therefore it is essential that they are capable of providing management systems that can rigorously protect such information.


    The first step in protecting confidential information and in preventing incidents such as information leakage is to provide strict access controls and to limit the number of persons that may access confidential information. Companies belonging to the finance, insurance and securities industries adopt the guidelines provided by The Center for Finance Industry Information Systems (FISC), which recommends the creation of an independent network for each department. In addition, banks are requested by law that they must provide information blocking countermeasures, such as those for physically blocking network systems or limiting access permissions, and install them between departments that have conflict of interests. Building independent network systems is also important for industries other than the finance industries. Such independent network systems may contribute, for example, to localizing virus infections in a certain network should a targeted attack occur, and to preventing its spreading to an entire company.


    However, countermeasures that support network access controls are not yet adequately implemented in many companies even though many company managers have a strong sense of crisis regarding information leakage issues. This is because the network management costs are likely to be enormous for implementing satisfactory network security systems by localizing networks for individual departments or projects, and for providing strict access controls.


    In a case where a Sales Dept. employee is transferred to the Planning Dept., various network connection change procedures related to the transfer will be necessary. These will include connection change requests and network settings, etc., and both the network users and the administrators will have to conduct these procedures. Also, in a case where an employee is on a business trip and desires to access their department network from the branch office, it will be necessary to establish the relevant network settings in advance before leaving. Moreover, when a LAN cable is replaced due to office room layout change, department relocation, etc., it will also be necessary to change the network settings. Even when a project is expected to have its own independent network in order to prevent information leakage, a network setting change will also be required. As described above, the work involved in the network setting changes occurs at various timings and for various reasons. Therefore, the requisite network operations management will consume much labor and many hours to achieve completion satisfactorily.


    NEC’s “Access Authentication Solution” makes it possible to automate the network setting changes while separating networks more specifically and linking the access control function and the relevant human resource information. This procedure will eliminate deficient setting procedures such as any missed setting changes or setting errors, so that a flexible and secure access control system may be effectively achieved.

  


  
    3. Access Authentication Solution


    Fig. 1 shows an outline of the “Access Authentication Solution.” This solution brings significant advantages to companies which demand for strict security controls for departments and projects dealing with highly confidential information such as customer data, company management data, new product planning data, component design data and product manufacturing process data, etc.


    
      [image: e130206_01.jpg]

      
        Fig. 1 Outline of the “Access Authentication Solution.”
      

    


    The three key advantages of this solution are;


    
      	(1) Network-level access control


      	(2) Access restriction between client PCs


      	(3) Automated network settings for linking with human resource information

    


    (1) The network-level access control is provided so that more detailed records may be logged, such as for who has accessed from where and when. With the network system of the server-level access control, a malware attack can target the entire server. However, if the network is isolated per department, a virus attack can be limited to the targeted department.


    (2) SDN controls the traffic according to a node linked to the network and then enables to provide an access restriction between client PCs. This strategy prevents the spreading of malwares inside client PCs even when vulnerable client PCs are attacked by a targeted thread.


    (3) Network setting change operations are necessary each time that members of staff are transferred, or travelling between branch offices, etc. The automated setting operations linking with the human resource information is achieved by connecting the human resource information database and the OpenFlow*1 switch. This procedure enables efficient automated network setting change operations by eliminating issues caused by any missing or erroneous settings.


    As discussed above, our solution will enable network security improvements as well as system management cost reductions, both of which have hitherto been difficult to achieve.


    3.1 System Configuration


    Fig. 2 shows a system configuration example of the “Access Authentication Solution.” The solution adds the OpenFlow switch and a management server to the existing network so that the network and the human resource information are linked to each other.
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        Fig. 2 System configuration of the “Access Authentication Solution.”
      

    


    An “Open vSwitch” is employed for the OpenFlow switch as a software switch and this is installed in the general-purpose server. The OpenFlow switch is also available to be used as a hardware switch for the UNIVERGE PF series.


    NEC's originally developed OpenFlow controller is employed as the network control software to be operated on the management server. Also, DHCP is employed as the IP management software that allocates the IP addresses, and OpenLDAP as the authentication management software. Even with some limitation in applicable scales and performances, our solution has the advantage that it can be provided to the user's existing network system just by adding a single server. This is achieved by operating the software-based OpenFlow switch on the management server. Three types of authentication system are supported: a terminal authentication, 802.1X authentication (RADIUS server is optional) and a Web authentication. The authentication management combining these three types is also available with our proposed solution.


    When these solutions are introduced in two or more offices, OpenFlow switches and management servers are added to the existing networks installed in each office (Refer to Fig. 2). The network setting information linking with the human resource information can be shared among management servers, so that once the system is installed in an office, it is not necessary to link between the network system and the human resource when it is installed in a second office or later. A “Small Start” using an existing network is available so that step-by-step scaling out of the configuration becomes possible; e.g., by firstlyintroducing it to a department that must be isolated from other networks because it deals with confidential information, and secondly by introducing the same solution system configurations to other offices.


    3.2 Features of the Access Authentication Solution


    In this section, three features of our “Access Authentication Solution” are described: (1) network-level security, (2) reduction of the system management costs and (3) flexible network systems.


    (1) Network-level security


    
      Our “Access Authentication Solution” allows the management server to acquire the human resource information and automatically set the access information of individual users to the OpenFlow switch (Fig. 3). This results in preventing deficient network access rights settings (missing or erroneous settings) when an employee relocates to another department. At the same time, it also enables the blocking of illegal access at the network-level environment. Moreover, communications between client PCs are easily controlled so that countermeasures can be provided to deal with security risks that might occur in the intranet such as via targeted threads or information leakages, etc.
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          Fig. 3 Network-level security.
        

      

    


    (2) Reduction of management costs


    
      Conventional network systems are not able to conduct a linkage operation between the network access control system and the human resource information. Additional work is therefore required when a company organization is changed or if an employee is transferred to a different department. When a network user applies his/her network access right modifications it will in consequence be necessary for a network administrator to carry out the requisite access control setting change operations, etc. (Fig. 4). However, our “Access Authentication Solution” automatically sets the access control settings by linking the network system with the human resource information,so that manual setting change operations will not now be necessary. The required time to complete the network access modification request and the relevant control setting operations is 10 to 20 minutes per user. Although this may seem to be rather a short amount of time, there could be a significant amount of time and costs accruing in a year from these operations each time that organization changes occur; e.g., staff transfers, travelling between offices, office room layout modifications, creating exclusive networks for different projects, etc. With our solution system in place, a company with 3,000 employees can expect to reduce approximately 60% of the network management costs in five years. Even after deducting the cost of introducing the solution, a 30% cost reduction in total may be expected.

    


    
      [image: e130206_04.jpg]

      
        Fig. 4 Management cost reduction.
      

    


    (3) Flexible network system


    
      Our “Access Authentication Solution” employs a virtual network system based on SDN and builds independent networks. Various network configurations are thereby enabled; such as creating a flexible network system for a certain project or sharing a network between different departments, etc. Moreover, users can access the network from different locations without applying a network access right in advance. This means that the network can easily cope with staff transfers between offices. Fig. 5 illustrates an example in which an employee who belongs to the Sales department and deals with a new product development project, is on a business trip from the Tokyo office to the Osaka office, and is able to access the virtual network of his/her Tokyo office from Osaka.
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          Fig. 5 Flexible network system.
        

      

    

  


  
    *1 OpenFlow is a foundational element to implement SDN. It is a communications protocol that enables centralized network control by decoupling the network control function and a switch device, and then integrating it into a controller. NEC is a member of the Open Networking Foundation (OFN), a non-commercial organization that is dedicated to the standardization of OpenFlow.

  


  
    4. Conclusion


    This paper has introduced our “Access Authentication Solution” that achieves secure and flexible network access control. Control is enabled by employing SDN and linking the human resource information and the access control function. Our solution achieves network control operations based on OpenFlow technology, a strategy that has made it possible to have the authentication function linked to the human resource information. Therefore, our solution can provide (1) network-level security, (2) management costs reductions and (3) a flexible network system. These provisions are highly suitable for enterprises that demand strict security control in their departments and projects that handle highly confidential information.

  


  
    *OpenFlow is a trademark or registered trademark of Open Networking Foundation.
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    Abstract


    Although new technologies for allocating virtual IT resources and automating operations management are increasingly being introduced in data center environments, the network environment is incapable of following them, making it impossible to perform efficient operations management based on integration of IT and networks.


    This paper introduces an automation solution for improving the efficiency of IT and network operations management in an IaaS environment. It implements integrated network environment management by introducing UNIVERGE PF1000 and UNIVERGE PF6800 (OpenFlow), which apply OpenFlow technology to Hyper-V virtual switches, and additionally achieves integrated control with Microsoft System Center.
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    1. Introduction


    In the Japanese domestic server market, 2012 was the first year in which shipments of virtual machines exceeded those of physical servers. Virtual machine shipments are expected to increase to about 1.75 million units in 2016, which is about 2.5 times the 2012 level of 0.7 million units, while shipments of the virtualized servers driving virtual machines are expected to remain at the same level. Meanwhile, expenses for private cloud systems in the Japanese market are expected to reach 1,412.9 billion yen in 2017, which is about 4.4 times larger than the 321.1 billion yen of 2012.


    As seen above, it is expected that corporate customers will increasingly administer data centers by themselves, using increasingly virtualized servers. This leads to the need for an efficient means of operations management for a huge amount of virtual IT resources, which are also expected to continue to increase. SDN (Software-Defined Networking) is attracting attention as a technology for responding to such a need.


    This paper introduces a solution for increasing the operating efficiency of data centers built using Microsoft’s Hyper-V virtualization platform by integrating the operations management of virtualized environments based on interlinking between the NEC UNIVERGE PF Series and Microsoft System Center 2012 R2.

  


  
    2. Issues for Operations Management in a Virtualized Environment


    With current ICT systems, the functions and roles of IT devices and network devices are separate and each device is managed by either an IT manager or a network manager. As a result, operations are sometimes performed in series by several persons. For instance, if a virtual machine is faulty and must be isolated from the network, the IT manager detects the fault, decides on isolation and notifies the network manager, who performs the actual isolation of the machine from the network. Such processes involving more than one person are possible with a small-scale ICT system. However, in systems like data centers in which IT resources are expected to increase considerably in the future, we believe it would be difficult to manually manage perform operations of an ICT environment by more than one person.

  


  
    3. Outline of the Solution


    The solution proposed here makes possible the construction, setting changes and operations management of an OpenFlow-compatible virtual network and virtual IT system based on the UNVERGE PF Series in a data center environment in which the virtual ICT platform is built using Hyper-V environment from the System Center 2012 R2 Virtual Machine Manager(SCVMM).


    With this solution, the IT system manager is capable of the construction and operations management of a virtual network environment, as well as a virtual IT environment, using the SCVMM already familiar to him or her (Fig. 1）.
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        Fig. 1 Outline of a solution using SCVMM.
      

    


    When the UNIVERGE PF1000 extension software with OpenFlow extensibility (to be detailed later) is applied to the virtual switches used with Hyper-V, control using the OpenFlow protocol becomes possible from UNIVERGE PF6800 (OpenFlow Controller).


    This makes UNIVERGE PF6800 capable of managing virtual networks as well as physical networks.


    To implement virtual network control from the SCVMM, Microsoft Corporation and NEC jointly developed VSEM (Virtual Switch Extension Manager) Provider, a plugin for controlling UNIVERGE PF6800 for the SCVMM. Applying VSEM Provider to the SCVMM makes it possible to control virtual networks through UNIVERGE PF6800 (Fig. 2).
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        Fig. 2 Outline of a solution for virtual network platform control.
      

    

  


  
    4. UNIVERGE PF1000


    To improve the operations management efficiency of Hyper-V virtual networks using SDN technology, we developed the UNIVERGE PF1000 extension software, which is capable of OpenFlow extension of Hyper-V virtual switches (Hyper-V Extensible Switches).


    The Hyper-V Extensible Switch is designed to allow vendors other than Microsoft to extend functionality so that they can add transfer, filtering and/or surveillance functions to virtual switches (Fig. 3).
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        Fig. 3 Outline of UNIVERGE PF1000.
      

    


    The UNIVERGE PF1000 software (Table) uses these extension functions and implements an OpenFlow-compatible virtual switch. The use of the UNIVERGE PF6800 makes it possible to manage Hyper-V virtual switches in addition to UNIVERGE PF series physical switches so that the OpenFlow protocol becomes capable of integrated management of both physical networks and virtualized networks.


    
    
      Table Main specifications of UNIVERGE PF1000.
    
[image: e130207_04.jpg]

  


  
    5. Features of the Solution


    (1) Collective virtual environment configuration enabling reduction of man-hours for building and managing virtual environments


    
      The possibilities for the allocating of virtual servers and the allocating and configuration of OpenFlow-compatible Virtual Tenant Networks (VTNs) in an integrated manner from the SCVMM means that ICT system modifications, which used to require both IT and network managers, can be accomplished by the IT manager alone. This frees the network manager from routine jobs such as network device setting changes. The period from the request of allocating a virtual server to the implementation of the actual action, which used to take about two weeks, can be reduced to about a day or two by introducing this solution (Fig. 4).
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          Fig. 4 Reduction of man-hours for virtual resource allocation.
        

      

    


    (2) Integrated management of virtual and physical networks for improved operation efficiency


    
      This solution allows UNIVERGE PF6800 to perform integrated management of the Hyper-V virtual switches to which UNIVERGE PF1000 is applied as well as of UNIVERGE PF5000 series physical switches.

    


    (3) Automation of operations linked to event information from System Center 2012 R2 and achievement of quicker fault counteraction


    
      By interlinking with System Center 2012 R2, the time between the occurrence of an abnormality and its counteraction can be reduced through automatic execution of processing defined in advance (Fig. 5).
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          Fig. 5 Interlinking with System Center.
        

      


      An example of a fault or event that can be dealt with using this feature is the isolation of a virtual machine from the virtual network when a virus is detected in the virtual machine or when it has stopped because common required software has not yet been installed on it.

    

  


  
    6. Conclusion


    In the above, we introduced a solution that allows the SCVMM in a Hyper-V environment to perform integrated operations management of a virtual network environment based on the UNIVERGE PF series and virtual IT devices.


    As it is expected that the number of private cloud systems managed by individual enterprises will increase and that virtualization rates will also increase, much difficulty is expected in the operations management of the virtual ICT environment of a data center by several persons. The solution proposed herein solves this issue by enabling integrated operations management of the UNIVERGE PF series virtual network and virtual IT system from the SCVMM management tool.


    At NEC, we believe that the need for integrated management solutions for virtual ICT environments will further increase in the future.

  


  
    *OpenFlow is a trademark or registered trademark of Open Networking Foundation.


    *Windows Server is a registered trademark or trademark of Microsoft Corporation in the U.S. and other countries.
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    Abstract


    The advent of SDN has removed the constraints brought about by rigid control protocols, thereby enabling a flexible description of control software as an SDN controller, which meets the needs of network operators. Further simplification in creating SDN controllers will become an issue in the need to create more SDN controllers quickly. This paper proposes a network abstraction model that makes it possible to simplify the description for the virtualization of network resources and the implementation of complex path control algorithms while absorbing differences in control protocols between network devices. It is also shown that an SDN controller can be created quickly and simply using the SDN controller platform prototype that was designed based on the proposed model.
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    1. Introduction


    SDN (Software-Defined Networking) that achieves flexible control of information communication networks by using software implemented with common programming languages has recently been attracting attention. One actual example is network control using OpenFlow1), which is being standardized by the ONF (Open Networking Foundation) 2). Conventionally, construction and administration of information communication networks have been carried out with combination and configuration of dedicated network devices that incorporate network control and data processing functions. This makes it difficult for operators to change the control functions flexibly, thereby posing problems such as inability to quickly cope with the new requirements for advanced network virtualization and visualization that has not been an issue hitherto. The situation is now being improved thanks to the increasing availability of suitable environments, spurred on by the advent of technologies such as OpenFlow, whereby control functions are separated from network devices and they can be written in common programming languages as SDN controllers (Fig. 1).


    
      [image: e130208_01.jpg]

      
        Fig. 1 SDN achieved by separation of control layers and data layers.
      

    


    Moreover, when attempting to acquire an SDN controller that reflects the administration policy of each network, new programming skills will be required for the flexible control. For the easy migration to SDN, it is desirable to simplify the procedure to create SDN controllers in order to avoid overemphasis on programming skills. Furthermore, although the concept of SDN enables success by using various types of network other than OpenFlow, such as the GMPLS network and IP-VPN, it is desirable to use a virtualization method that is not affected by differences in network types. Independent re-implementation according to the network type and complicated network controls that extend over multiple network types is thereby avoided.


    Proposed in this paper is a network abstraction model that aims to facilitate creation of an SDN controller and to absorb the differences between network types. The proposed model will facilitate connection of functional groups required for the creation of SDN controllers by providing such functions in advance as general-purpose software components. It will also facilitate hiding the differences between lower network types while enabling creation of SDN controllers by simple operation of the assembly components. This paper also explains the design concept of the prototype that has been implemented in order to confirm project feasibility.

  


  
    2. Network Abstraction Model


    A simple yet universally effective network abstraction model is described below.


    In developing an SDN controller, the ability to control the overall system that extends over multiple switches - in other words, to grasp the network topology and control the packet transfer paths extending over multiple switches - will be more important than setting each switch according to the protocol. Also required is a dynamic optimization responding to changes in the network conditions. We designed a network abstraction model of optimal scale that can observe and control the entire network as well as can dynamically control the network in response to changes of the network conditions within the observed view. In our model, the network conditions are defined by three types of data: topology, a flow group and a packet group (Fig. 2). The network changes are represented by event notifications. Not like the flow entry regulated in OpenFlow; the “flow” mentioned in Fig. 2 is a concept that encompasses transfer paths across the entire network. Furthermore, a data model that comprehensively represents the conditions of the entire network is defined. By expressing network control using the operation of that data, we have achieved the separation of network control from the protocols of the physical layer. Fig. 3 shows an example of these expressions as common hash objects.
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        Fig. 2 Conceptual diagram of topology, flow, and packets.
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        Fig. 3 Expression examples based on the network abstraction model.
      

    


    ・ Topology (Fig. 3 (a))


    
      The topology consists of network identifiers, lists of the nodes and lists of the links. The node comprises the node identifiers and the lists of the communication ports. The link is composed of the link identifiers, the source nodes/communication port identifiers and the destination nodes/communication port identifiers.

    


    ・ Flow group (Fig. 3 (b))


    
      A flow group is composed of multiple flow information and flow priorities. Flow information consists of flow identifiers and objects describing about the processing rules of these flows. The processing rules are comprised of “match”: the packet conditions to be processed, “path”: the transmission path of the packet and “actions”: the processing actions of the packet. The path is expressed in the list of the link identifiers, and the priority of the flows is expressed by order according to the list of the flow identifiers.

    


    ・ Packet group (Fig. 3 (c))


    
      A packet group consists of lists of input packets and output packets respectively. Packet information is comprised of node identifiers, communication port identifiers, packet headers and payloads. The reception time is also added to the input packets.

    


    ・ Event (Fig. 3 (d))


    
      Information changes occurred in the topology, flow group and packet group are informed to the components according to the events. Using these events, each component perceives the changes of the network in real time thereby enabling an immediate response.

    

  


  
    3. Design of the SDN Controller Platform


    Based on the proposed network abstraction model, we have designed and implemented a prototype of an SDN controller platform. Using this prototype, the simplification of SDN controller creation is verified below. Also with this prototype, each component that comprises the SDN controller is defined based on our network abstraction model.


    Components can be considered as being divided into two classifications: the network component and the logic component. The network component is the one comprised of a database that maintains network conditions based on the above-mentioned network abstraction model. The logic component is the component that controls the data in the network components by connecting to one or more network components. Although the purpose of the logic component may vary, it may be roughly classified into ones that perform network abstraction, modification and control.


    A basic SDN controller can be created simply by connecting the network components and logic components defined above as if they were Lego blocks. This procedure enables creation of SDN controllers and the administration of networks even by users who have no knowledge of the physical devices that comprise the networks or their control protocols.


    Fig. 4 shows the configuration example of SDN controller by combining logic components. These logic components include the driver that abstracts the respective network domains of the different control systems, the federator that integrates them and composes them as one network, and the slicer that slices them further into multiple users (control logic). Simply by combining standard components, the user can even create a high-function SDN controller that achieves integration of multiple domains via different physical network control protocols, construction of virtual networks, and application of path control algorithms that vary according to the virtual network.
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        Fig. 4 SDN controller configuration example.
      

    


    Furthermore, our current prototype is provided with GUIs whose components can be operated via the Web with a view to further simplifying the creation of SDN controllers. We have also confirmed that the user can create an SDN controller by freely assembling these components on a browser. It is also expected that, in addition to its capability of creating an SDN controller, our prototype will develop into an administration support tool in order to display the topology information gathered by each network component on GUIs (Fig. 5).
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        Fig. 5 Creation of an SDN controller of GUIs and visualization of networks.
      

    

  


  
    4. Conclusion


    This paper has proposed a simple yet universal network abstraction model and described the design and implementation of our prototype of an SDN controller platform based on this proposal. We have also confirmed that, through the implementation of the prototype, the creation of a SDN controller is possible with just a mouse click on a Web browser.


    Based on our prototype implementation we plan to increase the component groups and also to improve the network abstraction model and interface specifications by implementing advanced components that can be applied to actual use cases. We also plan to accommodate such components in the actual environments.
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    Abstract


    With the widespread dissemination of Wi-Fi hotspots in the public area and Wi-Fi access points in individual homes, the number of Wi-Fi users of smart devices has increased. Acceleration in the practical use of a network access standard called ANDSF has also provided users with more convenience when using Wi-Fi communications. However, ANDSF-compliant smart devices have not been available with the conventional communications technology. NEC Knowledge Discovery Research Laboratories is challenging improvements in the efficiency and usability of Wi-Fi communications. In order to achieve this, the laboratory is focusing on the flexible communication control functions that are characteristics of the nature of OpenFlow and on how to use them optimally to control the communication functions of smart devices. This paper introduces technologies enabling smart devices that are compliant to ANDSF.
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    1. Introduction


    The dissemination of smart devices such as smart phones, tablet PCs, etc. is accelerating the increase in the number of users that enjoy real-time communication services, including media content, chat, telephone calls via VoIP and other services. Under such trends, mobile phone network loads for 3G and LTE have been increasing, which have resulted in an increased burden on mobile carriers for investing more facilities and also in degradation of user experience due to network congestion. Such are the recent issues that mobile carriers are now facing.


    In order to cope with these issues and to decrease the load on cellular networks, the employment of Wi-Fi communications in support of smart devices is being applied widely. This trend is accelerating the dissemination of a number of Wi-Fi access points in the public domain and also in individual homes, and brought an increase in the number of Wi-Fi users.


    One solution that has been applied to these issues, the implementation of ANDSF (Access Network Discovery and Selection Function,)1）2） that is a technology aimed at improving Wi-Fi usability, is being promoted actively. However, with the conventional communications technologies it has been difficult to deliver ANDSF-compliant smart devices.


    This paper introduces technologies suitable for the delivery of ANDSF-compliant smart devices by employing features of OpenFlow such as flexible communications control functions, etc.

  


  
    2. Recent Trends in Wi-Fi Accessibility of Smart Devices


    Telecommunication carriers have been installing public Wi-Fi hotspots in downtown or places where people gather while also distributing Wi-Fi access points in individual homes. These efforts are providing more opportunities for users to access Wi-Fi communications.


    In order to disseminate Wi-Fi access even more universally, it is required to achieve further improvements in usability such as by reducing power consumption, simplified setup of terminal devices and security countermeasures, etc.


    2.1 ANDSF - Practical Technology to Improve Wi-Fi Usability


    ANDSF is attracting market attention as a technology that can improve Wi-Fi usability. ANDSF is specified in the 3GPP standard and it provides the information to assist non-3GPP access wireless networks such as Wi-Fi, etc. from mobile carriers to user equipment. Information to be distributed with devices: ANDI (Access Network Discovery Information) and ISRP (Inter-System Routing Policy) are listed in Table.


    
    
      Table Representative information distributed by ANDSF.
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    The information distributed via ANDSF allows users to facilitate Wi-Fi communications.


    Moreover Wi-Fi access point information distributed by ANDI enables users to access Wi-Fi communications more conveniently. One of the advantages is a Wi-Fi ON/OFF control function linked with the location information. This function switches on Wi-Fi communications only in the area of a Wi-Fi access point, which results in reduced electricity consumption. Another advantage is the automatic Wi-Fi connection function using the distributed authentication information, which allows users to be free from Wi-Fi connection settings.


    Applying the communication control policy specified in the ISRP to applications’ communications may solve some issues that Wi-Fi communication possesses. The ISRP communications control policy allows users to select wireless access networks according to different applications or services (Fig. 1). For example, some applications such as a VoIP communication service, which may not work with Wi-Fi networks, can continue to communicate via cellular networks. Likewise, it is possible to avoid using Wi-Fi communications during connecting with a security vulnerable Wi-Fi access point when applications communicate with network domains such as credit card companies, shopping sites, etc.
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        Fig. 1 Different usage scenarios of wireless access networks using ISRP information.
      

    


    2.2 Issues to Implement ANDSF-compliant Devices


    Devices conforming to ISRP allow users to select a suitable wireless access network according to favorable applications or services. However, it is difficult to implement such devices using the conventionally available communications control technologies.


    With ISRP, users are allowed to use information such as an application name or a domain name as a communications control policy description. However, with conventional communications control technologies, only the IP address and the port numbers included in the header information are available to process packets (Fig. 2). Therefore, in order to employ ISRP as communications control protocol, it is necessary to match information between application names and port names, domain names and IP addresses, and the like.
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        Fig. 2 Differences between the ISRP description type and the packet header.
      

    


    However, a function capable of centrally matching information is not provided as part of the OS installed in conventional devices. Function blocks with the conventional device are located over various sections. Therefore, in order to employ ISRP communications control standards effectively, it is essential to provide large-scale modifications of the OS function blocks. Even if such drastic modifications are successfully completed, the system will tend to be rather complicated. Therefore, the conventional OS function blocks and the ANDSF policy-compliant engines could be a complicated system in the background linkage (Fig. 3).
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        Fig. 3 Example of the conventional communications control technology.
      

    

  


  
    3. Implementation of an ANDSF-Compliant Smart Device Using OpenFlow Technology


    By introducing OpenFlow to smart devices, NEC Knowledge Discovery Research Laboratories has developed a technology that enables the ANDSF-compliant ISRP communications protocol to be applied as an application communication function. Being compliant with OpenFlow enables avoidance of modifications to the OS function block as well as separating the ANDSF policy-compliant engine block operation from the other function blocks. This will allow manufacturers to simplify the system configuration (Fig. 4).
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        Fig. 4 OpenFlow achievement diagram.
      

    


    With OpenFlow, the system is composed of OFC (OpenFlow Controller) and OFS (OpenFlow Switch); OFC centrally controls the communications processing rules, and OFS processes communications procedures according to the commands received from OFC.


    When manufacturing an ANDSF-compliant smart device, both of the OFC and the OFS software applications are installed in the device (Fig. 5). The communications processing rule based on the ISRP is generated in the OFC in order to conduct communications processing in the OFS. This is the means by which the ISRP-compliant communications control protocol is adapted to perform communications processing between applications.
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        Fig. 5 Prototype architecture configuration using an Android smart phone.
      

    


    3.1 Application Layer Communications Identification with OpenFlow


    Application layer communication control can be enabled by identifying ISRP policy to match each application session, which is done by communications identification engines implemented in the OFC, who can accommodate complex communications control functionalities (Fig. 6). The communications identification engine achieves functions such as corresponding information between domain names and IP addresses, and also those between application names and sender's port numbers.
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        Fig. 6 Advanced layer communications identification compliant with the ISRP communications control policy.
      

    


    The functions to be implemented in the communications identification engine can be easily achieved almost without the need to modify functions of the existing OS. This is done by using the advantages of the “packet-in” which is a distinguishing mechanism of OpenFlow and also by using some of the functions that the existing OS already possesses.

  


  
    4. Further Applications Using OpenFlow


    4.1 Communications Control Using Device Information


    By using both the information given by the ANDSF and the device information to control communications processing, it is possible to increase quality of experience more than the case when using only the information given by ANDSF. For example, observing Wi-Fi quality information enables to avoid unexpected communications via Wi-Fi when it is not in a favorable communications mode. However, if such a function has to be achieved using conventional communications technology, a significant OS modification is required in order to expand the functions and this will also require complicated system configurations.


    On the other hand, a device employing OpenFlow architecture can achieve the requisite expanded functionality only by modifying the OFC (Fig. 7).
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        Fig. 7 OFC that achieves advanced communications control.
      

    


    4.2 Improvement of ANDSF Policy by Adopting OpenFlow


    OpenFlow can be used also for tuning the communications control policy to be described in the ISRP. OpenFlow enables to visualize applications’ communication volumes and frequencies. By employing such information, the communications control policy that matches individual application communication characteristics can be described in the ISRP (Fig. 8).
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        Fig. 8 Improvement of ISRP using OpenFlow.
      

    

  


  
    5. Conclusion


    As explained above, OpenFlow provides flexible communication control architecture. This paper has discussed suitable technologies for achieving ANDSF-compliant devices that can enhance the usability of Wi-Fi communications.


    NEC Knowledge Discovery Research Laboratories intend to continue R&D into solutions aimed at improving the usability of mobile communications via SDN.
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    Abstract


    When applying centralized network architecture such as OpenFlow to large-scale networks, the issue arises of how to ensure the scalability and reliability of the controller providing the network control functions. This paper proposes a new controller architecture that leverages design patterns widely used in client-server systems to perform network control. Moreover, by applying this architecture to an OpenFlow controller providing virtual layer 2 networks for data centers, it shows the feasibility of applying an OpenFlow controller to large-scale SDN networks.
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    1. Introduction


    As a component technology for enabling SDN (Software-Defined Networking), OpenFlow1) is equipped with a software-based OpenFlow controller to provide control functions. This allows a user to flexibly define the functions provided by the networks consists of OpenFlow switches.


    Various problems arise when OpenFlow is applied to practical networks. The following points in particular occur as typical problems when it is applied to large-scale networks (Fig. 1).
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        Fig. 1 Capabilities required when applying OpenFlow to large-scale networks.
      

    


    (1) Controller performance and scalability


    
      	1) Scalability of the number of controllable switches


      	2) Processing speed of asynchronous events that are generated by switches and notified to the controller


      	3) Processing speed of switch control events that are proactively trigged by the controller

    


    (2) Reliability and fault tolerance


    
      	1) Required to design a controller system that does not make the controller the single point of failure


      	2) Required to design a system that ensures the availability of control channels between the controller and switches and can continue to operate even during failure

    


    This paper focuses mainly on performance and scalability among the above-mentioned problems and shows solutions to them. Concretely speaking, we attempted to solve these problems by applying design patterns widely used in client-server systems to the OpenFlow controller, while assuming the provisioning of virtual layer 2 networks for large-scale data centers. In the following section, we report their solution methods as well as performance evaluation results based on a proof-ofconcept implementation.

  


  
    2. Proposal Method


    2.1 Prerequisites


    The network functions provided by an OpenFlow controller and the operation of the controller to achieve the network functions in question can be freely defined by implementing the controller as a software application.


    It is therefore impossible to generalize the assumed operation of the controller and decide on architecture applicable to all controllers. For this reason, this study assumes a controller that provides virtual layer 2 networks in a multi-tenant environment at large-scale data centers, while assuming the controller environment is as follows:


    
      	(1) Switch control is executed proactively and subjectively by the controller based on the settings and conditions defined other than the controller.


      	(2) Switch control triggered by asynchronous events generated by switches is rarer than (1).


      	(3) Switch control is highly independent of the switches and serial control of multiple switches accompanied by dependency rarely takes place.

    


    In addition, this study made a qualitative and quantitative evaluation of the following points:


    (1) Performance/scalability


    
      The capability to ensure high performance and scalability for the above-mentioned assumed controller operations should be considered the minimum requirements.

    


    (2) Design/implementation ease


    
      Importance was attached to the capability to implement software easily, with low system complexity, and the ability to take advantage of existing software assets.

    


    (3) Administrative ease


    
      In addition to ease of software implementation, importance was also attached to aspects of system management. In addition, consideration was given to whether or not existing management know-how and systems could be reused.

    


    (4) Reliability and fault tolerance


    
      Although the central aim of this study was the assurance of performance and scalability, consideration was also given to the reliability and fault tolerance of the controller.

    


    2.2 Approach


    As a result of the evaluation, we designed OpenFlow controller architecture that leverages the load balancer pattern that is a design pattern for scaling out of client-server systems and the three-tier architecture which is one of the client-server architecture (Fig. 2).
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        Fig. 2 Proposed architecture.
      

    


    By employing the load balancer pattern, the required controller performance can be obtained by increasing or decreasing the number of workers according to the size of the network. Thanks to its high ease of design and implementation and its frequent usage in Web systems, existing design and management know-how and software can be reused. The dispatcher accepts a request to establish a control channel from the OpenFlow switches and allocates their connections to the workers based on criteria defined in advance. The workers establish control channels according to the allocations from the dispatcher. Furthermore, they process the asynchronous events from the OpenFlow switches which are the clients in the load balancer pattern architecture, and then response as needed.


    The workers are composed of architecture similar to the three-tier architecture. It consists of a presentation tier that terminates the OpenFlow protocol, a logic tier that executes control processing using the OpenFlow protocol and a data tier that stores control information and shares it among multiple workers. Sharing with other workers is all performed via the data tier. In the data tier, settings and control information given from the external system to determine the operation of the workers can be retained in addition to sharing their operation status.


    The difference between the ordinary load balancer pattern/three-tier architecture and the architecture under investigation in this study is that workers sometimes control the switches proactively. This architecture is designed so that the workers corresponding to the switches execute proactive control for the switches once the corresponding relationship between switches and workers is established. The workers confirm the switch settings and control information stored in the data tier, whether or not an asynchronous event is generated by the OpenFlow switches corresponding to the client, and execute switch control as required.

  


  
    3. Implementation


    In order to evaluate the effectiveness of our proposed architecture, we implemented and evaluated an OpenFlow controller based on it.


    3.1 Functional and Performance Requirements


    The requirements for controller functions and performance as well as for the network to be managed and controlled are as follows (Fig. 3):
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        Fig. 3 Controller requirements.
      

    


    (1) Functional requirements


    
      
        	1) Conducting the provisioning and management of virtual layer 2 networks based on VXLAN2)


        	2) Conducting management of mappings between OpenFlow switch ports and virtual networks


        	3) Conducting management of mappings between OpenFlow switch ports and the MAC addresses of the hosts connected to the ports


        	4) Providing an interface for the above-mentioned operations in the REST style

      

    


    (2) Performance requirements


    
      
        	1) Capability of managing more than 1,000 OpenFlow switches


        	2) Capability of creating more than 10,000 virtual networks


        	3) Capability of connecting more than 10,000 end hosts to the virtual networks

      

    


    3.2 Implementation


    The design of the implemented controller is shown in Fig. 4.
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        Fig. 4 Controller design.
      

    


    The dispatcher was implemented by using the layer 4 load balance function of the LVS (Linux Virtual Server)3）. Additionally, Keepalived4） was used for the settings of the LVS and health checks of the workers. The workers were composed of Trema5）, which is an OpenFlow controller and switch development framework, our newly developed virtual network manager and a back-end database using MySQL6）. Because an interface for configuring the virtual network needed to be provided, a function to store the settings in the back-end database was implemented as a configuration front-end.

  


  
    4. Evaluation


    (1) Scalability with respect to the number of switches


    
      Confirmation was made that approximately 410 switches could be allocated to a single worker and that control of all the allocated switches could be executed. Confirmation was also made that the number of controllable switches in a system increased in linear proportion to the number of workers.

    


    (2) Scalability with respect to the number of virtual networks


    
      Confirmation was made that more than 16,000 virtual networks could actually be created and managed under the condition in which there were 1,024 switches and 128 hosts (VMs) connected to each switch.

    


    (3) Scalability of the settings and performance of the virtual networks


    
      Confirmation was made that the time required to create and configure each virtual network was constant, independent of the total number of virtual networks (Fig. 5).
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          Fig. 5 Virtual network setting performance.
        

      

    

  


  
    5. Conclusion


    We have discussed OpenFlow controller architecture that enables large-scale SDN networks and have given an example of its implementation. The results of this study are applied to our commercial service at NEC BIGLOBE. We are committed to applying SDN to wider fields by continuing our efforts to investigate performance improvement and scalability assurance for controllers with diverse requirements.
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    Abstract


    Integrated control of heterogeneous networks including data center and wide-area networks is needed in order to reduce the delay of service setup and to improve the quality of end-to-end communication services with lower cost. However, current control systems cannot be accommodated to evolving communication services because these systems adopt models and control methods for the specific layers.


    In order to resolve this issue, NEC proposes an SDN platform for multi-layer networks based on a layer-independent model and control method. In this paper, we apply this platform to the multi-layer control of a packet-optical transport network and integrated control of OpenFlow and VXLAN networks.
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    1. Introduction


    SDN (Software-Defined Networking) has recently been applied to data center networks. And studies have begun for applying SDN to heterogeneous networks, which are multi-vendor or multi-layer networks including data center networks and wide-area networks.


    In those heterogeneous networks, it is aimed to integrate the control of networks in order to lower the operational expenditure and reduce the capital expenditure by improving the efficiency of resource utilization. And shortening the delay of service setup and improving the quality of service are also expected.


    However, in the traditional method, the integrated control systems have been built only for the target layers which were previously determined. This has often necessitated redevelopment including modification of the entire control system each time that a target layer is added or the control method in the system is changed. Therefore, it was difficult to accommodate the integrated control systems according to the evolutional change of service requests.


    In order to resolve this issue, NEC proposes an SDN platform that can easily build an integrated control system for heterogeneous networks composed of combinations of various layers. An outline of the SDN platform is shown in Fig. 1.
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        Fig. 1 Outline of SDN platform.
      

    


    The proposed platform is based on the OdenOS platform. The OdenOS abstracts various networks using a model which consists of topology (nodes, ports and links) and flows (end-to-end communications), and expresses information specific to each network as attributes. Each physical network is abstracted by a driver, which also generates network objects according to the abstracted model. When a network object is operated, the driver detects it and controls the physical network accordingly. When a control operator such as Federator or Aggregator is applied to network objects, the network objects are further abstracted according to a purpose. Therefore, control functionalities are easily implemented by combining control operators.


    This paper introduces the multi-layer control of a packet-optical transport network and the integrated control of a hop-byhop OpenFlow network and VXLAN network as examples of applications of our SDN platform expanding the OdenOS model and control operators.

  


  
    2. Multi-layer Control of Packet-Optical Transport Network


    A backbone network of a communication carrier that transfers a large volume of data over a long distance is called a transport network. In the transport networks, multi-layer structure is a hot topic, e.g., a combination of an optical layer suitable for long-distance, large-volume transfer and a packet layer featuring high resource utilization.


    Integrated, automated control of such a multi-layer network can offer a variety of advantages. For example, reducing the operational expenditure and shortening the delay of service setup by automatic path control of lower layers depending on the situation in the upper layers although those control is currently performed manually. In addition, a multi-layer network has a nested structure. In a lower layer network, paths are set up using links, and are used as links in an upper layer network. In the upper layer network, paths are setup using the links, which are actually paths of lower layer. Therefore, it is also expected to improve the efficiency of resource utilization and the quality of end-to-end communications by selecting the existing paths or the new dedicated paths in the lower layer networks according to the amount of traffic of the upper layer paths.


    However, the automation of multi-layer path controls is difficult in the traditional transport networks, due to the differences of models among the equipment of vendors or layers. Many transport networks have been operated via centralized management systems such as NMSs (Network Management Systems) or EMSs (Element Management Systems). These centralized management systems are designed to control and manage the specific equipment of vendors. Thus the models and control methods differ depending on the vendors or on the equipment of each layer.


    Therefore, there have not been adequate interfaces for cooperation among layers in the case the equipment of the layers provided by different vendors. For example, in order to automate the path control, it is necessary to set up the paths dynamically in both the upper and lower layer networks according to the service request from the user to the upper layer. This procedure requires the centralized management system of the upper layer network to request dynamic path setup to the centralized management system of the lower layer network. However, a management system of the upper layer network has actually been unable to determine where the paths could be set up because it did not have information on the lower layer network.


    Furthermore, many centralized management systems have adopted the models and control methods which were specific to each layer even when the equipment was developed by the same vendor. This has led to the necessity of a large amount of development cost and time because, when it is required to add a new layer, it has been necessary to develop the cooperation functionalities among layers considering the matching of the new layer with other layers, in addition to implementing the model and control method for the new layer.


    In order to resolve these issues, we propose a common model among layers based on network abstraction and an inter- layer control method that is made for the common model. With our proposed model, the information in each centralized management system is abstracted to a model, which are the topology (nodes, ports and links) and the flows corresponding to the paths of the transport networks.


    The proposed method makes it possible to conceal differences of models between concentrated management systems or layers, and to handle information of each network via a common model. Furthermore, the user’s viewpoint network information, which is generated from the lower and upper layer network information, is prepared, in addition to the lower layer and upper layer network information. The user’s viewpoint network information is shown to the users of the upper layer network and enables inter-layer control.


    The user’s viewpoint network information includes virtual resources in the sections to which resources can be added by control of the lower layer paths: These virtual resources have previously been invisible to users. When the user requests the flow setup including virtual resources, the paths required for each layer are set up automatically by controlling the flows of the lower layer and those of the upper layer sequentially. Therefore, the multi-layer path control can be automated.


    Fig. 2 shows an outline of an application example of the LinkLayerizer, which is a control operator implementing the proposed method on our SDN platform, to a packet-optical transport network.
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        Fig. 2 Example of multi-layer control by LinkLayerizer.
      

    


    The abstraction of network (NW) information is performed by implementing the driver in OdenOS for each network. The LinkLayerizer generates the information of the user’s viewpoint NW from the transport network based on the optical NW information and the packet NW information abstracted by the drivers.


    The LinkLayerizer retains the information of links in which flows of the optical NW are already set up as the immediately available links in the packet NW information and in the user’s viewpoint NW information as like traditional methods. In addition to the above, the LinkLayerizer also retains the virtual links, which are distinguished from normal links already set up, in the user’s viewpoint NW information. The virtual links are made in the sections to which links can be added by the control of the optical NW. The sections in which the virtual links can be made are identified by path computations. In the path computations, LinkLayerizer adds information specific to the optical NW as the attributes of the ports, for example, the remaining bandwidth and the availability of resources including time slots or wavelengths, and uses the attributes as constraints of the path computations.


    The virtual links and the normal links already set up are distinguished by adding an identifier to the link attributes. When the user requests a flow setup with selecting a path containing virtual links, the LinkLayerizer changes the selected virtual links to the normal link by setting up flows in the corresponding sections of the optical NW before setting up the requested flow in the packet NW.


    As described above, the LinkLayerizer in our SDN platform automates the multi-layer path setup and achieves a reduction of the operational expenditure and a shortening of the delay of service setup compared to the traditional methods. In addition, the LinkLayerizer enables to implement new layers with a small amount of development cost and time because the LinkLayerizer is a control operator for the abstracted model and the most of the control processes can be commonly used even in the different layers.

  


  
    3. Control of Linkage between OpenFlow and VXLAN Networks


    This section describes the OpenFlow/VXLAN integrated control method that uses a hop-by-hop OpenFlow network as the underlay network (“underlay”) and a VXLAN network as the overlay network (“overlay”).


    The VXLAN is an overlay technology that places VTEPs (Virtual Tunnel End Points) on the edge of a network and encapsulates frames which come from outer ports of the VTEPs (MAC-in-UDP) in order to make virtual layer 2 networks (virtual L2). One of the most significant advantages of the VXLAN is that it can build virtual networks flexibly, without changing the physical network. However, since several virtual L2 networks share the same physical IP network as the underlay, the user requirements of the virtual L2 networks regarding bandwidth guarantees or path separation would be impossible to be achieved.


    In order to solve this issue, we propose the OpenFlow/VXLAN integrated control that enables overlay to control underlay flexibly by replacing the physical IP network with a hop-by-hop OpenFlow network and by utilizing the network as a fabric. Fig. 3 shows an example of multi-layer integrated control that also guarantees the bandwidth requested by the VXLAN overlay in the underlay OpenFlow network.
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        Fig. 3 Example of multi-layer linkage control using the NodeLayerizer.
      

    


    With our proposed system, virtual networks are generated from the underlay first, and the remaining bandwidths are maintained as resources. Then, the virtual networks of the overlay are generated, the required bandwidths are specified, and the underlay virtual network that can accommodate each of the virtual networks of the overlay is selected and assigned. The automation of the allocation control can improve the utilization efficiency of underlay resources by means of the bandwidth guarantee at the same time as reducing the operations costs of the control.


    In order to implement the integrated control as described above in a multi-layer control integrated platform, the underlay and overlay networks are abstracted. The bandwidth required by the virtual network of the overlay, the bandwidth required by the virtual networks of the underlay, and the remaining bandwidths are all expressed as attributes to a port. In addition, the identifier of each virtual network is also expressed as an attribute of a port.


    Automatic assignment of an overlay to an underlay is performed using the above network information by the NodeLayerizer operator. The NodeLayerizer selects a single underlay that can accommodate the given overlay. It identifies an accommodation possibility based on the connectivity of the physical topology and the possibility of reserving the bandwidth required by the overlay across all of the VTEP nodes. During assignment processing, the NodeLayerizer subtracts the required bandwidth in the overlay from the remaining bandwidths of ports in the underlay, which means that the remaining bandwidths of each port are maintained automatically.


    The NodeLayerizer notifies the identifier of the overlay and underlay to each network. This allows the driver to set the identifiers (such as VLAN) for use in transferring the traffic of the overlay virtual networks via the selected underlay virtual networks.


    The development of the NodeLayerizer in such a manner has made it possible to implement the OpenFlow/VXLAN integrated control, which can also guarantee the bandwidth specified in the VXLAN overlay in the underlay.

  


  
    4. Conclusion


    This paper has proposed an SDN platform for controlling heterogeneous networks. We have shown applications of the platform to the multi-layer control of packet-optical transport networks, and the integrated control of hop-by-hop OpenFlow networks and VXLAN networks based on extensions of the OdenOS.


    The SDN platform facilitates building integrated control systems of heterogeneous networks with a multi-vendor, multi-layer structure.
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    Abstract


    An IP-VPN service harnessing MPLS technology employs BGP to propagate a customer route. IP-VPN using BGP has an issue that it has to provide services that do not exceed the data processing capability of each router in the network. This issue occurs because the number of BGP-compliant routes is increased when new customers are added to the network. This paper proposes an OpenFlow controller that is compatible with IP-VPN in order to solve such issues. The proposed methodology enables the controller to conduct the entire BGP processing so that the control resource management that used to be carried out at each router may now be avoided.
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    1. Introduction


    This paper introduces an OpenFlow controller that enables operational cost of IP-VPNs (IP-Virtual Private Networks) to be reduced.


    An IP-VPN service provided by telecommunications carriers is operated by harnessing the MPLS (Multi-Protocol Label Switching) technology to separate the traffic of each customer. Routers constructing MPLS networks employ control protocols and autonomously exchange the various information that is required to provide suitable services. For example, BGP (Border Gateway Protocol) is employed in receiving the route information that is sent from customers and for sharing route information between the network routers.


    Therefore, when operating IP-VPN networks controlled by an autonomous distributed system, it is necessary to manage the control resources such as CPUs and memory devices, etc. that are mounted for processing the control protocols. When adding new customers to a network, the route information to be processed by the MPLS network will be increased according to the increase in the number of customers. Thus, it is necessary to confirm if enough control resource capacity is available in each router to deal with the increased process volume. However, generally speaking, the performance of the CPUs mounted in the network devices such as in the routers, etc. is not as high as that of the CPUs mounted in the server systems. The mounted memory capacity is also less. In order to compensate for such an inferior processing performance, replacing the control section of the router by a high performance one is one solution, however, this is not an easy job.


    Under such circumstances, an OpenFlow technology employing an architecture that enables a separate operation of the control and forwarding sections has been developed and is expected to be introduced to the market. Switches that are compliant with OpenFlow perform the packet forwarding process based on rules called “flow entry.” Routers in general carry out the packet forwarding process autonomously according to information collected using the control protocol. However, the OpenFlow switch does not mount a control function for processing the control protocol. Instead, a controller is allocated beside the switch and this generates the forwarding rule called “flow entry” in order to set it to the switch via the OpenFlow protocol.


    This paper proposes a design method for the controller to achieve IP-VPNs that are compliant with OpenFlow. With our proposed method, it is possible for the controller to carry out the entire protocol control processing procedure that is required to enable the desired IP-VPN services. Moreover, it also enables the load distribution to process control protocols by introducing the scaling out system. Therefore, the control resource management that used to be essential for every single router, may now be eliminated, and reducing operational cost can thereby be realized.

  


  
    2. The Role of BGP in IP-VPN


    The IP-VPN service connects multiple IP networks in order to carry out packet forwarding according to the individual IP addresses allocated to customer networks. Therefore, the IPVPN providers have to acquire the IP addresses that are used at each customer network. The router on the IP-VPN (PE: Provider Edge) connected to the customer network exchanges route information with the router on the customer network (CE: Customer Edge) by means of BGP.


    A PE router is designed to notify the route information received from the customer’s network to other PE routers. There are several information notification paths and one example is shown in Fig. 1. The configuration described in Fig. 1 allows PE routers to share customer routes via route reflectors. The route reflectors receive the route information from the PE router and then transmit the information to all other PE routers.
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        Fig. 1 IP-VPN route exchange employing BGP.
      

    


    The route information exchange process between the route reflector and the PE router has to be carried out after identifying which route information belongs to which customer. The multi-protocol extension of BGP is employed in the identification procedure. The PE router attaches an identifier to the received route information in order to identify the customer and then it sends the route information with the identifier to the route reflector as VPN route information.


    Consequently, when the IP-VPN employing BGP adds new customers, the route information to be propagated in the network will increase according to the increase in the number of customers. The CPU resources and the memory of each router in the network will be consumed proportionally in order to deal with the increased processing. Therefore, it is essential to confirm the margin in the capacity of control resources, such as the CPU and memory mounted in each router, before adding new customers.

  


  
    3. OpenFlow Controller to be Compatible with the IP-VPN


    This section explains the need for the compatibility of the OpenFlow controller with the IP-VPN that we propose in this paper. The architecture of our proposed controller is shown in Fig. 2.
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        Fig. 2 OpenFlow controller compatibility with IP-VPN.
      

    


    3.1 Exchanging Route Information via BGP


    As shown in Fig. 2, the BGP daemon (BGPd) is embedded in our proposed controller. The BGPd conducts the route information exchange between routers installed in the customer's network using BGP protocol. One BGPd is installed per customer to notify the route information received from a customer network to other networks of the same customer. Moreover, the route information received from the customer is sent to the “Route Manager” to adopt it for the packet forwarding in the OpenFlow network. The “Quagga,” an open source route control software, is employed for implementing the BGPd.


    The BGPd that carries out BGP protocol processing is located in the controller. This implies that the BGP packet transmitted from the CE router has to be sent to the controller. A path for the BGP connection must thus be configured in the OpenFlow network (Fig. 3). In order to configure the BGP connection path, a “Sliceable Switch” 1） is employed; “Sliceable Switch” is an OpenFlow controller application for building several independent L2 networks in the OpenFlow network. We have incorporated a Sliceable Switch in our proposed controller. The Sliceable Switch is one of the Trema applications that may be downloaded from Trema Apps website.
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        Fig. 3 Creating paths for BGP connections.
      

    


    It is necessary to operate one BGP daemon (BGPd) for each customer, so that more BGP daemons are required to be operated when the number of customers increases. This will, however, also increase the machine load. In such a case, several “BGPd”s are distributed to several different machines and these are operated in order to cope with such events. The machine in which the BGPd handling a customer is in operation will be notified to the “Sliceable Switch,” and then another BGP connection path starting from the machine will be created. By scaling out the BGP processing to deal with individual customers in this manner, the requisite load distribution is achieved.


    3.2 Setting a Path for Traffic Forwarding


    The Route Manager constructs a path for traffic forwarding based on the address that is used at the customer network. The address used by the customer is sent according to the BGP protocol and is notified to the Route Manager as route information. Route Manager creates “Match” conditions for the “flow entry” based on the notified address. Moreover, it calculates paths in the OpenFlow network between the address notified network and the other networks of the customer. It then sets the “flow entry” for each switch so that packets can be transmitted along with the constructed paths. An example is shown in Fig. 4. The address of 192.168.1.0/24 is allocated to network 1 of “Customer A.” The Route Manager, in this case, constructs a path from the network 2 of “Customer A” to the network 1 of “Customer A” to forward the traffic addressing the 192.168.1.0/24.
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        Fig. 4 Creating paths for traffic forwarding.
      

    


    Fig. 4 shows a case for which the customer has two networks. Even a case for which the customer has three networks or more works in a similar manner. Fig. 5 shows a case for three networks for which paths can be constructed between each network.
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        Fig. 5 An example accommodating three networks.
      

    


    3.3 Traffic Separation for Individual Customers


    In order to achieve satisfactory IP-VPN, it is necessary to accommodate multiple customers on a single OpenFlow network. As shown in Fig. 4, different customers have to share the same space in order to enable IP address transit. The Route Manager employs a VLAN tag in order to separate the traffic of different customers. It attaches a VLAN tag to the packet forwarded from the customer network to the OpenFlow network. It then deletes the attached VLAN tag when the packet is forwarded to the customer network from the OpenFlow network. This procedure makes it possible that the packet forwarded in the OpenFlow network may have different VLAN tags for different customers. Thereby a packet may be forwarded to an appropriate customer and even to different customers sharing the same IP address.

  


  
    4. Future Approach


    Currently we employ a VLAN tag to separate the traffic of each customer. However, we are planning to employ MPLS labels in the future. The OpenFlow protocol version 1.0 is widely employed in the market at the moment, so for this reason we have conducted our R&D using this protocol. However, as the OpenFlow protocol version 1.0 is not compliant with MPLS we have to adopt OpenFlow protocol version 1.1 and later versions to employ a MPLS label in order to achieve our development satisfactorily.


    When our controller achieves compliance with the MPLS technology, it will be available to be applied to SDN transport systems2). The transport system possesses both bandwidth control and protection functions. When these functions are combined with our controller, networks that achieve higher reliability will be offered.

  


  
    5. Conclusion


    In this paper we propose the OpenFlow controller for enabling the reducing operational cost of IP-VPNs and introduce our intended future approach.


    Our proposed methodology allows the OpenFlow controller to conduct the entire control protocol processing to enable IPVPN. This procedure will reduce the operational burden of accommodating new customers, as the control resource management will have to be carried out only at the controller side.
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  Integrating LAN Systems and Portable Medical Examination Machines' Network

  - OpenFlow Brings Groundbreaking Innovation to Hospital Networks


  
    The network infrastructure created by Kanazawa University Hospital has been expanding under the pressure of the individual needs of each department and laboratory and has thereby become too complex to be managed effectively. Moreover, under the constraints of such a complex network system, it has been increasingly difficult to operate the new equipment that is frequently added to the network. This situation has resulted inevitably in too much time and effort being spent in changing the network settings accordingly. In consequence the Kanazawa University Hospital has decided to introduce NEC’s OpenFlow compliant “UNIVERGE PF Series” network solution and has thus received various benefits including reductions for network management and operations load. The hospital is now planning to extend the employment of OpenFlow in their network. OpenFlow is expected to realize universal connectivity, by which the appropriate network policy of medical equipment such as portable diagnostic devices will be applied once it is connected, regardless of which LAN port is used for a connection.
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    OpenFlow Reconstructs the Complex LAN


    Kanazawa University Hospital is a core medical facility in the Hokuriku area of Japan. In 2012, NEC’s “UNIVERGE PF series,” which is a network solution based on OpenFlow technology, was deployed at the hospital in support of reconstruction of the network infrastructure.


    Issues had been experienced over the entire network infrastructure due to the network optimizations and expansions that had been conducted by individual departments, such as by the clinical departments and research laboratories, etc. Such complex network conditions exposed the doctors and staffs to a situation with which they could barely cope, even affecting the actual wiring and overall network configurations.


    Technologies are evolving rapidly in the medical field. Therefore, doctors often tend to try out new equipment, including the current state-of-the-art devices. Various medical devices are being added to the networks on a daily basis. Besides the servers that support the network systems as well as the PCs connecting to these servers, much medical equipment such as electroencephalographs, ultra-sonic devices, and electrocardiograms, etc. are being connected to the LAN in order to exchange data. Each time new equipment is added to the network, changes in the settings, connection verifications, and sometimes even rewiring are required. Such conditions place a considerable strain on the hospital budget.


    In order to resolve such issues, SDN (Software Defined Networking) has been introduced using the UNIVERGE PF series network solution to achieve flexible configurations and modifications as well as to enable the efficient management and operation of the networks. The UNIVERGE PF series has successfully halted the need to construct more LANs and has integrated networks that used to be constructed different networks for different departments.

  


  
    Constructing a Flexible Individual Network System While Achieving Management Related Load Reductions and Operational Stability


    As a start, two controllers and 16 switches were installed in the newly built hospital’s clinical research building in order to operate the four VTNs (virtual tenant networks). These are the “electronic medical records/billing system networks,” “radiology department,” “anesthesiology department” and “ophthalmology department” (Fig. 1). The UNIVERGE PF series achieves an overall flexible network architecture that supports individual department policies. It also gives visibility to both the network’s physical and logical configurations as well as enabling a clear picture of all network statuses via GUI. This enables integrated management and reduces the operational load.
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        Fig. 1 OpenFlow network usage situation.
      

    


    Moreover, safety advantages have been provided. These are issues that cannot be ignored in the medical domain.


    The UNIVERGE PF series allows users to determine fault locations easily, such as the whereabouts of device malfunctions, wrong settings, etc. Moreover, when a fault occurs, an alternative route will be automatically set, so that the stability of the network operation will be significantly increased. Actually, it now takes only seconds to retrieve operation when replacing wirings of switching devices; a function that used to take more than a minute.

  


  
    Development Policy that Focusses on Practical Advantages and High Quality Product Performance


    The UNIVERGE PF series deployed in the newly built clinical research building has delivered desirable results and the hospital is examining the possibility of accelerating the introduction of OpenFlow technology. In January 2015 it is scheduled to replace the hospital information systems that are configured together with the electronic medical record systems, billing systems and medical examination data integration systems. It is also planned to use this opportunity to replace the present network system with OpenFlow technology.


    Dr. Keisuke Nagase, Vice Director and Corporate Planning Division Director/Professor of Kanazawa University Hospital said “The OpenFlow network system introduced in the newly built clinical research building is providing us with the expected results. When we try to solve issues involving the hospital network system, it is quite natural for us to choose the OpenFlow technology. It would be perfect if we could carry out replacement over the entire hospital system. However, we must also consider the implications of our budget. We are making our plans while examining the balance between our budget and the resulting benefits. For example, we would aim to start replacement where we could receive most advantages in dealing with hospital management issues. Some still feel rather doubtful about the reliability of the OpenFlow technological input because it is still a new technology. However, software bugs also occur in the technologies that are currently in use. Moreover, the fault rate of the hardware announced by NEC is rather low, and we cannot find any conflict with our present systems so far since introducing the OpenFlow system. I assume that the risk of malfunctions occurring will be the same or rather less compared to that of our previous equipment.”


    When considering the network replacement project options for 2015, the UNIVERGE PF series, which has been introduced to the clinical research building, appears to be the most attractive solution. The series is judged to be a product that offers a high quality performance.


    Dr. Nagase continued “Recently, so many products are found that are compliant with OpenFlow. However, many of these products merely claim compatibility with OpenFlow and do not indicate their detailed specifications. Such a lack of information does encourage support for our choice of a product. However, the UNIVERGE PF series states that it mounts OpenFlow technology in achieving the most appropriate performance while focusing on practical usage. I cannot think of a more appealing choice at the moment.”


    NEC’s approach focusing on practical usage is also employed for our other product lineups. The requirement of a network switch generally differs depending on usage characteristics and also on the installation location of the system such as core, distribution or edge. Especially when installation is on the ToR (top-of-rack) at a data center, the number of terminals to be accommodated is the most important requirement.


    However, as Dr. Nagase mentioned, a product with no advantages other than compatibility with OpenFlow will sometimes pose disadvantages, such as having less flow table capacity when writing information and a limit to the number of terminals to be accommodated, etc.


    In order to solve such issues, NEC has developed the “MAC Forwarding function” that improves the processing performance by using a MAC address table together with flow tables during data transmission. This function is implemented in the “UNIVERGE PF5459,” which allows accommodation of more terminals, thereby being suitable for installation at the ToR of a data center.

  


  By expanding the product lineup, customers will be able to employ products via the OpenFlow technology while selecting the most appropriate switch for their installation location or function. Dr. Nagase also stated that “NEC is expanding their product lineup while focusing on the user’s needs in building networks. This is a praiseworthy policy.”


  
    Devices Connected Automatically to the Appropriate Network, Regardless of Which LAN Port is Used


    Kanazawa University Hospital expects that the MAC Mapping function, which is added to the MAC Forwarding function, will deliver “universal connectivity” (Fig. 2).
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        Fig. 2 Illustration of a universal connection.
      

    


    Many portable types of medical diagnostic devices are used in hospitals. When a patient is examined for a biopsy test, he/she has to go from one room to another for the different tests, such as for electrocardiography, echography, electroencephalography, etc. If the relevant examination machines can be moved from room to room to where the patient stays, an ideal way to perform a medical examination for patients is then achieved(Photo 1).
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        Photo 1 Various medical examination machines set around the medical examination bed.
      

    


    In order to realize this, the hospital installs several LAN ports in each of the examination rooms. Different colored cables are employed for different medical devices so that misconnections of machines to the LAN ports can be avoided. For example, the orange cable is for electrocardiography and the gray one is for echography. Such a countermeasure is provided in order to connect medical devices to appropriate network systems. However, such manual operations always involve a misconnection risk (Photo 2).
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        Photo 2 The various LAN ports installed in the medical examination room.
      

    


    The MAC Mapping function allows users to preset the appropriate connections so that the MAC address of the machine is recognized and the appropriate VTN is decided automatically for whichever LAN port the machine is to be connected. This means that each machine will be automatically accessed to the appropriate network or system just by connecting a cable to a LAN port, wherever and whenever it may be.


    Once this system is functioning, the results of the “delivered medical examination (a medical examination by bringing the examination devices to a patient’s room)” may be confirmed in the room where the patient stays, and not in a medical examination room as previously.


    At the moment, LAN ports have not been prepared for all medical examination machines in the hospital, so that some examination data has to be first stored in the medical examination machine and then uploaded to the system after connecting the machine to a LAN port installed in the medical examination room. When several patients are examined with the “delivery medical examination,” it takes quite a time to finish all of the examinations so that a time lag may occur between the examination finish timing and the data upload timing.


    Universal connectivity will enable real-time data transmission just by connecting machines to a LAN port prepared in a patient’s room. A doctor finishing his/her medical examination can confirm the result data without any time lag, and an improvement in the medical services can be expected while decreasing the burden on the patients. Dr. Nagase stated “I keenly await the realization of universal connectivity and many of our staff in the hospital are also looking forward to its arrival.”

  


  
    Contributing to the Standardization and Advancement of OpenFlow by Providing All Appropriate Technologies for Customers


    As mentioned above, the OpenFlow technology brings various advantages to the network infrastructures of hospitals. However, Dr. Nagase said “The greatest advantage of the OpenFlow technology is that we will hold the network initiatives that are currently held by the system vendors”.


    He continued “In the past, once the network of a certain vendor was introduced, it was difficult to select the products of another vendor. This is the so-called “customer retention system”, and still some venders continue to adopt such a business style. However, a network that is compliant with OpenFlow has to be built with the cooperation of several vendors. When a mutual connection verification process becomes available we will be able to select products more freely and without being limited by the architectures or protocols specified by the vendors. I expect that equal competition will result and that this will bring us more advantages in products, as well as in the price performance”


    Dr. Nagase well understands the meaning of the OpenFlow technology and positively evaluates the policy of NEC that contributes to progress in OpenFlow standardizations.


    NEC has achieved a world first commercialization in OpenFlow technology, and its accumulated technologies and expertise have been passed to various consortia, such as for the ONF (Open Networking Foundation), etc. The first model of the UNIVERGE PF series has been released to the market by incorporating various NEC original technologies that are compliant with OpenFlow 1.0. For example, some of these technologies are adopted as a standard specification for OpenFlow 1.3.


    “NEC is able to take advantage of these originally developed technologies and thereby strengthen its competing power in the market. However, it has been decided to contribute these technologies to support the progress of the entire market, instead of contributing exclusively to its own profit. I respect this policy. NEC is not only trying to take advantage of the growing “Open Network” market but it is trying also to influence the market by firmly and speedily developing the appropriate technologies. I am looking forward to seeing NEC continuing as market leaders in the future.” Dr. Nagase said.


    In order to meet such needs, NEC will continue to challenge by developing further technologies to support the UNIVERGE PF series and to contribute to the progress of OpenFlow technology while also actively seeking to satisfy customer requests.

  


  
    *This article is presented based on the interview conducted in September, 2013.


    *Company and product names described in this article are trademarks and/or registered trademarks of each company.
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      UNIVERGE PF Series Network Solution: Minaminihon Information Processing Center
    

  


  Introduction of SDN to Improve Service Response Speed, Reliability and Competitiveness for Future Business Expansion


  
    Minaminihon Information Processing Center (MIC) provides system integration and data center services mainly in the Kyushu region, Japan. MIC aims to expand its business and is embarking on a reform of its data center, which serves as a key foundation for its various businesses. MIC’s plan is to implement SDN (Software-Defined Networking) by introducing NEC’s UNIVERGE PF series network solution. This makes it possible to offer various benefits and high-value-added services: quick network infrastructure construction for virtual hosting services, improved price competitiveness through reduced management loads and costs for network changes, enhanced reliability through fast network recovery when a failure occurs, interruption-free maintenance, etc.
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    Data Center Network Innovation for Future Business Expansion


    Minaminihon Information Processing Center (MIC) provides high-quality IT services mainly in the Kyushu region, Japan under the keyword Tsunagaru, which means “connect.” The company offers not only the internet connection service “MINC Internet” to businesses and individuals, but also system integration and various services including housing or colocation, virtual hosting and SaaS, which are made possible through the optimal use of our existing data center. In addition, its range of originally developed packaged products has been used by businesses, municipalities and medical institutions around Japan.


    “The keyword Tsunagaru expresses our commitment to building close relationships with clients,” says Hiroshi Churei, President of MIC. “But it also embodies our desire to offer network connection at any location, taking into account the fact that the Kyushu region includes many remote islands. Aside from assisting businesses with their transactions and communications, ensuring business continuity in the event of a disaster is an important mission.” One of the pillars of MIC’s growth strategy today is to further expand its operations nationwide while maintaining them in the Kyushu region as its core business. Realizing the need to make its services more sophisticated in order to achieve this objective, the company embarked on a reform of its data center, which serves as a key foundation for its various businesses. This included the virtualization of its data center networks to enable the facility to provide high-value-added services to clients and also to solve various issues that the data center possesses.


    “Under our old way of providing a housing or colocation service together with system integration, our system engineers select devices and build a network to be suitable for the individual client,” says Akito Eitoku, Manager of MIC’s IT Promotion Division. “As these individual networks are optimized for the individual client over time, network structures at our data center become very complicated. As a consequence, network system managers are forced to use various different applications to cope with these operations, resulting in growth of network management load.”


    Challenges were also becoming obvious in the field of virtual hosting services, which are increasingly being adopted in the market. “We haven’t had a significant problem in conducting the provisioning of virtual servers; however, we have been facing issues in configuring network infrastructure, which requires setting up VLANs for individual clients,” notes Kazuhiro Fuchigami, Manager of the DC Service Group in MIC’s IT Promotion Division. “VLAN setup involves mission-critical system management. It generally has to be done by hand, consuming a lot of work and time. Our urgent priorities were to reduce the time and effort spent on developing VLANs, lower the risk of human error and raise network reliability.”

  


  
    Employing A New Technology Differentiates MIC From Our Rivals


    To build a virtual network for overcoming these challenges, the company turned to NEC’s UNIVERGE PF series. The series employs ProgrammableFlow, a network architecture compliant with the OpenFlow protocol. This Software-Defined Networking (SDN) solution, implemented with ProgrammableFlow architecture, achieves software-based central control of network devices, which in turn makes it possible to build virtual networks that are not dependent on the underlying physical network. ProgrammableFlow SDN enables users to change network structures flexibly and manage networks efficiently.


    For example, unlike the previous method of setting up VLANs, the UNIVERGE PF series allows users to set up a secure, independent VTN (virtual tenant network) instantly for clients signing up for virtual hosting services. This dramatically reduces the time it takes for MIC to begin providing virtual hosting services to a new client.


    “We value the ‘visualization’ feature of the UNIVERGE PF series,” Mr. Fuchigami says. “Under the previous conventional network environment, which was linked intrinsically to physical configuration, it was very difficult to grasp which services were using which resources. But thanks to the UNIVERGE PF series, we can now easily check device configuration and network data flow using a GUI. This also enhances our networks’ availability and stability, as it enables us to pinpoint where problems originate and respond promptly when a network bottleneck occurs.”


    The fact that it employs a new disruptive technology that is expected to spread widely in the future also encouraged MIC to embrace the UNIVERGE PF series.


    “The source of our competitiveness comes down to the technology we use,” says Hiroshi Matsukubo, Senior Executive Director of MIC. “We believe we will be able to better differentiate ourselves from rivals and offer our clients higher value by implementing new technologies ahead of others and becoming expert in them.”


    As the need for network virtualization increases, the world of SDN continues to expand year after year and the market's expectations for the technology keep growing. “NEC is a world leader in OpenFlow, being the first in the world to commercialize products that support this technology,” notes Shinobu Kamikaseda, Executive Managing Director of MIC. “NEC’s engineers possess high levels of skill. And the company responded swiftly to our inquiries and our request to see products in action. This convinced us that we would be able to receive attentive customer support and efficiently utilize virtual networks based on UNIVERGE PF series products.”

  


  
    UNIVERGE PF Series: The World’s First Commercial Product Using OpenFlow Technology


    The UNIVERGE PF series consists of network products that support OpenFlow, the next-generation network control protocol. NEC is a pioneer in OpenFlow technology, having conducted extensive research, development and testing. Leveraging this work, it developed ProgrammableFlow network control technology, the first commercial implementation of OpenFlow technology in the world.


    In order to build a network, the technology makes use of the ProgrammableFlow Controller, which centrally manages and controls the network, as well as the ProgrammableFlow Switch, which transfers data at high speed. The controller monitors the overall network, determines the ideal route for a particular flow of communications data and sends instructions to the switch.


    This makes it possible to manage an overall network as if it were a single virtual switch, allowing users to easily build an independent VTN, as well as automatically set an alternative route when a network failure occurs. The resulting high-performance network is scalable, flexible and reliable. In addition, the UNIVERGE PF series makes it possible to grasp data communications routes visually via a GUI. This not only makes network management and control easier, but also enables service providers to deliver high-quality network services to their clients without interruption by quickly detecting the trouble source when network load surges or an abnormality or failure appears along a communications route.


    Thanks to these benefits, the market expects the UNIVERGE PF series to be ideal for supporting corporate LAN systems and data center networks.

  


  
    Lead time for setting up a network infrastructure is decreased from 3 days to same-day and cost is also reduced


    MIC first introduced the UNIVERGE PF series in the area of virtual hosting services. Through experience, the company found a variety of benefits.


    Faster response in providing virtual hosting services


    The greatest advantage was the significant reduction in lead time required to set up network infrastructure (Fig. 1). Previously, conventional hosting services made it possible to quickly provide a virtual server, but it required extensive time to provide a network infrastructure. A network infrastructure usually required VLAN configuration, which consumed a lot of time and labor, as well as communications tests, fault tests, etc. There was therefore a long delay before services could be delivered.


    “Previously, it took MIC at least two to three days to provide infrastructure, including a virtual server and network,” Mr. Fuchigami says. “Since implementing the UNIVERGE PF series, it has become possible for the company to offer a secure, independent VTN on the day a client requests one. This has reduced MIC’s expenditures on network management and control and has also changed client strategies for utilizing IT.”
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        Fig. 1 Virtual hosting reduces the lead time needed to set up network infrastructure.
      

    


    Availability of new high-value-added optional services


    The UNIVERGE PF series allows users to pool network devices and allocate them flexibly to a VTN. This means that devices such as firewalls can be shared over the network. According to Mr. Eitoku, “MIC previously installed devices separately for each client when a firewall was requested. Now we can offer a lower-price firewall as an option in our ‘shared services’ menu for clients.”


    Improved service reliability and availability


    A “non-stop network” can now be implemented, since the controller automatically selects and sets an alternative communications route when a device failure is detected. By minimizing downtime caused by failures, it becomes possible to securely manage mission-critical systems.


    By optimally using such advantages, the UNIVERGE PF series has also made it possible to add new devices, change configurations and carry out maintenance and software upgrades without stopping network operations. According to Mr. Fuchigami, “Several weeks used to be needed to provide a comprehensive maintenance plan, which includes pre-evaluation, preparation of standby machines, scheduling of meetings with clients via sales staff, etc. Since introducing the UNIVERGE PF series, we do not have to worry about such things anymore.”


    Efficient utilization of network engineers


    Another benefit is the ability to free up network engineers from daily network administration chores and assign them to more strategic operations.


    “It takes time to train engineers, especially network engineers, so we consider them important assets of the company,” Mr. Kamikaseda says. “Because the UNIVERGE PF series lowers the network management load, we can now relieve our important assets from simple network administration tasks and change the quality of their work.”


    Possibility of reviewing service prices according to cost reduction


    Because tasks such as making network changes have become easier, MIC has been able to lower its network management load and personnel costs (Fig. 2). “According to our estimate, network management load reduction and device usage efficiency will allow us to recover 60% of our initial investment within three years,” Mr. Matsukubo notes. “Reflecting these lower costs in our service prices will make our services more competitive.”
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        Fig. 2 Significant reductions in time spent on daily network management.
      

    

  


  
    Expecting a New Backup Service Linked with NEC Data Center


    To initiate SDN, MIC switched the network infrastructure for its virtual hosting and SaaS services to the UNIVERGE PF series. The company now plans to employ the UNIVERGE PF series to virtualize all networks in its data center by the end of the next fiscal year. Once this is done, the company’s services will expand and become more flexible. For example, it will become possible to map systems controlled by housing or colocation services and systems with virtual hosting services to the same VTN, keeping those systems closely linked at all times.


    A migration to SDN is also planned for the area of SaaS, which includes “Eye Vision” web conferencing and “Power Cabinet for SaaS” large-file management and transfer services. When this is completed, MIC will be able to grasp data flow through a GUI and check it client by client, paving the way for introducing charges based on data volume and other new service systems.


    Furthermore, the company has set its sights on offering sophisticated data backup and disaster recovery services by working together with NEC's data centers. The goal here is to enable clients to quickly resume operations after a disaster or other incident. Because NEC’s Kyushu Data Center has already implemented UNIVERGE PF series products, MIC will be able to set up a backup network easily without setting aside dedicated network resources. All we need is to set software- based network rules in advance between MIC and NEC's data centers.


    “We are looking to open our second data center in the future,” Mr. Kamikaseda says. “By organically connecting multiple data centers, we will be able to provide our clients added value in the form of less risk and higher reliability and flexibility at competitive prices.”


    MIC also aims to accumulate know-how on managing the UNIVERGE PF series and to start selling products to third parties in the future by making the most of its expertise. “Many clients are facing network-related challenges similar to ours,” Mr. Churei says. “We want to offer the UNIVERGE PF series as a solution to solve these challenges that simplifies and visualizes network infrastructures. We also have great expectations for NEC’s technical expertise and promotional ability to assist us in our future business development.” With its business potential boosted following implementation of the UNIVERGE PF series, MIC’s business domain is expanding from the Kyushu region to the whole of Japan.

  


  
    *This paper is based on interviews conducted in September 2013.


    *Company and product names described in this paper are trademarks and/or registered trademarks of each company.
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    Abstract


    Accompanied by the recent expansion of mobile base station networks (LTE and small cell,) the trend towards larger capacities is typically affecting the backhaul network. In addition to using conventional radio transmission devices configured with IDU (indoor unit: baseband section + radio modulator/demodulator section) and ODU (outdoor unit: radio transmitter/receiver section), we have now developed an All Outdoor Radio (AOR). This device integrates the IDU/ODU functions via the utilization of a high-frequency radio bandwidth suited to larger capacities. It thereby enables the wireless backhaul construction of mobile base station networks that can be easily achieved while simultaneously increasing their capacities. This paper introduces NEC’s AOR device lineup as well as the various technologies of the iPASOLINK SX (60-GHz band)/EX (70 to 80-GHz band), those use a high-frequency radio bandwidth, and also discusses our intensions regarding further developments.
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    1. Introduction


    Due to the increasing traffic volume that is resulting from the spread of mobile devices and smartphones, base station networks are showing a tendency to evolve from systems in which stations are accommodated in specific wide area (macro cell systems) to those for which the area is narrowed in order to increase location density (small cell). The small cell system requires an inter-base station communication device of high compactness and easy to install ability, as the transmission power of the base station is low. Moreover, there are demands from the telecom carriers to minimize the CAPEX (capital expenditure) and OPEX (operating expenditure) for provisioning of services to the many new coverage areas.


    This paper discusses the iPASOLINK All Outdoor Radio (AOR) series, which is NEC’s large-capacity transmission range for outdoor installations. Also discussed are: the flagship iPASOLINK iX that uses the existing licensed frequency bands (6 to 42 GHz,) the iPASOLINK SX using the 60-GHz band that is unlicensed band in many countries, and the iPASOLINK EX that uses the 70 to 80-GHz band with a large-capacity transmission capability and which features relatively reasonable license acquisition costs.

  


  
    2. iPASOLINK All Outdoor Radio Lineup


    The lineup of the iPASOLINK AOR and the features of each model (transmission capacity, distance, etc.) as well as application examples are shown in Fig.
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        Fig. Overview of the iPASOLINK AOR series.
      

    


    Using the licensed frequency band of 6 to 42 GHz, the iPASOLINK iX is an ideal device for medium capacity transmissions (up to 1 Gbps) at short to long distances (up to 10 km). In contrast, the iPASOLINK SX which uses the unlicensed 60 GHz frequency, is a device that enables medium capacity transmissions (up to 320 Mbps) at short distances (under 1 km) due to the high path attenuation characteristics of the medium in this frequency band. In contrast, the iPASOLINK EX, which uses the licensed frequency band of 70 to 80 GHz is a device that enables large-capacity transmissions (up to 1.6 Gbps), albeit over short distances (of under 3 km).


    The iPASOLINK EX is applicable to high density transmission line such as in pre-aggregation/aggregation areas. The iPASOLINK SX is advantageous for the last mile before the base station. The iPASOLINK iX can be applied to intermediate areas and for cases where longer hop distance is obligatory to a certain extent. Although it is not strictly wireless device, the iPASOLINK GX is included in the present iPASOLINK AOR series because it is an outdoor switch/router device for configuring multi-branch networks.

  


  
    3. Concept of the NEC All Outdoor Radio


    The NEC iPASOLINK AOR is a compact wireless device compatible with waterproof, dustproof, and temperature-resistant outdoor environments, while retaining the predictable PASOLINK performance that has gained the trust of customers and recorded worldwide sales of more than 2 million units in total.


    In developing this AOR product, we aimed at achieving an easy-to-install device that would be compatible with IP networks for which even higher speeds and multifunctionalities would be required, while at the same time minimizing the installation and operation costs. Each unit incorporates a variable modulation method and high-performance VLAN and QoS functions, thereby enabling varied and diversified IP services. In order to simplify the wiring of the device as much as possible, each device is equipped with the PoE (Power over Ethernet) power supply function, featuring operability via the simple connection of a single Ethernet cable.

  


  
    4. iPASOLINK SX


    The iPASOLINK SX is a compact antenna-integrated AOR device that uses a radio frequency of 60-GHz band (V-band).


    4.1 Features of 60-GHz Band Radio Transmission


    In general, the 60-GHz band does not require a licensing fee to use the frequency and thus has the advantage of being able to reduce the operating expenditure (Opex). The 60-GHz band also undergoes/experiences significant atmospheric attenuation during radio transmissions; for this reason, it has the characteristic of insusceptibility to interference by overreach (a phenomenon where radio waves reach too far). Furthermore, it has a large radio bandwidth (up to 4 GHz) with many available channels, enabling it to be considered as a frequency band suitable for small cell lines that require the accommodation of many stations in close proximity.


    4.2 Features of the iPASOLINK SX


    Developed for installation in the streets and similar locations, the iPASOLINK SX has a compact design with a built-in and newly developed flat panel antenna that meets the requirements of easy and inconspicuous installation. Furthermore, it enables FDD (Frequency Division Duplex) transmission of up to 320 Mbps, which is required for the configuration of small cell systems. The external appearance of the SX is shown in Photo 1, and the main specifications are displayed in Table 1.
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        Photo 1 External appearance of the iPASOLINK SX.
      

    


    
    
      Table 1 Main specifications of the iPASOLINK SX.
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    Although it poses an issue regarding susceptibility to interference waves from other devices, 60 GHz band with a low modulation transmission method using a wide frequency bandwidth has been popular, since this is an unlicensed band. It is also assumed that there may be effects of interference waves from other stations when many stations are established in the small cell backhaul using 60-GHz. To prevent such interference waves, the iPASOLINK SX uses a narrow bandwidth of 50 MHz. This makes it possible for the users to choose from 40 channels in the 60 GHz band and to achieve stable communications that are not susceptible to interference, even in environments with a high density of radio wave usage. The SX, moreover, is equipped with two Ethernet ports for data transmission that allows users to make use of it in various ways, such as simultaneous transmission of different data from, for example, mobile phone base stations and surveillance cameras and also constructing ring networks. As for its transmission capacity, combination with the iPASOLINK GX outdoor switch/router device makes it possible to achieve parallel power supply to four iPASOLINK SXs in order to enable users to configure wireless links of up to 1.28 Gbps.


    In addition, the 60-GHz band is usable not only worldwide, but also in Japan as an unlicensed frequency band and may be used for various occasions, such as for the construction of corporate interfacility communication lines and backup lines of companies, outdoor networks in harbors, on construction sites, surveillance camera networks in public places, and for emergency lines in disaster situations.

  


  
    5. iPASOLINK EX


    The iPASOLINK EX is a separate antenna type AOR device that uses a radio frequency of 70 to 80-GHz band (E-band).


    5.1 The Characteristics of Transmissions in the 70 to 80-GHz Band


    The 70 to 80-GHz radio frequency band is an EHF bandwidth or millimeter band that can ensure a wide frequency range. Because it has a greater straight-line travelling characteristic (line-of-sight propagation) than the 60-GHz band and is hardly affected by atmospheric radio attenuation, it is suited to close-distance and large-capacity transmissions. It also has a tendency to require lower licensing fees than the 6 to 42- GHz radio frequency band, which is currently used by telecom carriers after submission of license applications. Therefore it is expected to be applied to various services in the future.


    5.2 Features of the iPASOLINK EX


    Targeting application in the aggregation layer that collects transmission lines in the small cell backhaul, replacement of or as complement to existing fiber optic lines, and for application in broadband backhaul, the iPASOLINK EX enables large-capacity transmissions in excess of 1 Gbps. It also employs a heat dissipation corrugated fin and features superior characteristics in both radiation capability and appearance.


    The external appearance of the iPASOLINK EX is shown in Photo 2, and the main specifications are listed in Table 2.
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        Photo 2 External appearance of the iPASOLINK EX.
      

    


    
    
      Table 2 Main specifications of the iPASOLINK EX.
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    The features of the iPASOLINK EX baseband and radio transmitter/receiver sections are discussed below.


    The baseband section is compatible with carrier-class Ethernet and achieves the network surveillance and maintenance via the Ethernet OAM, as well as having a high reliability supported by its link aggregation and device protection functions. Moreover, it can further improve the quality of communications by hooking up with the iPASOLINK GX and the LTE wireless base stations (eNodeB) to perform QoS control in sync with fluctuations in the radio bandwidth.


    By utilizing multilayer PCBs in the IC packages as EHF packages, the radio transmitter/receiver section adopts a structure in which a bare-chip MMIC (Monolithic Microwave Integrated Circuit) is directly mounted on the PCB. The EX model also achieves compact design, high performance, and reduced implementation cost by electromagnetically coupling the radio high-frequency circuit with the oscillator and intermediate frequency circuits.


    While reducing power consumption to the same level as that of the conventional IDU/ODU components, the iPASOLINK EX achieves large-capacity transmissions of 1.6 Gbps in the 250-MHz broad bandwidth by being compatible with the multi-level modulation method (256 QAM). We will continue to improve functionality and capacity by adopting the 500-MHz radio transmission bandwidth as well as the cross polarization transmission system that doubles the transmission capacity by using horizontal/vertical radio polarization.

  


  
    6. Conclusion


    There has recently been an increasing demand for capacity to accompany the spread of LTE and the expansion of the small cell networks. Consequently, radio transmission devices are now required to have transmission capacities equivalent to those of the fiber optic lines. To meet these requirements, we will continue the development of the iPASOLINK AOR series with a view to achieving a throughput of over 10 Gbps. This will be achieved using a cross polarization transmission system and MIMO (multiple input, multiple output) functions, in addition to expanding the radio transmission bandwidth. We are committed to providing products that will contribute to the advancement of mobile networks by maximizing compactness and easy to install capabilities and by minimizing the power consumption. These will also contribute to the reduction of the installation expenses and operation costs. Moreover, our aim is to achieve harmonization with townscape perspectives in consideration of the fact that many devices will be installed on the street furnitures.

  


  
    *Ethernet is a registered trademark of Fuji Xerox Co., Ltd.


    *LTE is a registered trademark or trademark of European Telecommunications Standards Institute(ETSI).
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    Abstract


    To respond to the need to increase the capacity and efficiency of the mobile backhaul circuit of the PASOLINK series of microwave radio communications systems, NEC has developed a system applying 2048QAM super-multilevel modulation technology for the first time in the world and has released it as part of its menu of iPASOLINK series products.


    This paper introduces the iPASOLINK system as well as the super-multilevel modulation and baseband technologies that make large-capacity communications possible.
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    1. Introduction


    To deal with the changes in the environment resulting from the rapid dissemination of smartphones and tablet terminals around the world, cellular phone carriers are increasing the capacities of mobile backhauls.


    Although mobile backhaul use an extensive amount of optical fibers, there are many regions of the world where optical fibers are not installed. As a result, wireless systems, for which communication lines can be built simply by installing certain equipment in the base stations, are sometimes more advantageous in terms of both economy and work period. Furthermore, microwave communications systems provide resistance against disasters and effectiveness in security, such as the terrorism countermeasures that have recently been gaining importance, and their use is expanding widely all over the world.


    This paper introduces the iPASOLINK series, the latest series of PASOLINK, NEC’s overseas-oriented microwave communications systems, together with the key technologies newly developed to increase the capacity of wireless transmissions.

  


  
    2. iPASOLINK Series


    2.1 What is PASOLINK?


    NEC has shipped more than 2 million PASOLINK series products to about 150 countries around the world for use in microwave communications systems as mobile backhaul.


    PASOLINK is the generic name given for ultracompact microwave communications systems composed of a microwave transceiver installed outdoors (ODU: Outdoor Unit) and a modem installed indoors (IDU: Indoor Unit) (Fig. 1). The iPASOLINK products are the latest models in the PASOLINK series.
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        Fig. 1 Outline of PASOLINK.
      

    


    The iPASOLINK series adopts a new hybrid system compatible with both the traditional TDM transmission method and the IP transmission method as its platform, so that they can support an integrated mobile network in which 2G, 3G and LTE are mixed. The product lineup includes a wide variety of product options, such as radio branching from a single direction up to 12 directions so that an end-to-end mobile backhaul can be built by including the aggregation and metro areas in addition to the access area with which the PASOLINK series has traditionally dealt.


    2.2 iPASOLINK Series Lineup


    Fig. 2 shows the product lineup of the iPASOLINK series and Table shows their specifications.
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        Fig. 2 iPASOLINK product lineup (IDU).
      

    


    
    
      Table iPASOLINK specifications.
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    In the series, 100E, 100 and 200 are products mainly targeted at the access area. The 100E features a downsized IDU by specializing the functionality to packet transmission, while the 400/400A are made applicable to the aggregation area by using radio branching in up to 4 directions. The 1000 supports the functions required by the metro area, such as branching in up to 12 directions, redundancy of common function blocks and CWDM, a high-speed transmission technology for optical circuits.


    For the radio functions, we implemented a transmission method that uses both vertical/horizontal polarized waves and the 2048QAM modulation method with a transmission capacity of up to 1 Gbps per radio channel. The technologies for implementing large-capacity transmission include RTA (Radio Traffic Aggregation), which performs packet transfers of multiple wireless channels by handling them virtually as a single physical layer; Header Compression, which transfers packets with high efficiency; and AMR (Adaptive Modulation Radio), which secures transmission quality at a certain level regardless of weather, etc.


    The main signal control functions are equipped with protocols for dealing with the trend of IP networking and are compatible with MSTP (Multiple Spanning Tree Protocol) and ERPS (Ethernet Ring Protection Switch), which switch the path quickly in the event of a fault. Maintenance and administration functions include connection surveillance using Ethernet OAM (Operation, Administration and Maintenance) as well as loopback and various measurement functions. Furthermore, 8-class QoS (Quality of Service) control and Synchronous Ethernet functions are also supported.


    For the system configuration, the main signal interfaces such as E1, STM-1, Ethernet and MODEM (radio signal modulator/demodulator) are provided as detachable modules to enable efficient traffic accommodation according to each user’s network. In addition to the main signal interface modules, modules for supporting PTP (Precision Time Protocol) and PWE (Pseudo Wire Emulation) are installed to flexibly provide users with the functionality they need.

  


  
    3. Super-multilevel Modulation Technology


    3.1 The Need for Super-multilevel Modulation Technology


    To enlarge the capacity of a wireless system, it is necessary to broaden radio channel bandwidth as well as to improve frequency utilization efficiency. However, since the frequencies and bandwidths of the radio channels permitted for use by general users are prescribed in laws, with licenses required for many frequency bands, it is not possible to expand bandwidth in the same way as through bundling optical fibers. This makes it necessary to adopt a communication method using both horizontal and vertical polarized waves and to increase the level of the modulation method.


    To deal with these issues, we have developed a 2048QAM method with the highest frequency utilization efficiency in the world. This 2048QAM method improves wireless transmission efficiency by about 40% compared to the 256QAM method that has been used most frequently in traditional microwave communications systems


    3.2 Implementation of 2048QAM


    With the QAM modulation method, transmission capacity increases as the number of bits assigned per modulation symbol is increased. While traditional microwave communications systems generally employed modulation methods from QPSK (2 bits/symbol) to 256QAM (8 bits/symbol), we have developed other modulation methods for the iPASOLINK series such as 512QAM (9 bits/symbol), 1024QAM (10 bits/symbol) and 2048QAM (11 bits/symbol).


    Fig. 3 shows the constellation of the newly developed 2048QAM. It uses very narrow signal point intervals so that the S/N ratio required to achieve a certain bit error rate becomes high (an S/N ratio 9 dB higher than with 256QAM). In addition, it is also vulnerable to the phase noise that is mainly generated in the local oscillator in the RF band analog circuitry and the nonlinear distortion that is generated in the high-power amp, and the characteristics are degraded significantly depending on the deviation of each hardware device or the quality of the received signal. We therefore advanced the digitization of the modem circuitry to improve the modem S/N ratio and eliminate the incompleteness caused by the analog circuitry. Furthermore, we also newly developed high-performance nonlinear distortion compensation technology and phase noise compensation technology and succeeded in compensating for received signal incompleteness without imposing excessive performance requirements on the RF band analog circuitry.
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        Fig. 3 2048QAM constellation.
      

    


    When the S/N ratio required to secure a certain transmission quality is increased through the use of super-multilevel modulation, the resistance of wireless transmission paths against drops in the receiving electric field due to rain, etc. is decreased. To deal with this, we adopted the adaptive modulation radio (AMR) method, which automatically adjusts the modulation level according to wireless circuit conditions such as bad weather or interference. The combination of ultra-multilevel modulation and AMR makes possible both large-capacity transmission based on super-multilevel modulation in normal operations and high stability and quality of communication service.

  


  
    4. Baseband Technologies for Large-capacity Transmission


    In addition to technologies for modulation/demodulation, technologies for signal processing in the baseband domain are also important for large-capacity transmission. This section introduces two baseband technologies: header compression and RTA (Radio Traffic Aggregation).


    4.1 Header Compression


    Header compression is a transmission technology for improving throughput by compressing part of the header information of a transmitted Ethernet signal and restoring the original header information before the output of the received signal. The effects of header compression are shown in Fig. 4. The improvement in throughput thanks to header compression is particularly high when frame length is short.
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        Fig. 4 Effects of header compression.
      

    


    With iPASOLINK, the user can freely set whether header compression is enabled or disabled and what kind of header information is compressed.


    4.2 RTA（Radio Traffic Aggregation）


    RTA is a technology for enabling large-capacity transmission by bundling several radio links and handling them as a single radio link. The link aggregation defined in IEEE 802.3ad is a similar technology, but we found that under certain conditions it is sometimes impossible to efficiently use the radio transmission capacity.


    NEC has newly developed an RTA method that can efficiently bundle multiple radio links, independently from conditions such as packet size, by redesigning the method of distributing data to each radio link. RTA technology can also be combined with the header compression technology described above, further increasing throughput.


    By using 2048QAM signals in both the horizontal and vertical polarized waves in the radio channels in the 56 MHz bandwidth and applying the baseband technologies described above, NEC eventually succeeded in implementing a wireless system capable of 1 Gbps wire rate transmission.

  


  
    5. Conclusion


    With the iPASOLINK series, we at NEC implemented wireless transmission with the world’s highest efficiency by positively developing super-multilevel modulation and baseband technologies to increase capacity. Concurrently with this development, we also proposed the 2048 QAM method to the ETSI (European Telecommunications Standards Institute) for standardization of the new technology. While responding to the need to increase the mobile backhauls of the newly developed iPASOLINK series, we will continue our challenge to develop new technologies to further improve transmission efficiency.

  


  
    *LTE is a registered trademark of European Telecommunications Standards Institute(ETSI).


    *Ethernet is a registered trademark of Fuji Xerox Co., Ltd.
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    Abstract


    Demand for higher-capacity wireless mobile backhaul has been increasing in recent years, making the achievement of 10 Gbps transmission a significant target. Microwaves have conventionally been used in this field, however, microwaves have reached the limit of capacity expansion and a broader bandwidth is needed to achieve increased capacity. Therefore, there is an increasing expectation for millimeter wave, especially E-band, which can ensure broadband speed. This paper introduces LOS-MIMO as a component technology for a 10 Gbps transmission system in E-band currently under development, as well as NEC’s approach to an increase in wireless transmission capacity.
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    1. Introduction


    In mobile backhaul, the networks connecting base stations, wireless communications systems are playing an increasingly important role. NEC has been delivering these wireless communications systems to markets all over the world under the product name “PASOLINK.”


    Accompanying the rapidly increasing demand for mobile communications traffic in recent years, there is a strong need for higher capacity, necessitating the achievement of 10 Gbps transmission.


    This paper introduces key technologies required for a system currently under development that will enable 10 Gbps transmission as well as an approach to the expansion of transmission capacity.

  


  
    2. Challenges for Increased Capacity


    2.1 Increased Microwave Capacity


    In the range of microwave communications (6 GHz to 42 GHz), the CS (Channel Separation) of one channel’s bandwidth is tens of MHz. It is, for example, 56 MHz at maximum according to the European standard. It uses multilevel QAM (Quadrature Amplitude Modulation) as the modulation scheme. Thanks to recent improvements in digital signal processing and device technology, ultra-multilevel modulation as high as 2048 QAM is now available for practical use. If 2048 QAM is applied to 56 MHz CS, nearly 500 Mbps transmission capacity can be obtained.


    Moreover, transmission capacity can now be doubled through PM (Polarization Multiplexing), which transmits independent signals on two polarized waves, vertical (V) and horizontal (H), in the same frequency range. Implementation of XPIC (Cross Polarization Interference Canceller), which eliminates mutual interference between polarized waves, makes it possible to apply PM even to ultra-multilevel modulation with a high required CNR (Carrier to Noise Power Ratio). When PM is applied to 56 MHz CS and 2048 QAM, transmission capacity as high as almost 1 Gbps can be obtained.


    The modulation level has nevertheless already reached the limit attainable at reasonable cost. For this reason, even if the 112 MHz CS that will be available in the future is assumed, 2 Gbps is the limit, with no way to achieve 10 Gbps in the range of microwaves.


    According to the transmission capacity formula proposed by the Shannon-Hartley theorem, increases in modulation level are effective for expanding transmission capacity only logarithmically, while increases in bandwidth directly contribute to it. In order to achieve further expansion of capacity, it is necessary to use higher-frequency bands that allow the use of broader bandwidth.


    2.2 Status of Millimeter-wave


    In this paper, the frequency of the millimeter-wave is considered as over 60GHz.


    The V-band (60 GHz band) and E-band (70 to 90 GHz band) have been attracting attention in recent years as bands permitted for use for communications systems in the field of millimeter-wave, and their application has started all over the world. The V-band uses 50 MHz CS as its minimum unit and allows the selection of CS in integer-multiplied values. Provided with an even broader bandwidth, the E-band has a 10- GHz bandwidth in total (5 GHz in one direction) and enables the use of up to 2 GHz CS, with 250 MHz CS as its minimum unit. Due to the fact that bandwidth a few dozen times as wide as with microwaves can be used, it seems that the around 10 Gbps can easily be attained. On the other hand, it has drawbacks, such as attenuation due to absorption by rainfall or air as well as decreased SNR (Signal to Noise Power Ratio) due to bandwidth expansion. Consequently, millimeter-wave is restricted in signal transmission distance and modulation levels.


    In addition, broadband signals require higher signal processing speed for their modulation/demodulation circuitry, raising the bar of difficulty for this achievement.


    Owing to these problems, the E-band wireless systems that have been put into practical use thus far typically employ a low-level modulation method that enables the configuration of a modulator/demodulator with analog circuitry at 1 GHz CS. The transmission capacity of this first-generation system is about 1 Gbps. To achieve higher capacity, it is necessary to apply multilevel QAM using digital circuitry. The development of this second-generation system using multilevel QAM was launched against this background around 2012, and systems that make 1Gbps transmission possible with 250 MHz CS, 64 QAM are now about to be put into practical use.


    2.3 Capacity Expansion in E-band


    Considering the performance of digital signal processing devices and the decrease in SNR caused by bandwidth expansion, it is reasonable to assume that the bandwidth should be 500 MHz CS for now. Further expansion of the bandwidth beyond this is also not desirable from the viewpoint of frequency administration.


    Now, let us examine the transmission capacity with 500 MHz CS. Assume that the roll-off factor for bandwidth restriction is 0.25 and the relationship between the CS and the symbol rate (fs) is fs = 0.8 CS. Moreover, assume that the ratio of the pay load that carries the information transmission is 90% of the whole, considering the redundancy of error correction codes. When the modulation method is set as high as 256 QAM, the maximum transmission capacity (C) can be found by the following expression:


    C = 500 MHz • 0.8 • 0.9 • 8 bits = 2,880 Mbps.


    When PM is combined with this, the resulting value is 5,760 Mbps. To achieve 10 Gbps, however, a means to further double the capacity is required. It is precisely because of this that we have applied the technology of LOS-MIMO (Line of Sight Multiple Input Multiple Output).

  


  
    3. LOS-MIMO


    3.1 Principles of LOS-MIMO


    MIMO technology is already commonly used in the mobile communications field, but it is based on NLOS (Non Line of Sight) communications, where there is a scattering propagation environment. Although transmission capacity is multiplied by the number of antennas, it is stochastic and fluctuates according to changing environmental conditions from moment to moment. Besides, if LOS (Line of Sight) is obtained, the effect of the transmission capacity increase would be lost. According to this fact, in a LOS environment such as a microwave communications system, it has been conventionally argued that MIMO has no effect on increase of transmission capacity. However, it has become known that an increase in transmission capacity is possible even for LOS condition, adopting the special geometric allocation of the Tx/Rx antennas1). This is called LOS-MIMO.


    Let us take a quick look at the principles of this LOS-MIMO. Fig. 1 is an overall configuration diagram of 2 × 2 LOS-MIMO using two sets of Tx/Rx antennas.


    
      [image: e130217_01.jpg]

      
        Fig. 1 LOS-MIMO overall configuration diagram.
      

    


    Independent signals at the same frequency are transmitted from the two Tx antennas. The signals from the two Tx antennas reach the two Rx antennas at almost the same level. Since the two signals are added at the same level, neither signal can be demodulated without any special signal processing. However, when the relationship between the three factors (antenna spacing d, link distance R, and carrier frequency f) meets the following conditions, the path length difference between the two signals that reach one reception antenna from the two Tx antennas becomes 1/4 (equivalent to 90°) of the wavelength, and then they are orthogonal to each other. As a result, it is possible for them to be separated as independent signals by the signal processing on the Rx side, as shown in Fig. 2 (These parameters are in MKS unit system).
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        Fig. 2 Spatial separation circuitry on the reception side.
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    LOS-MIMO has such a geometric condition. This is a significant difference from NLOS-MIMO, which requires the presence of reflected waves.


    3.2 Features and Problems of LOS-MIMO


    Fig. 3 shows the optimal antenna spacing according to frequency and link distance. The link distance of microwaves usually ranges from a few kilometers to a few dozen kilometers; however, under these conditions, the antenna spacing becomes as impractical as 10 meters or more. With E-band, on the other hand, because the link distance is limited to 1 to 2 kilometers in the first place due to the effect of rainfall attenuation at higher frequencies, the required antenna spacing is 2 meters or less, which is a practical range.
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        Fig. 3 Optimal antenna spacing with respect to link distance.
      

    


    In terms of fluctuation in transmission capacity, LOS-MIMO enables stable transmission capacity since it does not take advantage of the surrounding scattering environment. However, to satisfy the requirements of a LOS-MIMO system using geometric conditions alone, millimeter-scale precision would be required for the link distance and antenna spacing. On top of the fact that such precision cannot be expected for ordinary installation work, the fluctuation of antenna positions caused by wind or vibration can easily exceed this precision requirement. Therefore, the adaptive control of the phase shifter shown in Fig. 2 will be indispensable for the maintenance of signal orthogonality.


    In addition, although it is desirable to set the antenna spacing as close as possible when considering actual installation, shortening of the separation will result in a decrease in SNR, that is to say, a decrease in transmission capacity.


    3.3 Combination of PM+XPIC and LOS-MIMO


    As a technology to double transmission capacity, the combination of PM and XPIC - for which a pair of antennas is sufficient - is more economical than 2 × 2 LOS-MIMO. LOS-MIMO can therefore be regarded as an additive system on PM to be used only when further expansion of capacity is required. In other words, an applied LOS-MIMO system should be built on the assumption that PM is performed. It is required that there be no characteristic degradation of LOS-MIMO caused by cross-polarization interference and that the addition of LOS-MIMO bring no adverse effect upon the characteristics of polarization demultiplexing (interference compensation).


    On the other hand, it can be theoretically proven that cross polarization interference neither affects nor is affected by the operation of spatial separation circuitry as long as the fluctuation of XPD (Cross Polarization Discrimination) remains the same between two polarized waves. Consequently, cross polarization interference can be compensated by XPIC at a subsequent stage, regardless of MIMO. When an ordinary XPICequipped demodulator is implemented at the spatial separation circuitry output shown in Fig. 2, a receiver for a combination of LOS-MIMO and PM can be configured.


    3.4 System Characteristics


    Finally, let us take a look at the system characteristics of this LOS-MIMO + XPIC configuration2）.


    In order to achieve 10 Gbps with 500 MHz CS, 128 QAM is the optimal modulation scheme. The Link distance versus RSL (Received Signal Level) margin and availability are shown in the graph in Fig. 4. The system specifications are provided in Table.
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        Fig. 4 Link distance vs. RSL margin and availability.
      

    


    
    
      Table Specifications of E-band LOS-MIMO 10Gbps transmission system.
    
[image: e130217_06.jpg]


    It is clear from this graph that a link distance of about 1 km can be ensured even with 30 cm-diameter antennas.

  


  
    4. Conclusion


    We have seen the approaches to the expansion of transmission capacity and technology for high-capacity wireless communications systems using millimeter-wave, particularly E-band.


    It is possible to achieve 2.5 Gbps when 500 MHz CS is used and 5 Gbps when PM is applied, while application of LOS-MIMO will even make it possible to achieve 10 Gbps.


    Realizing of 10 Gbps transmission makes it possible to apply wireless systems to the fields in which only fiber optics can be applied today, for example communications between a BBU (Base Band Unit) and RRHs (Remote Radio Heads) of a mobile base station, it is called “fronthaul.”


    At NEC, we are committed to continuing to conduct R&D for products that will contribute to the advancement of telecommunications infrastructure all over the world.
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    Abstract


    The rapid size reduction of wireless equipment has led to a drop in the communication performance caused by the electromagnetic noise that is generated inside the equipment becoming an important issue. The electromagnetic bandgap (EBG) structure that is a kind of metamaterial is attracting attention as a new technology for reducing electromagnetic noise. This paper introduces a newly developed EBG structure, which is a technology developed originally by NEC. Wi-Fi home router products that apply this structure as a world first technology are also discussed.
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    1. Introduction


    As a result of the recent reductions in size and increased communication speeds, wireless equipment has been increasingly affecting our daily lives. It is now becoming one of the critical issues that affect our social foundations.


    On the other hand, the rapid reduction in equipment sizes has made electromagnetic interference inside equipment a non-ignorable issue. This issue is caused mainly in that chassis size reduction has increased the number of cases in which the antenna and wireless circuitry are being placed in close proximity to the digital circuitry. This causes a risk of reduced communication performance due to interference from the electromagnetic noise generated by the digital circuitry.


    Fig. 1 shows a representative mechanism of generation and propagation of electromagnetic noise. The PC board on which LSIs and wireless circuitry are mounted has two conducting planes called the power plane and the ground plane that supply the power voltage to the LSIs. Since a large number of transistors perform switching simultaneously during operation of the LSIs, large voltage fluctuations are generated in the power and ground planes and consequently electromagnetic noise of some hundreds of MHz to a few GHz in the microwave band. Part of this electromagnetic noise is radiated at the openings and edges of the planes and this causes a drop in the receiving sensitivity and/or communication speed when it is caught by a nearby antenna.
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        Fig. 1 Mechanism of generation and propagation of electromagnetic noise.
      

    


    This paper describes a new technology for suppressing electromagnetic noise, which is a kind of metamaterial referred to as the electromagnetic band gap (EBG) structure. Furthermore, we also introduce the newly developed EBG structure, a technology developed originally by NEC, and the AtermWG1800HP/WG1400HP Wi-Fi home routers offering both significant size reduction and increased speed by adopting the newly developed EBG structure as a world first technology.

  


  
    2. Metamaterial and EBG Structure


    Since the early 2000’s, research has been conducted on the idea of applying a kind of metamaterial called the EBG structure as a technique for preventing the propagation of electromagnetic noise.


    The metamaterial technology is the one for forming an effectively homogeneous medium by arranging components such as metals at optimal intervals compared to the wavelength, etc. Proper design of the components and their placement can control the values of effective electric permittivity ε and the magnetic permeability μ in the metamaterial negatively as well as positively. So it is even possible to create a physical property that does not exist naturally. Interesting phenomena such as the negative refractive index that occurs in the domain where both the electric permittivity and the magnetic permeability are negative, has triggered the attention of researchers and worldwide interest in metamaterial.


    On the other hand, in the domain where either the electric permittivity or magnetic permeability is negative, the propagation solution does not exist, so the propagation of electromagnetic waves is inhibited. The band in which the electromagnetic wave propagation is inhibited is called the electromagnetic band gap (EBG), and the structure that can implement it is called the EBG structure.


    If an EBG structure can be formed in the layer between the power and ground planes of a PC board, it is expected that the propagation of electromagnetic noise can be restricted within the circuit board and radiation into space can be suppressed significantly. As the EBG structure can be formed by the copper foil etching process in the same way as the wiring of a PC board, it basically does not entail an additional manufacturing cost. Furthermore, it also presents an excellent noise suppression effect, even in high frequency bands such as the GHz band that is regarded as the limit for the chip components used traditionally as electromagnetic noise countermeasures. Because of these advantages, it is very much expected that the EBG structure will become the electromagnetic noise suppression technology of the next generation. Researches aiming at its practical implementation are being applied energetically.

  


  
    3. Examples of EBG Structures - Their Issues


    Two approaches are proposed for the implementation of the EBG structure. These are the ε-negative type achieving negative electric permittivity and the μ-negative type achieving negative magnetic permeability. Fig. 2 shows the representative configurations of the two approaches.
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        Fig. 2 Representative EBG structures.
      

    


    The ε-negative type achieves negative electric permittivity in a specific frequency band by arranging resonators that interact with the electric field components of the electromagnetic wave. The known representative example is the configuration in which unit cells of the so-called mushroom structures are arranged between the power and ground planes.1) The mushroom structures function as LC resonators at high frequencies, and these present negative electric permittivity at near resonance frequency that acts as an electromagnetic band gap.


    On the other hand, the μ-negative type achieves negative magnetic permeability in a specific frequency band by arranging resonators that interact with the magnetic field component of the electromagnetic wave. The known representative example is the configuration in which periodic slits are formed on the planes themselves.2) The periodic slits function as LC resonators at high frequencies, and present negative magnetic permeability at near resonance frequency that acts as an electromagnetic band gap.


    Nevertheless, an issue has hindered practical implementations of both approaches, which is the size of the unit cell. Since large inductance and capacitance are required to suppress the electromagnetic noise that is the main cause of electromagnetic interference in the frequency bands from some hundreds of MHz to a few GHz, it is essential to increase the area of the LC resonators. For example, when the target is the 2.4 GHz Wi-Fi band, the required unit cell size becomes 8 mm or more for the ε-negative type and 30 mm or more for the μ-negative type. This means that it is difficult to implement the unit cells on the circuit boards of wireless devices that are continuously reducing in size.

  


  
    4. NEC's Unique, Ultracompact EBG Structure


    In order to respond to the need for unit cell size reduction, we propose a newly developed EBG structure based on a new concept.3) This structure is an ε-negative type EBG structure that achieves negative electric permittivity by using a resonating structure called an open stub in place of the traditional LC resonators.


    An open stub is a transmission line with open ends. It is capable of controlling the resonance frequency by “length” instead of area. To reduce the frequency of the band gap, the open stub should be increased in length but the area does not always need to be increased, which means that it enables a great reduction in the unit cell implementation area compared to previous designs. Fig. 3 shows the evaluation board of the newly developed EBG structure for the 2.4 GHz band that we have prototyped and its unit cell. The spiral-shaped stub design permits implementation of the stub with a length of 18 mm, which corresponds to 1/4 of the wavelength at 2.4 GHz, and in the small unit cell size of 2.1 mm × 2.1 mm. This implementation area is less than 1/15th of the unit cell area of the EBG structures proposed hitherto.
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        Fig. 3 The newly developed EBG structure evaluation board and unit cells.
      

    


    The implementation of the ultracompact unit cell has for the first time made it possible to implement the EBG structure of complicated circuit boards at a complicated product level. Fig. 4 shows the results of strength measurements of the magnetic fields leaked from the inside to the surface of the PC mother board prototypes with and without the newly developed EBG structure. The board without this structure leaks a strong magnetic field from the digital circuit region and board edges, while that with this structure can significantly reduce the leaked magnetic field. We have additionally evaluated the communication performance using a prototype equipped with wireless circuitry and an antenna. It is demonstrated thereby that the reception sensitivity deteriorated by the electromagnetic noise can be improved by up to 10 times with the use of the newly developed EBG structure.4)
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        Fig. 4 Results of surface magnetic field strength measurements of the prototype.
      

    

  


  
    5. World First for Wi-Fi Home Routers with EBG Structures


    After the demonstration step using prototypes, we started shipment of the Wi-Fi home routers AtermWG1800HP/ WG1400HP (Photo) based on the new EBG structure in April 2013 as products of NEC Access Technica, Ltd. These products are the world’s first example of the practical implementation of the EBG structure.
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        Photo External views of AtermWG1800HP and WG1400HP, the new EBG structured unit cells on their boards
      

    


    Our products comply with the latest Wi-Fi standard IEEE 802.11ac (Draft), and the AtermWG1800HP achieves an ultra high speed communication rate of 1,300 Mbps (theoretical value) that is about three times that of the traditional standard. Furthermore, the suppression of electromagnetic noise by the new EBG structure has made it possible to place the digital circuitry and antenna at a shorter distance apart so that a significant size reduction is achieved. Ultra high speed communication performance is secured at the same time.


    The advanced performance of these products has already been highly evaluated; The Grand Prix of the “Best of Show Award” for the Mobile & Wireless Category was awarded at Interop Tokyo 2013, which is the highest class network and computing event that is held in Asia.

  


  
    6. Conclusion


    This paper has introduced the newly developed EBG structure, which is a new electromagnetic noise suppression technology that enables both size reduction and high communication speed for wireless equipment. Wi-Fi home router products that adopt this technology as a world first release are also described. This is a highly universal technology so it is expected to be disseminated in a very wide range of products. For the future, too, we intend to advance R&D of this technology with the aim of realizing a more familiar wireless society that will provide more comfort for humankind.

  


  
    *Wi-Fi is a registered trademark of Wi-Fi Alliance.

  


  
    Reference


    
      1） R. Abhari et al., “Metallo-dielectric electromagnetic bandgap structures for suppression and isolation of the parallel-plate noise in high-speed circuit,” Microwave Theory and Techniques, IEEE Transactions on., Vol. 51, No. 6, pp. 1629-1639, Jun. 2003.
    


    
      2） Tzong-Lin Wu et al., “Electromagnetic bandgap power/ground planes for wideband suppression of ground bounce noise and radiated emission in high speed circuits,” Microwave Theory and Techniques, IEEE Transactions on.,Vol. 53, No. 9, pp. 2935-2942, Sep. 2005.
    


    
      3） Hiroshi Toyao et al., “Electromagnetic bandgap using open stubs to suppress power plane noise,” IEICE TRANSACTIONS on Communications., Vol. E93-B, No. 7, pp. 1754-1759, Jul. 2010.
    


    
      4） Hiroshi Toyao et al.,“ Experimental demonstrations of EMI suppression using open stub electromagnetic bandgap structures,” in Proc. of APEMC2011, May 2011.
    

  


  
    Authors’ Profiles


    
      TOYAOHiroshi
    


    
      Assistant Manager

      Green Platform Research Laboratories
    


    
      HANKUIEiji
    


    
      Principal Researcher

      Green Platform Research Laboratories
    


    
      KOBAYASHIHayato
    


    
      Manager

      Development Business Unit

      NEC Access Technica, Ltd.
    


    
      ANDOToshikazu
    


    
      Manager

      Development Business Unit

      NEC Access Technica, Ltd.
    

  


  
    
      The details about this paper can be seen at the following.
    


    Related URL


    
      NEC technologies as much as double communications speeds between wireless devices
    


    
      http://www.nec.com/en/press/201301/global_20130117_01.html
    

  


  List of Abbreviations Used in This Issue


  
    
      
        
        
      

      
        
          	Abbreviation

          	Full Spelling / Official Name
        


        
          	Special Issue on SDN and Its Impact on Advanced ICT Systems
        


        
          	ANDI

          	Access Network Discovery Information
        


        
          	ANDSF

          	Access Network Discovery and Selection Function
        


        
          	BBF

          	Broadband Forum
        


        
          	BGP

          	Border Gateway Protocol
        


        
          	CLI

          	Command Line Interface
        


        
          	CNR

          	Carrier to Noise Power Ratio
        


        
          	CS

          	Channel Separation
        


        
          	EMS

          	Element Management System
        


        
          	ETSI

          	European Telecommunications Standards Institute
        


        
          	FDD

          	Frequency Division Duplex
        


        
          	FISC

          	The Center for Financial Industry Information Systems
        


        
          	GUI

          	Graphical User Interface
        


        
          	I2RS

          	Interface to the Routing system
        


        
          	IaaS

          	Infrastructure as a Service
        


        
          	IETF

          	Internet Engineering Task Force
        


        
          	IRM

          	Information Rights Management
        


        
          	IRTF

          	Internet Research Task Force
        


        
          	ISG

          	Industry Specification Group
        


        
          	ISRP

          	Inter-System Routing Policy
        


        
          	ITU-T

          	International Telecommunication Union Telecommunication Standardization Sector
        


        
          	JCA

          	Joint Coordination Activity
        


        
          	LOS-MIMO

          	Line of Sight-Multiple Input Multiple Output
        


        
          	LVS

          	Linux Virtual Server
        


        
          	MIMO

          	Multiple Input Multiple Output
        


        
          	MPLS

          	Multi Protocol Label Switching
        


        
          	NFV

          	Network Function Virtualization
        


        
          	NGN

          	Next Generation Network
        


        
          	NLOS

          	Non Line of Sight
        


        
          	NMS

          	Network Management System
        


        
          	OFC

          	OpenFlow Controller
        


        
          	OFS

          	OpenFlow Switch
        


        
          	OIF

          	Optical Internetworking Forum
        


        
          	ONF

          	Open Networking Foundation
        


        
          	OSS

          	Open Source Software
        


        
          	OSS/BSS

          	Operation Support System/Business Support System
        


        
          	QAM

          	Quadrature Amplitude Modulation
        


        
          	RSL

          	Received Signal Level
        


        
          	RTA

          	Radio Traffic Aggregation
        


        
          	SDN

          	Software-Defined Networking
        


        
          	SLA

          	Service Level Agreement
        


        
          	SNMP

          	Simple Network Management Protocol
        


        
          	SNR

          	Signal to Noise Power Ratio
        


        
          	SPRING

          	Source Packet Routing in Networking
        


        
          	TMF

          	TeleManagement Forum
        


        
          	TMS

          	Traffic Management System
        


        
          	vCDNs

          	Virtualisation of Contents Delivery Networks
        


        
          	VTEP

          	Virtual Tunnel End Point
        


        
          	VTN

          	Virtual Tenant Network
        


        
          	WAN

          	Wide Area Network
        


        
          	XPD

          	Cross Polarization Discrimination
        


        
          	XPIC

          	Cross Polarization Interference Canceller
        


        
          	General Papers
        


        
          	AMR

          	Adaptive Modulation Radio
        


        
          	AOR

          	All Outdoor Radio
        


        
          	BBU

          	Base Band Unit
        


        
          	CAPEX

          	Capital Expenditure
        


        
          	EBG

          	Electromagnetic Bandgap
        


        
          	IDU

          	Indoor Unit
        


        
          	MMIC

          	Monolithic Microwave Integrated Circuit
        


        
          	ODU

          	Outdoor Unit
        


        
          	OPEX

          	Operating Expenditure
        


        
          	PoE

          	Power over Ethernet
        


        
          	RRH

          	Remote Radio Head
        

      
    

  


  
    
      NEC Technical Journal
    


    
      Vol. 8, No. 2, Issued on April 25, 2014
    

  


  
    
      NEC Technical Journal Editorial Committee
    


    
      
        Chairman
      


      
        EMURAKatsumi
      


      
        Committee Members
      


      
        FUJITATetsuya, FUKUDATakashi, FUKUMURAMasashi, HASHIMOTOOsamu, ITOChikashi, IWASAKIShinichi, IZAWASumio, KAEDEShinichi, KAJIKIYoshihiro, KATAOKANaoto, KATOAkira, KATOUMasaki, KOITOTatsuya, MORITAMakoto, NAGAOMasahiko, NAKAYANaoto, SAITOUKiyotaka, TAGUCHIDaigo, TAGUCHITohru, TAKASUMasato, TAUCHITakaaki, TSUKUMOJun
      


      
        Cooperators
      


      
        [Special Issue: SDN and Its Impact on Advanced ICT Systems]

        SDN Strategy
      


      
        Editorial Staff
      


      
        TERAIHiroyuki, MATSUIAtsuko, IMAITatsuro, NAGAYOSHIToshiyuki, SAKATAMichitaka, HANAZAWATakashi, IKEDAMarie, TOKIMasahiro
      

    

  

  


  
    
      Editor and Publisher
    


    
      
        EMURAKatsumi
      

    


    
      Publishing Office
    


    
      
        External Relations Division, NEC Corporation
      

    

  


  
    
      Editing and Printing Office
    


    
      
        NEC Management Partner, Ltd.
      


      1-23, Heiwajima 4-chome, Oota-ku, Tokyo 143-0006, Japan

      Fax: +81-3-5471-3867

    

  

  


  
    
      Digital book version
    


    
      This is the digital book version of "NEC Technical Journal", re-edited and distributed in EPUB format.


      All content, including articles and author information, are as of the date of the original publication, and therefore may not correspond to current information.

    


    
      For the latest information and any inquiries about the "NEC Technical Journal", please visit the following website:
    


    
      http://www.nec.com/en/global/techrep/journal/index.html
    


    
      
        Digital book production
      


      
        
          NEC Management Partner, Ltd.
        

      

    

  

  


  (C)NEC Corporation 2014

OEBPS/Images/e130203_06.jpg
Y

Secure

Creation of New Business
Simple & Flexible

High Reliable
Technology

IT and Network
Technology

Y
L&

High Quality

A

NEC Advanced
SDN Solutions SDN Technology

Robust






OEBPS/Images/e130207_06.jpg
System engineer Automatic execution of processing in
response to faults or events eliminates
I night shift work by system engineers
E 1) Setting the processing definition in advance
Microsoft Processing _
System Center definitions.
2) Detecting 3) Automatic execution of

faults or events processing, including
network modifications

Virtual Virtual Virtual
machine machine machine

Virtual switch Virtual switch Virtual switch

Hyper-V Hyper-V Hyper-V

3PF1000: UNIVERGE PF1000 3PFC: ProgrammableFlow Controller






OEBPS/Images/e130214_02.jpg





OEBPS/Images/e130209_06.jpg
ANDSF policy applying engine

- Communication
identifying engine
ANDSF policy fying eng

Communication control engine






OEBPS/Images/e130218_02.jpg
Power plane Power plane

Ground plane Ground plane

£-negative type HU-negative type





OEBPS/Images/e130212_02.jpg
Management interface

Route Sliceable
. Topology
Manager Switch






OEBPS/Images/e130216_02.jpg
MBH (Mobile Backhaul)

Access Aggregation Metro

Core
as A
Domain#1 L

L2 Network o | &
oc

core
Carrier Ethernet foc &
an A SGW  MME
IUPE
Domain#2 L2 Network

IP/IMPLS

w A o R

ey
i 2y ? .;}%ii
iPASOLINK100E iPASOLINK100/200 iPASOLINK400/400A

iPASOLINK1000





OEBPS/Images/e130213_02.jpg
Conventional network (imaginary model) OpenFlow network (imaginary model)

Each department h et o - Existing networks are integrated by UNIVERGE PF series.
- Fach cepariment has own proprietary nefwor - Networks become visible (physical/logical configurations)

Electronic records/Billing VTN gﬂ:ﬁ #
Radiology dept. VTN gﬁm #
Anesthesia dept. VTN W —
Ophthalmology dept. VTN E—;ﬁ:»ﬁ 4

Network
appliance
pool

PEC Serverpool

.
Centralized control

Network pool

uouemﬁyuoo [eaisAyd

=== ==/ L—/HH/ FEE |/ FP5 HHH
F—
Electronic records/Biling Radiology dept. Anesthesia dept. Ophthalmology dept. Electronic records/Billing Radiology dept. Anesthesia dept. Ophthalmology dept.

VTN : Virtual Tenant Network FW : Firewall PFC : ProgrammableFlow Controller PFS : ProgrammableFlow Switch





OEBPS/Images/e130215_02.jpg





OEBPS/Images/e130217_02.jpg
Rx Ant1 Sig1

Rx Ant2

Sig2





OEBPS/Images/e130210_02.jpg
Load balancer pattern

OpenFlow controller

Worker pool

OpenFlow switch

'\,

Management and

allocation between
clients and works /
' Work
Dispatoher : -
1
N
]

Termination of OpenFlow

Control of networks and switches

Storage and sharing of configuration
and control information

Three-tier architecture





OEBPS/Images/e130211_02.jpg
[ Node

— Link

===-Virtual link

O Port
<> Flow

Packet network for users
(user’s viewpoint network)

LinkLayerizer

Packet network
(upper layer network)
Packet driver

vy
Optical network Packet network
(transport) (transport)

Optical network
(lower layer network)

Abstraction of

network information Opfical driver






OEBPS/Images/e130202_04.jpg
Music distribution
Video distribution

I P Music
distribution s
% Video _
distribution | [2AEl R0

the service allocation
using software:






OEBPS/Images/e130209_08.jpg
“Individual terminal 1
|nformat|on 1 Extension






OEBPS/Images/e130208_04.jpg
LearningSwitch XXX YYY

Logic Component Logic Component Logic Component

Network Component #4

=
Network Component #5

Network Component #6

Slicer
Logic Component

——
Network Component #3

Federator
Logic Component

e
Network Component #1

G 75 5
Network Component #2

OpenFlow Driver Legacy Network Driver
Logic Component Logic Component

OpenFlow - based
Network

Legacy Protocol
Network





OEBPS/Images/e130206_04.jpg
Operations for staff transfers

Conventional
procedures

Human resource
management

No IinkageE

'

Access controi
setting

Access request;

Accessing new
network

Procedures via access
authentication solution

Human resource
management

Directly change
access control
setting

Accessing new
network






OEBPS/Images/e130213_04.jpg





OEBPS/Images/e130215_04.jpg





OEBPS/Images/e130217_04.jpg
Antenna Spacing [M]

— - 30GHz
= = 60GHz
80GHz

1 1.5
Hop Distance [km]






OEBPS/Images/e130205_01.jpg
1) Flow dynamic control *VTN:Virtual Tenant Network
between WANs

Optimization of routes and
bandwidths

Branches, Offices,

sales offices factories
2) Operation management

efficiency by using network

virtualization

Flexible network operations
independent from physical
network configuration





OEBPS/Images/e130204_01.jpg
Virtual Network Functions (VNFs)

NFV Infrastructure (NFVI) fiEv

Virtual Virtual Virtual Management

Compute Storate Network and

Virtualisation Layer

Hardware Resources

Orchestration






OEBPS/Images/e130208_01.jpg
Conventional devices

Control layer:

-Information exchange

according to
specific protocols

Data layer:

-Being controlled
by the control logic
inside same device

Tight-binding of control
and processing functions

SDN implemented

Control layer:
-Centralized control by software

e

Data layer:

-Being controlled by
the external device

Control function is located
in an external device





OEBPS/Text/toc.xhtml


  

    

      		Cover





      		Table of Contents





      		Paper Abstracts





      		Special Issue on SDN and Its Impact on Advanced ICT Systems



        

          		Remarks for Special Issue on SDN and Its Impact on Advanced ICT Systems





          		SDN: Driving ICT System Evolution and the Changing IT & Network Market





          		NEC SDN Solutions - NEC’s Commitment to SDN





          		Standardizations of SDN and Its Practical Implementation





          		NEC Enterprise SDN Solutions



            

              		WAN Connection Optimization Solution for Offices and Data Centers to Improve the WAN Utilization and Management





              		“Access Authentication Solutions”- Providing Flexible and Secure Network Access



            



          





          		NEC Data Center SDN Solutions



            

              		IaaS Automated Operations Management Solutions That Improve Virtual Environment Efficiency



            



          





          		Latest technologies supporting NEC SDN Solutions



            

              		Network Abstraction Model Achieves Simplified Creation of SDN Controllers





              		Smart Device Communications Technology to Enhance the Convenience of Wi-Fi Usage





              		OpenFlow Controller Architecture for Large-Scale SDN Networks





              		A Controller Platform for Multi-layer Networks Using Network Abstraction and Control Operators





              		An OpenFlow Controller for Reducing Operational Cost of IP-VPNs



            



          





          		Case study



            

              		Integrating LAN Systems and Portable Medical Examination Machines’ Network - OpenFlow Brings Groundbreaking Innovation to Hospital Networks





              		Introduction of SDN to Improve Service Response Speed, Reliability and Competitiveness for Future Business Expansion



            



          



        



      





      		General Papers



        

          		Development of the iPASOLINK, All Outdoor Radio (AOR) Device





          		Development of iPASOLINK Series and Super-Multilevel Modulation Technology





          		Ultra-High-Capacity Wireless Transmission Technology Achieving 10 Gbps Transmission





          		Electromagnetic Noise Suppression Technology Using Metamaterial - Its Practical Implementation



        



      





      		List of Abbreviations Used in This Issue





      		publication data



    



  



OEBPS/Images/e130209_01.jpg
Name
ANDI

ISRP

Distributed information
Wi-Fi access point location and authentication information
required for a connection
By defining an IP address, an application name and a domain
name, this policy may allow users to specify the wireless
access network to be used to demand communications.
Available policy may be different depending on time, place, or

if the access network is to be connected.





OEBPS/Images/e130201_01.jpg





OEBPS/Images/e130216_05.jpg
Throughput [Mbps]

1000.000

900.000

800.000

400.000

Header Compression disabled

Header Compression enabled

Radio Capacity

64 320 576 832 1088 1344
Frame Length [byte]





OEBPS/Images/e130212_05.jpg
192.168.1.0/24 Dst : 192.168.1.0/24 192.168.2.0/24
(Customer A nw 1) — (Customer A nw 2)

p —
J Dst : 192.168.2.0/24

Dst : 192.168.3.0/24

Dst : 192.168.1.0/24 Dst : 192.168.2.0/24

192.168.3.0/24
(Customer A nw 3)





OEBPS/Images/e130213_05.jpg





OEBPS/Images/e130217_05.jpg
Fade Margin [dB]

40

30

20

——Fade Margin
—— Availabilit

0.2 04

06 08 1 1.2 1.4
Hop Distance [km]

100

99.998

99.996

99.994

99.992

Availability [%]





OEBPS/Images/e130206_02.jpg
=
Server l -
T

Legacy switch g
—_——— = -

Authentication
management
software

IP management
software

ManagémeM

——— o —

OpenFlow
switch

e e e e T N e e « Human
resource DB

WAN

Client PC Gateway





OEBPS/Images/e130207_02.jpg
| | Virtual Virti
machine | machine machine | ma

UNIVERGE Hyper V UNIVERGE
PF1000 virtual switch virtual switch PF1000

Windows Server Windows Server
2012 R2 2012 R2

VSEM
Provider

CCl3d System Center 2012 R2  UNIVERGE PF6800
= £ y
[T (] Virtual Machine Manager

System manager %VSEM:Virtual Switch Extension Manager





OEBPS/Images/e130202_02.jpg
xR S

Driving while fllowing
the destination display

+ Entire route to the destination is not
shown

« Traffic jams cannot be predicted

+ The route cannot be changed flexibly

* Arrival time is unknown

* Whether or not the road has a high
incidence of accidents is not shown

ation systems?

xR S
Driving while following car
navigation system instructions

* A route that avoids traffic jams or
construction sites is selected in
advance. The route can be changed
flexible according to the situation just
by inputting the destination





OEBPS/Images/e130203_02.jpg
NEC Enterprise SDN Solutions

(1)Office/data center
connection optimization

solution p
(2)Office LAN optimization-~
s solution
+ o JData center T
o » hetwork t: I e —‘!arporate
) - - _ﬁ es LAN he ID
(4)laaS operation | ((5)Data center 1 WEQ

automation network 74
solution integration YA (B)Access

authentication
solution

solution V4 NEC Telecom Carrier
SDN Solutions

4
[ v [V J{ Data center |
« & hetwork

Data center

NEC IjataiEeer SDN Solutions





OEBPS/Images/e130214_06.jpg
Virtual server was ready right away, but network development took time.

Network developmel

Network
L infrastructure
design

Service starts
on same day
order is received
(instead of
2-3 days).

Server and network can be set up right away.

i
Service
. Connecti h
Network begins
development






OEBPS/Images/e130210_04.jpg
Virtual network configuration interface(REST)

Controller cluster

Load balancer for REST interface (LVS + keepalived)
Configuration front-end Configuration front-end LX) Configuration front-end
Worker
Back-endDB (MySQL Data tier
Virtual network manager Virtual network manager Virtual network manager Logic tier
Trema Trema Trema Presentation tier
Load balancer for OpenFlow protocol (LVS + keepalived) Dispatcher
OpenFlow REST 3 REST OpenFlow .
Legacy Switch Switch Legacy
twork " n twork
e < Virtual network Virtual network IR
OpenFlow switch t t OpenFlow switch
VM | aglen | | aglen VM
VXLAN tunnel endpoint VXLAN tunnel endpoint

Virtual network
=

Physical network





OEBPS/Images/e130203_04.jpg
Management &

Orchestration Services

Infrastructure

Sl srss Automated settings Prompt service provision

| -Efficient resource -

tilization through - Automated sefting geSiiice plomptices
virtualization «Central control and +Easy service
»Network with high
programmability, management development
scalability and reliabili = 9
T | R +New revenue

Simple & Flexible

Fusion of IT and network technologies

technology technology rtualization technology

* CAPEX: Capital Expenditure, OPEX: Operating Expense






OEBPS/Images/e130205_03.jpg
Data center 7 Data center
(Tokyo) - (Osaka)

With active WAN, communication line
utilization is 50% (100 Mbps) at off-peak
times and 80% (160 Mbps) at peak times.
Stand-by WAN is only used for emergencies.

Data center
(Osaka)

By using both active WANs #1 and #2 at
same time, 140 Mbps for current line and 60
Mbps for peak time are provided.
Even when communication line outage
occurs, 100 Mbps is assured.

* The above mentioned line bandwidths are examples.





OEBPS/Images/e130209_03.jpg
Communications policy in ISRP Packet header from the application

Application name: Web browser some gaps Pst IP'aggress: aa.bb.cc.dd

Using NW: Cellular NW

Src port No: 54321






OEBPS/Images/e130212_03.jpg
BGPd BGPd
(Customer A) (Customer B)

Open vSwitch

Customer A

Customer A /

J

Customer B Customer B

OpenFlow network





OEBPS/Images/e130216_03.jpg
Item
Radio frequency
Duplexing method
Transmission power
Transmission rate
Modulation method

Interfaces

Radio configuration
TDM protection

QoS

Synchronization

OAM

Ethernet protection

Specifications
6-52 GHz (CS: 7-56 MHz)
FDD
+29 dBm (QPSK)
600 Mbps (56 MHz, 2048QAM)
QPSK - 2048QAM (Hitless AMR)
El, STM-1
10/100/1000BASE-T(X)
1000BASE-SX/LX
1+0/1+1/N+0 (max=12)/XPIC
E1 SNCP/STM-1 line protection
4/8 classes queue SP/DWRR
Synchronous Ethernet
IEEE1588v2
E1/STM-1/Radio/EXT CLK
Ethernet OAM (CC/LB/LT/LM/DM)
Link OAM
RSTP/MSTP/ERPS

TDM PWE

SAToP (MEF8)






OEBPS/Images/e130207_04.jpg
Item Specifications

(o Windows Server 2012 R2

Datacenter Edition
HDD space required for installation | 128 MB
OpenFlow protocol OpenFlow 1.0 compliant
Max. number of virtual switches 256 switches per server
Max. number of ports ,280 ports per virtual switch
(total of VMNIC, VNIC and physical NIC)
Max. number of virtual ports ,280 VMNIC ports and 1 VNIC port per
virtual switch
Max. number of physical ports 8 ports per virtual switch
Max. number of flow entries 260,000 flow entries (About 0.5 MB of

memory consumed per 1,000 flow entries)






OEBPS/Images/e130214_04.jpg





OEBPS/Images/e130218_04.jpg
EBG structure EBG structure
not equipped equipped

PC mother board ) # 4 PC mother board
- * % prototype® . prototype






OEBPS/Images/e130209_05.jpg
Application Android Native

Android Framework

DNS resolver ANDSF-policy

Application manager applying engine






OEBPS/Images/e130213_01.jpg





OEBPS/Images/e130208_05.jpg
0Oden0OS

= Network: aggregated_network [ =]

Flows

= Fe Aggregator: aggregator

=

key. value

[rtate_description [ronring fter initializing

Ftate [ronring

ftype [netwark

)
etuor i [physical_netwark

102.168.10.10

opyright @ NEC Corporation 2013, All rights reserved. Cancel | Destroy






OEBPS/Images/e130207_05.jpg
Conducted by the Conducted by the
alpSlemengineer o L by the system engineer

: Conducted by O NS . -
network construction the ICT Conducted by the

manager service developer

Conducted by the
service developer

Conducted by

Server the ICT manager

configu-
ration

configu-

Network
modifica-

tions

‘ "
: \
' '
' !
' !
H :
{ .
'
' tions
:
: :
' :
' !
' :
: :
i H

1 to 2 days

*Days required when 2 to 3 physical servers are involved





OEBPS/Images/e130206_05.jpg
Virtual network for Virtual network for

new product project sales department
Easily building a

new network for
temporal group
such as projects

Human
resource DB

Available for several
departments/groups

lew product
project

Business trip to Osaka = ™

Network can
be available
wherever
users are

Tokyo Office Osaka Office






OEBPS/Images/e130216_01.jpg
Product definition

An ultracompact microwave communications
system composed of a microwave receiver (ODU)
and a modem (IDU).

Scope of applications

Applications in multiple fields, such as carriers
and corporations: data-dedicated lines such as
the relay line of a fixed network and inter-
building communication for corporations.
Recent application: a line connecting the radio
base stations of mobile networks in many
countries.

Product features

Simple installation work: both the ODU and IDU
are very compact and lightweight.

The short work period improves economy and
shortens the time required to open the
communication network compared to wired
networks (optical/metallic).

<System configuration>

Dedicated antenna
Antenna/ODU

installation poles

Y o

View of an actual PASOLINK installation
(Egypt)






OEBPS/Images/e130217_01.jpg





OEBPS/Images/e130211_01.jpg
Aggregator Federator LinkLayerizer H NodeLayerizer 1

Abstraction Control operator

Creation

Network objects
Change notificati

Optical driver Packet driver 1 OpenFlow driver ‘ VXLAN driver

SDN platform

NMS NMS OpenFlow VXLAN
controller controller.

al network
(transport)






OEBPS/Images/e130218_01.jpg
Communication
performance

degraded

Antenna

Digital circuitry Wireless
Power plane  (Noise excitation source)  circuitry

/

/

Ground plane

Electromagnetic noise
Electromagnetic noise radiated





OEBPS/Images/e130214_01.jpg





OEBPS/Images/e130215_01.jpg
NEC All Outdoor Radio lineup and applications

iPASOLINK iX
6 to 42 GHz

Transmission

Up to 1 Gbps/up to

iPASOLINK SX
60 GHz (V-band)
59 to 63 GHz
Up to 320 Mbps/400 m

iPASOLINK EX
70 to 80 GHz (E-band)
711076 GHz and 81to 86 GHz
Up to 1.6 Gbps/1.6 km

capacity/transmission 10km Up to 82 Mbps/900 m Up to 400 Mbps/3.3 km

distance

- Usable radio bandwidth Up to 56 MHz Up to 4 GHz 2x5 GHz

- License arrangement channels 2x5 GHz License not required in Low cost, simple license
License required many areas format

- Device specification
- Antenna size

Compact body for
outdoor use
Parabola, 30/60 cm

Ultra-compact body for
outdoor use with an
integrated
Flat panel antenna, 20 cm

Outdoor compact body
Parabola, 30/60 cm

The iX and EX models require sufficient line of sight when installed at the top of a building or when
mounted on a mast or pole in order to achieve stable communication.

iX(6-42GHz) | EX(70-80GHz)

Multi-directional
branching
IPASOLINK GX
Al outdoor router

Roof-to-street or street-to-street deployments, short-reach, very low-cost transmission






OEBPS/Images/e130210_01.jpg
OpenFlow Controller

1-2) Processing speed of 2-1) Prevention of
asynchronous events single point of failure

1-3) Processing speed of
switch control

OpenFlow switch

1-1) Scalability with respect to the number of switches





OEBPS/Images/e130212_01.jpg
Route Reflector

Customer A Customer A

N

Customer B MPLS network Customer B

K’\/





OEBPS/Images/cv_v08n2_E.jpg
Empowered by Innovation N E.

NEC Technical Journal

SDN and Its Impact on Advanced ICT Systems

ISSN 1880-5884 / April 2014






OEBPS/Images/e130206_03.jpg
Human resource DB

- L)
Management server, = - ¥
" Getting human ‘ ) = =
esource informatio, = | '; [ : J

- 'i Dept. B Server
i -
ch switch), # =

Dept. A Server

-

ks

Transforming from
Dept. B to Dept. A

e

Hardware Software
OpenFlow switch OpenFlow ”
switch A Gapst





OEBPS/Images/e130208_03.jpg
{
"network": "networkl",
"nodes": {

s

wige: mym,

"ports": {

s1M: { Mider "1M, out_ 1ink":"1", "in link"
{ "id": "27, "out link"

}

I

"links": {

wims ( mignimin,
moms ( migw

}

"out_link":
"out_link"

tnull, "in link":

ull, "in_link":
", win link"

mE A
type: asicFlow",
id:
match: {
in_node
in_port

dl_dst:"66:55:44:33:22:11"
i

path: ["1", "2",
edge_actions: {
nodel: [{"output":"2"}, {"output":
}

b
woms

n3ny,

3"},

b

 aep

"priority": ["2", "5",

¥

"data"
"node"

"time":

<packet_data>,
wyn,

ngn,
1353397038

(c)

"event_type": "PortChanged",

“node®: ™17

"port": "2",

"action": "update",
"old": {"id": "2,
"new": {"id": "2",

"in_link":null},
6"}

"in_link"






OEBPS/Images/e130209_07.jpg
Communication identifying engine Communication control engine
. Identification 1
Appllcaat::jn name matching

Domain name and IP

address corresponding source port number !

function corresponding =
function . ISRP

DNS packets Application packets | Packet processing rules






OEBPS/Images/e130217_03.jpg
d=+/AR/2, J=c/f, The “c” stands for the light speed.





OEBPS/Images/e130211_03.jpg
VMJB

VNI: 200

VNI: 100
QoS: 3Gbps

The remaining bandwidth
is maintained
as an attribute of a port.

VLAN: 30

QoS: 3Gbps — Link






OEBPS/Images/e130213_03.jpg
Anesthesia dept.
VIN

Glphthaimology dept. e ical examination data

Hospital
ward

Clinical
building

Mapped to the appropriate VTN regardiess|
of which LAN port connection

— <
Portable medical examination machines™

travelaroundthe hospie
M
- Bectocard
Terminal  Stationary f g M“’g'“""y
for machines b
electronic s Fecomcpteogapty
records

Portable Portable





OEBPS/Images/e130215_03.jpg
Item
Radiofrequency
Duplexing method
Transmission power
Antenna gain
Transmission rate
Modulation method
Interfaces
QoS
Synchronization
Power consumption

Dimension/Mass

Specifications
59-63 GHz (CS: 50 MHz)
FDD
+3 dBm (QPSK)
37 dBi
320 Mbps (256QAM)
QPSK, 16, 32, 64, 128, 256QAM
2 x GbE (RJ-45 (PoE)/SFP), LCT
8 classes queue SP/DWRR
Synchronous Ethernet
25W
230 x 230 x 104 mm/4.6 kg





OEBPS/Images/e130203_00.jpg
2008 2009 2010 2011 2012 2013

CLEAN SLATE OpenFlow™ R&D Y World’s first OpenFlow products
OpenFlow Switch Consortium Open Networking Foundation
Participated in =~ Formulated and Open Networki
standardized OpenFlow SDN R&D pen Networking
g:%?;?anlla;? specifications B Research Center
Stanford
University 0SS activities for Opes
SDN software Eayioht
SDN standardization activities by
telecom carriers
Application development
project for SDN

“1 OpenFlow: Protocol standards to control network system, "2 0SS Open Source Software,
*31SG: Industry S Group, 4 National high-speed broadband network project of US federal government






OEBPS/Images/e130209_09.jpg
Communication
statistics
information

ANDSF
server





OEBPS/Images/e130202_05.jpg
Oh no!
Cannot access!
The sale is

almost over!

De
i
%






OEBPS/Images/e130218_05.jpg





OEBPS/Images/e130203_01.jpg
et Market

Applicable Area

Solution

- Optimized connections

Network between offices and data
optimization centers
- LAN optimization
NEC Enterprise . .
Securit; -Access authentication
SDN Solutions Y
Mobile -
oparaten] - Automated laaS operation
management
SO Soluions | Iegraion | D212 cemer ot
9 Integration
Network - Integrated
management operations/management
e Telecom_Carrier Network - Network function virtualization
SDN Solutions infrastructure - Transport

Integrated operation
management software

‘WebSAM vDC Automation|

UNIVERGE

Cloud network platform
UNIVERGE PF Series”

Technology

Pragrammable!






OEBPS/Images/e130214_05.jpg





OEBPS/Images/e130215_05.jpg
Item
Radio frequency
Duplexing method
Transmission power
Transmission rate
Modulation method
Interfaces
QoS
Synchronization
Ethernet OAM

Radio Configuration
Power consumption

Dimension/Mass

Specifications
71-76 / 81-86 GHz (CS 250 MHz)
FDD
+18 dBm (QPSK)
1.6 Gbps (256QAM)
QPSK, 16, 32, 64, 128, 256QAM
3 x GbE (RJ-45 (PoE)/SFP), DCN
8 classes queue SP/DWRR
Synchronous Ethernet
IEEE802.1ag/IEEE802.3ah
ITU-TY.1731
1+0/1+1/2+0
55W
285 x 285 x 90 mm/5.5 kg





OEBPS/Images/e130207_01.jpg
TR IT system
_i i— manager

system
manager also
manages the
etwork system
System Center 2012 R2
Virtual Machine Manager

Integrated management machine machine

of a virtual IT platform
Interllnkmg

UNIVERGE

PF1000
Hyper-V

irtual network management
UNIVERGE

Windows Server 2012 R2






OEBPS/Images/e130202_01.jpg
Collection of large- Analysis and Solution of social

scale data prediction issues

Diverse sensors and huma
interface technologies (|
(CLOUD) §

- Diverse sensors Invariant analysis

@,
From the seafloor| Pm: Heterogeneous
@ Thixture learning

High-performance/high-
reliability IT platform
technologies (BIF DATA)

* Surveillance camerag) o L[TE): Facial image analysis
+ Smart devices [ Behaviour analysis
« Accumulated data - ;m I:,fl‘,;?,'n?g,‘,a"'"e“'

Network technologies ¢ SDN
——_— e

« Network virtualization (TS E BT S
e

Ny CYPEr SeCUIitY

SDN : Software-Defined Networking

Manufacturing  Transportation

captured by our unique and highly competitive ICT assets

to become a social value innovator

“Rated as No. 1 among organizations participating in an evaluation task organized by the U.S. National Institute of Standards and Technology (NIST)





OEBPS/Images/e130206_01.jpg
ional Netwo Access Authentication Solution

There are risks of malware spreading

in a network not isolated by VLAN. twork-level
access Control ey
Shutout illegal access (@Reducing OPEC
R&DDept.  Sales Dept. on a network R&D Dept.| | SalesDept.  Network configuration
L Data _ Glatd is done automatically
Source
code.

Attacker A

resource DB

E E (3Providing flexible
nning R&D Sales

Dept. PC Dept.PC | | Dept. PC Easily establish to
separated network

|_] [ ]
Planning R&D *awes Dept.

Dept.PC  Dept. PC PC

Virus infected PC may attack other PCs Localize risks caused by targeted threats





OEBPS/Images/e130205_02.jpg
Customer Data Center (Primary)
Operation control system

Customer Data Center
(Secondary)

el UNIVERGE
monitoring server PF6800

-
Applia&\ —

—
DC LAN

e 7

UNVERGE
IX router
Main offices (HQ, etc. \2@2%

WAN (B
system)

Ordinary offices
(Branches, factories, etc.)

LAN
located

=
——
B 8 Internet ey
UNVERGE UNVERGE
X router Douter






OEBPS/Images/e130214_07.jpg
Time spent on maintenance Time spent adding networks Time spent investigating problems

Virtual networks can be added
without affecting others.

ProgrammableFlow enables
uninterrupted workflow.

GUI shows sources of problems
at a glance.

100 P L
40% ! * ; |
- i 50%! * |
| 3 94% 1 *
50 i i
0 | |
Current SDN | Current | Current
network ! network ! network

*Estimated time reduction





OEBPS/Images/e130204_02.jpg
Network applications, orchestrations, services

OpenDaylight APIs (REST) s——

Controller platform
(network service functions, platform service extension)
Service abstraction layer

OpenFlow, other standard protocols, vendor-unique I/Fs

Southbound I/F and protocol

Data plane elements (physical/virtual elements)

* Developed based on diagrams used in the OpenDaylight project.

wbykequado





OEBPS/Images/e130202_03.jpg
Past/Present

Network control and communications processing
Static network where network control ™ are separated
by dedicated network equipment and
data transfer processing were

performed together Equipment that only performs data transfer

processing is dynamically controlled by using
software on a genera-purpose server

Network control
software

Separated &
Dynamically
Controlled

Dedicated equipment with network Equipment that only performs
control function data transfer processing





OEBPS/Images/e130208_02.jpg
Flow

Packet
— Topology





OEBPS/Images/e130209_02.jpg
Telephone Shopping News
call

web site web site

=3 e X
&Bﬁ = ’ﬁ-r/ﬁ[ﬁfl A;i

Wi-Fi






OEBPS/Images/e130217_06.jpg
Item Value

Modulation & Coding 128QAM + RS code
Symbol Rate 400Mbaud
Required CNR @1E-6 27dB

Transmitter Power +12dBm

Antenna Diameter 30cm

RF Frequency 80.0GHz

Gas Attenuation 0.4dB/km

Noise Figure 12dB

Rain Zone K(42mm/h)





OEBPS/Images/e130207_03.jpg
Virtual Virtual Vi
machine | machine | machi

Hyper-V
_Extensible Switch_
Forwarding

UNIVERGE

A

Virtual switch PF1000 ity
UNIVERGE Filtering
PF6800 extensibility
Capturing
extensibility

Physical switch

Hyper-V
UNIVERGE PF5240

Windows Server 2012 R2





OEBPS/Images/e130203_03.jpg
Respond to IT/network fusion areas
=Leading-edge Foster engineers and enhance their skills
SDN products
- Installation and

demonstration
case studies

- Customers
SDN-dedicated (Japan/worldwide)

department for

- IT and network
system development
- Human resources
echnological know-hoy

enterprise and
data centers

- R&D of SDN

advanced technologies
Develop solutions based on ICT






OEBPS/Images/e130210_03.jpg
Virtual network #1
mm = mmmnm

Virtual network #2
am m = =

Number of virtual
networks:
10,000 or more

Virtual network #N
S mmm =

ﬁ Controller

Setling Externa

Physical network system

Number of switches:
1,000 or more
Number of hosts:
10,000 or more





OEBPS/Images/e130218_03.jpg
Unit cell structure
Evaluation board

S piral-shaped

open stub

9EEEE @@@






OEBPS/Images/e130214_03.jpg





OEBPS/Images/e130209_04.jpg
Application Android Native

Android Framework

ModifyZ
N DNS resolver ANDSF-policy

ModifyZApplication manager applying engine
( AN

Linux System

i Applicati rt ber tabl






OEBPS/Images/e130210_05.jpg
N w &

Setup time [Sec.|

[any

0

1000 2000 3000 4000 5000 6000 7000 8000

Number of virtual networks





OEBPS/Images/e130203_05.jpg
Implement integrated operations, =
automated management and Orchestration
optimal control on SDN management
Transport Network NFV ( vEPC, etc.)

[ souens | Y
=

Implement network
functions on servers

Provide efficient network
resource utilization by

controlling with software

ICT resource integration and virtualization

e

* 0SS/BSS: Operation Support System/Business Support System (System to support business operations of telecom carriers),
* TMS: Traffic Management System (Communications management system),
* vEPC: Virtualized Evolved Packet Core (Next generation mobile core network to realize ALL-IP network)





OEBPS/Images/e130205_04.jpg
Operation control system

2) Commands based on operation
definition to avoid incident

API
Tt
1)

~ S —

SNMP Secch 1) ,' 3) Configuration
1) Abnormality/outage alert 3) I | modification control
Physical networl Virtual network





OEBPS/Images/e130212_04.jpg
IBGP

BGPd BGPd Route

(Customer A) | [ (Customer B) Manager
A
OpenFlow
‘5 protocol
192.168.1.0/24 Dst : 192.168.1.0/24 192.168.2.0/24
(Customer Anw 1) - e i | (Customer A nw 2!
J Dst : 192.168.2.0/24
G Dst : 192.168.1.0/24
/: SR
192.168.1.0/24 Dst : 192.168.2.0/24. 192.168.2.0/24

(Customer B nw 1) (Customer B nw 2)
\—v OpenFlow network \'\/





OEBPS/Images/e130216_04.jpg
sebeaes

besen

sriaiaiii
s

sailansic

o






