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    Special Issue on Big Data


    ■Big data processing platforms


    Ultrahigh-Speed Data Analysis Platform “InfoFrame DWH Appliance”


    With the aim of achieving timely extraction of valuable information, the need for ad hoc analysis of big data is increasing rapidly. This paper describes the reason that the InfoFrame DWH (Data WareHouse) Appliance is attracting attention as a high-speed analysis platform and introduces actual case studies of its use in marketing by ad hoc analyses of website access logs.


    UNIVERGE PF Series: Controlling Communication Flow with SDN Technology


    Big data multiplies and changes every day, and the quantity of data and the required computing/processing capability vary between projects. To process big data efficiently, it is necessary to locate the required ICT resources dynamically and scalably in optimum placement. This paper describes the features and effectiveness of ProgrammableFlow that optimizes computer and network resources dynamically using OpenFlow/Software Defined Network (SDN) technology.


    InfoFrame Table Access Method for Real-Time Processing of Big Data


    The era of big data is characterized by an increasing need to create new value and new business through the real-time processing of large amounts of data. This processing requires an increase in individual data processing speeds as well as high throughput. This paper introduces the InfoFrame Table Access Method, a memory DB product suitable for real-time big data processing thanks to its high-speed parallel data processing capability.


    InfoFrame DataBooster for High-speed Processing of Big Data


    The age of the information explosion has recently been raising various opportunities for big data analysis. On the other hand, the progress in hardware developments has seen a significant increase in the capacities of mountable memories. The InfoFrame DataBooster has been meeting the needs for highspeed processing of big data by using an in-memory data processing technology based on column store. This paper introduces differences between the regular RDB and the InfoFrame DataBooster. It goes on to discuss the background and method of development of the SQL interface of the latest version, the method of use of the InfoFrame Databooster and the application domains (case studies).


    “InfoFrame Relational Store,” a New Scale-Out Database for Big Data


    Existing relational databases experience problems when used with big data because they cannot deal flexibly with increases in the amount of data and number of accesses (scaling out). On the other hand, key-value store is an advanced technology but it is also troubled by the problem of lacking data access with SQL and the transaction processing required for mission-critical operations. The InfoFrame Relational Store (IERS) is a scale-out-capable database software optimal for big data utilization equipped with 1) SQL interfacing, 2) transaction processing and 3) high reliability that makes it applicable to mission-critical operations. This paper introduces the features of the IERS and its architecture.


    Express5800/Scalable HA Server Achieving High Reliability and Scalability


    Locating the target data as close as possible to the CPU is of importance in the high-speed processing of a large amount of big data. The Express5800/Scalable HA Server series are servers optimized for use as big data processing platforms capable of using a large-capacity memory of up to 2 TB. Building a high cost-efficiency system using a high-speed PCI Express SSD is attracting recent market attention. The Express5800/Scalable HA Server series products are suitable for such a system because they support multiple I/O slots. This paper introduces their excellent advantages and discusses the actual examples in which their features may be usefully applied.


    OSS Hadoop Use in Big Data Processing


    Development of technologies for the processing of “big data” has recently been advanced by networkrelated enterprises. Apache Hadoop is attracting attention as an OSS that implements storage and distributed processing of petabyte-class big data by means of scaling out based on the above technologies. NEC has conducted the test for the ability of Apache Hadoop for enterprise use and has built systems according to its characteristics. For the sizing of Apache Hadoop that is usually regarded to be difficult, NEC has developed a technology for size prediction by means of simulation. This paper introduces these technologies.


    ■Big data processing infrastructure


    Large-Capacity, High-Reliability Grid Storage: iStorage HS Series (HYDRAstor)


    With the rapid increase in corporate data that must be stored long-term, such as the backup of management information and the archiving of e-mails with customers, the need for safe, easy storage of big data has been rising higher than ever. HYDRAstor is a grid storage system that meets these needs. Adopting a revolutionary grid architecture to achieve high performance, scalability and reliability as well as operation/management labor saving, it is suitable for the storage of big data. This paper describes the outline and features of the technologies used in HYDRAstor and introduces actual cases in which it is used.


    ■Data analysis platforms


    “Information Assessment System” Supporting the Organization and Utilization of Data Stored on File Servers


    The information explosion is becoming a real issue, and the amount of information stored on file servers is continuously bloating, making the identification, organization and utilization of information on file servers difficult jobs. The latest version V2.1 of the Information Assessment Tool, a tool for “visualization,” “slimming,” “activation” and “optimization” of file servers, adopts the InfoFrame DataBooster high-speed data processing engine to deal with large-scale file servers and enable interactive analysis based on highspeed search/aggregation.


    Extremely-Large-Scale Biometric Authentication System - Its Practical Implementation


    The Indian Unique ID (UID) is an extremely-large-scale system that attempts to identify India’s 1.2 billion people, which is about 1/6th of the world population, using biometric authentication. As there are also other countries studying the introduction of national-scale authentication systems, NEC is currently conducting related R&D for the implementation of such systems. This paper describes a suitable system for use in processing of extremely large-scale biometric information.


    MasterScope: Features and Experimental Applications of System Invariant Analysis Technology


    NEC’s MasterScope middleware is an integrated operation management software suite. MasterScope collects operational and performance metrics from target IT systems and analyzes them comprehensively in order to detect and locate system failures. Detected events and failures will be notified to the operator and workarounds can be applied to recover from failures. There are similarities between such an analysis process for the operation management and that required to process big data. For Instance, the system performance analysis software “MasterScope Invariant Analyzer” automatically discovers important correlations from a large amount of performance data and proactively detects hidden performance anomalies, thereby avoiding serious system level damages. This paper describes the analysis technology of MasterScope which has similarity to the big data analysis technology, and then introduces experimental applications of the system invariant analysis technology in domains other than the operation management.


    ■Information collection platforms


    M2M and Big Data to Realize the Smart City


    M2M technology enables us to control “things” and to collect various kinds of information from “things.” NEC provides the M2M solution CONNEXIVE with the aim of building the next-generation “Ambient Information Society.” This will help realize a safe and secure lifestyle and a revitalized industrial base. While making the best use of big data processing technology in analyzing and studying information acquired from CONNEXIVE we aim to realize a rich and innovative Smart Society. This will include the imminent Smart City and Smart Communities that will be centered on the city-based social infrastructures of the future.


    Development of Ultrahigh-Sensitivity Vibration Sensor Technology for Minute Vibration Detection, Its Applications


    The NEC Group has developed a piezoelectric vibration sensor that features sensitivity at about 20 times that of previous models. A vibration sensor is a device that corresponds to the auditory and tactile organs of the human body. The real world is flooded with vibration information generated by humans, goods and environments. Our recently developed vibration sensor can collect minute waveform data that has been hitherto undetectable and has therefore not been utilized. The device extracts the frequency components that present anomalies and analyzes their significance by means of cloud computing, so as to implement a safe and secure society by connecting accurate identification of situations and circumstances for the prevention of adverse events. This paper introduces features of the newly developed vibration sensor and discusses efforts being made for the development of its applications.


    ■Advanced technologies to support big data processing


    Key-Value Store “MD-HBase” Enables Multi-Dimensional Range Queries


    Recent years have witnessed a significant increase in the collection and analysis of a large amount of data such as website logs, sensor information from various devices, etc. Relational databases used to be a major system for storing such data, but recently KVS (Key-Value Store) is becoming more popular as a data storage method due to its superior characteristics in scaling out according to increases in data volume. However, KVS only support simple search functions. This paper introduces “MD-HBase,” which is an extended version of HBase, a KVS-type database. MD-HBase enables efficient data search performance for multi-dimensional range queries without giving up scalability characteristics.


    Example-based Super Resolution to Achieve Fine Magnification of Low-Resolution Images


    “Super Resolution” (SR) is a technique to restore a low-resolution image into a clear, high resolution image. It is necessary to infer missing high frequency components in order to restore a low-resolution image to a high-resolution image correctly. This paper describes the learning-based SR technique that utilizes an example-based algorithm. This technique divides a large volume of training images into small rectangular pieces called “patches” and brings them together in a dictionary as patch pairs of low-resolution and high-resolution images. Experiments show impressive results that identify specific objects such as text characters and human faces etc.


    Text Analysis Technology for Big Data Utilization


    Since a huge amount of the texts included in big data consists of data created by humans for communicating information or expressing intentions to other humans, it is an important information source containing valuable information. NEC is tackling the development of technology for extracting “customers’ voices” and “rumors” from large amounts of text data and for utilizing them in marketing, corporate risk management and customer management. This paper introduces some of the recent research results of NEC. Included are: the recognizing textual entailment technology for recognizing included relationships of semantic content between texts, the technology for rumor detection from cyber information and the semantic search technology for improving the operation efficiency of contact centers.


    The Most Advanced Data Mining of the Big Data Era


    Recently, the acquisition of knowledge from big data analysis is becoming an essential feature of business efficiency. However, the analysis of big data can be troublesome because it often involves the collection and storage of mixed data based on different patterns or rules (heterogeneous mixture data). This has made the heterogeneous mixture property of data a very important issue. This paper introduces “heterogeneous mixture learning,” which is the most advanced heterogeneous mixture data analysis technology developed by NEC, together with details of some actual applications. The possibility of the utilization of data that has previously been collected without any specific aim is also discussed.


    Scalable Processing of Geo-tagged Data in the Cloud


    The explosive growth of the mobile internet calls for scalable infrastructures capable of processing large amounts of mobile data with predictable response times. We have developed a scalable system supporting continuous geo-queries over geo-tagged data streams in the cloud. The experimental results confirm that our system scales, both in the number of supported geo-queries and throughput.


    Blockmon: Flexible and High-Performance Big Data Stream Analytics Platform and its Use Cases


    This paper describes Blockmon, a novel, configurable, software-based Big Data platform for high-performance data stream analytics. Its design allows running applications for a wide range of use cases. When used as network data processing and monitoring platform, it copes with 10 Gb/s of continuous traffic, up to layer 7 (e.g., DPI), on a single commodity server. When used as a server-log processing platform, a fraud detection algorithm built on top of Blockmon can analyze up to 70,000 cps (~250 million BHCA, enough to cope with Japan’s entire phone traffic) on a single machine. Blockmon will be commercialized and applied to analyze operator networks and other applications such as web analytics or financial market analysis, among others.

  


  
    General Papers


    “A Community Development Support System” Using Digital Terrestrial TV


    In the disaster-affected areas of the Great East Japan Earthquake, many people are still living in temporary housing shelters. In these areas, people are facing the issue of setting up “community functions,” such as for the transmission and sharing of important information, and for communications among residents, etc. At the same time, they are facing the issue of their local communities collapsing due to depopulation and ageing. This is happening not only in the disaster-affected areas but also in various local municipalities. NEC’s “community development support system” will contribute to establishing new communities in such areas and municipalities. The system employs digital terrestrial television, which is a familiar device to many people, as an information terminal, and broadcasts video content produced by local municipalities, town or autonomous neighborhood associations, NPOs, local residents, etc. in a timely manner.
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    On behalf of NEC, I would first like to express our deep gratitude for your continued support and encouragement for our products, solutions and services.


    In this special issue of NEC Technical Journal, we would like to introduce our readers to how NEC is approaching the utilization of Big Data.


    Recent advances in ICT (Information and Communication Technology) are steadily empowering the business environment with the capability to handle vast amounts of data without stress. Especially the ever-expanding capacity and speed of server, storage and networks, the sophisticated functionality of mobile terminals and advances in sensor technology are enabling the real-time acquisition of diverse information including irregularly structured data such as voice and video in huge volumes.


    In addition, breakthroughs in data processing and analysis technologies facilitate high-speed processing of the acquired data and reveal new value in data that has previously never been exploited, enabling the creation of new business value.


    Big Data or Information Explosion indicates a new direction for the utilization of these data by business. For example, the results of analyzing business operational data and customer data that have been sitting unused can be reflected in business strategies, or instant analysis of data that constantly flows through the Internet and social networks can lead to innovative services. In these and other ways, the extraction of new value from data is accelerating. According to research conducted by IDC, the global Big Data market is growing at an incredibly high annual rate of 40%, and by 2015, it is predicted to reach US$16.9 billion in scale.


    In order to assist our customers in driving new value from their Big Data, NEC has positioned the Big Data business as one of the key pillars that will support our future business, and while reinforcing technologies that will serve as the platform for this business and expanding our lineup of services and solutions, we are promoting the development of a new generation of Analysis Experts and Domain Experts - highly trained personnel who will support the sophisticated exploitation of data.


    There are three essential steps for the effective utilization of Big Data, and NEC possesses the technologies required to support them all: “Collection,” “Management” and “Analysis.” For the unique business environment and issues of each customer, NEC can provide an optimized solution for each step. From development of systems for NTT DOCOMO’s i-mode service to our work for other telecommunications carriers, the financial industry, satellite operations, safety and in other domains, NEC brings decades of achievements in the development of a wide range of ICT-related technology, the processing of huge amounts of data, and the successful provision of products, solutions and services to answer the specific needs of our customers.


    In this special issue, we would like to introduce our readers to our information collection platforms, large-volume data processing platforms, analysis technologies, and other Big Data technologies, products and solutions that enhance the business environment of our customers with new value.


    It would give us the greatest pleasure if the information in this special issue proves useful in your corporate activities in the future, and we hope that you will continue to provide us with your invaluable support and input in the future.
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  NEC IT Infrastructure Transforms Big Data into New Value


  
    In step with rapid spread and adoption of the Internet and ICT in recent years, our world is amassing an ever-increasing quantity of data, and the vast majority lies unused in storage with its data unexploited. This article will examine the new challenges posed by Big Data, explain how NEC responds by enabling added value businesses, and give the reader an overview of the products and technologies behind NEC’s solutions.
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    1.Preface


    Accompanying the spread of the Internet and ICT, the volume of data accumulated by society is increasing at a dramatic rate. By 2020, the global data load is forecast to reach about 200 times the level in 2006. It is also interesting to note that according to a survey by the Ministry of Public Management, Home Affairs, Posts and Telecommunications, over 90% of the corporate-stored data are left unused and wasted like “buried treasure.”


    It has been previously pointed out that new business opportunities can be identified by mining the mountains of stored corporate data and using the insights to formulate strategies. In the future, it will be necessary to respond to increasing speed, volume and diversity of data. Putting the huge stores of unused data to work in a way that will reveal new knowledge and added value, which in turn leads to new business, will be one of the biggest challenges in the future of corporate strategy.


    Also due widespread adoption of mobile terminals such as smart phones and mobile phones and increasing use of ubiquitous sensors, the drastic rise in data traffic has become a serious issue. Results of a survey conducted by the Ministry of Public Management, Home Affairs, Posts and Telecommunications reported that the volume of mobile data traffic in Japan approximately doubled in just one year from 2010 to 2011. Responding to this rapid rise in traffic is already an issue for not only the telecommunications carriers. This is also a challenge facing all information and service providers that use mobile terminals and sensors.


    This explosion of data is called Big Data and is the focus of increasing attention.


    This article will explain some of the new issues presented by Big Data as well as the business opportunities arising from them and provide the reader with an overview of how NEC is approaching the development of solutions.

  


  
    2.The Advent of the Age of Big Data and the Issues Facing Corporations


    Big Data is already present in every imaginable domain of business. In a study conducted by McKinsey & Company, the three sectors that handle and store the largest amount of data are Discrete Manufacturing, Government and Communications & Media as of 20091）. Even in the case of the Construction sector (the sector with the smallest amount of aggregate data in the study), the volume was estimated to be as much as 51 petabytes (PB). In every sector and field of business, Big Data and how each enterprise or organization responds to its challenge are keys to differentiation from the competition and success.


    Unlike conventional Business Intelligence (BI) in which the data are analyzed by a certain expert from a certain industry perspective, Big Data analytics requires analysis from multiple and diverse perspectives - from the viewpoints of users from various sectors and occupations. Anticipating the arrival of the Age of Big Data, NEC has developed a variety of platform technologies and products that facilitate the analysis of diverse types of data. The next chapter in this article will introduce the shape of new businesses created through the exploitation of Big Data.

  


  
    3.Business Opportunities Created by Big Data Exploitation


    The conventional utilization of data requires the design of a system based on a variety of predetermined conditions such as the purpose of the data usage, collection methodology, format, processing flow and so on. However, in the case of exploiting Big Data, it is necessary to mine data for knowledge and added value - a purpose for which the data were not originally envisioned to be used, and to set up a flexible processing flow that can handle unstructured and irregular data and perform real-time or batch processing according to the form of utilization. Therefore, compared with conventional data usage, the degree of a Big Data system environment’s freedom to handle data must be overwhelmingly expanded.


    Through the exploitation of Big Data by such a flexible system environment, the following three categories of added value can be gained.


    (1)Accelerated provision of information


    
      Businesses that can process tremendous quantities of data in real time become possible. For example, it is feasible to develop a business that collects the vast quantities of constantly fluctuating information from trading systems such as stock and forex exchanges, processes them at high-speed in real time, and distributes the information as a service to private individual and institutional investors in milliseconds（Fig. 1）.
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          Fig. 1 Example of a high-speed financial information service.
        

      

    


    (2)Identification of new correlationships


    
      Businesses that can identify new correlationships and rules from the unexploited cumulative data become possible. For example, through the collection and analysis of various information such as sensor data from vehicle terminals, road traffic congestion data and road construction/accident information, it is conceivable to develop a service that provides highly detailed traffic information for general drivers, dealers and manufacturers capable of providing diverse value from route optimization to part replacement notification and even accident diagnostics（Fig. 2）.
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          Fig. 2 Example of a sensor data-based traffic information service.
        

      

    


    (3)Forecasting


    
      Businesses that can forecast human and event behavior and proactively take appropriate preemptive action become possible. For example, a service can be developed to collect and analyze massive amounts of data (minute vibrations, temperature, etc.) from various types of sensors installed in a factory and automatically build a “factory behavior model” for normal operating conditions. Then by comparing this model with actual conditions in real time, the service can monitor, detect deviations from the norm, and predict possible factory abnormalities (Fig. 3).
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          Fig. 3 Example of a service that monitors factory/building status and predicts potential abnormalities/failures.
        

      

    


    NEC has introduced Big Data-related products and technologies one after another, and draws on extensive experience and a record of achievements in diverse fields from large-volume event processing and image data recognition to sensor data acquisition (Fig. 4).
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        Fig. 4 Major NEC achievements in the field of Big Data.
      

    

  


  
    4.NEC Big Data-related Products and Technologies


    Sensor data and all other kinds of information are being converted into electronic data; the volume of data continues to grow exponentially; and the necessity to collect, process and analyze diverse types of data is growing dramatically. The technological issues facing the usage of Big Data can be broadly divided into the following three categories:


    
      	Acquisition of the large volume of data generated by sensors and devices,


      	Data management and processing that can respond to the rapidly increasing volume of data, and


      	Data analysis of the broad diversity of data types including image and voice data.

    


    Concretely responding to these issues, the platform architecture that will support Big Data business will be structured in 3 layers: (1) Data Collection Platform, (2) Data Management & Processing Platform, and (3) Data Analysis Platform (Fig. 5). Already very conscious of the approaching advent of the Age of Big Data, NEC had begun tackling the development of related technologies one after another since 2006, and is already systemizing various Big Data technologies by these platform layers. Flexibility combining these product groups to optimally respond to the unique needs of each customer, NEC can provide Big Data solutions. This chapter will introduce the reader to the NEC product lineup for each platform layer.
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        Fig. 5 NEC’s Big Data product and technology map.
      

    


    (1)Data collection platform


    
      The Data Collection Platform layer facilitates the collection of data by offering multiple receiving channels for input from various types of sensors and devices, and standardizing the sensor data access method.


      NEC products that support this platform layer include CONNEXIVE (M2M platform that provides standardized handling of sensors with different access methods), and agricultural sensors, radiation sensors, ultrasensitive vibration sensors, “smart” electric power distribution boards and other sensors that provide realtime acquisition of “real world” information.


      Enabling connectivity with all types of sensors and devices, CONNEXIVE is a data collection and storage platform for various types of information. By providing an allpurpose application interface that can assimilate the differences in the interfaces of diverse connected devices, CONNEXIVE enables the building of applications without being conscious of inter-device differences.


      Also among the various types in the sensor lineup, the ultra-sensitive vibration sensor which adopts an originally developed oscillation amplification mechanism is especially remarkable. It can measure a broader frequency range of vibration with high sensitivity that is 20 times that of conventional vibration sensors, and it achieves this performance at 1/10th the cost.

    


    (2)Data management & processing platform


    
      Depending on the intended purpose of the processing, NEC’s Data Management & Processing Platform layer provides two different high-speed, large-quantity data processing methods: Real-time Processing of Large-scale Streamed Data and High-speed Batch Processing of Stored Data. Through this approach, it is possible to swiftly respond to real world fluctuations with real-time processing and uncover patterns in stored data with distributed processing. Also for the Data Management & Processing Platform layer, NEC can provide a server that can efficiently process large quantities of data by scaling out, storage and flow control as hardware for large-volume processing.


      Products that make possible real-time processing of largescale data streams include InfoFrame Table Access Method (TAM) and Blockmon (high-speed processing platform for data streams).


      TAM can perform continuous processing of large-volume data using a memory table access method, achieve about 10 times the processing performance of conventional mission-critical systems (thousands of events per sec. during a peak period) and is adopted in systems that real-time processing of large quantities of transactions. Blockmon, a software platform that is under research and development by NEC Laboratories Europe, adopts a highly flexible modular architecture. This flexibility and performance of this platform makes it ideal for various stream data analytics including a wide range of traffic monitoring, use by telecom carriers to detect unauthorized users, and corporate intranet traffic statistical analysis.


      Products for high-speed batch processing of stored data Include InfoFrame Relational Store (IRS), InfoFrame DataBooster, and InfoFrame DWH Appliance. Combining the merits of conventional relational database (RDB) technology and the “scaling out” advantage of key value store (KVS) technology, IRS is the new database software for the Age of Big Data and has the following 3 features:


      
        	“Think Big, Start Small and Scale Fast”-ready architecture (abbreviated “Small Start” in Japan) results in a 50% reduction in initial deployment costs compared with conventional systems;


        	Compatibility with SQL (the international standard language for relational database development) enables effective utilization of existing legacy of database design; and


        	Adoption of originally developed “MicroShard” technology delivers the high reliability demanded by missioncritical tasks.

      


      Also InfoFrame DataBooster significantly shrinks batch processing time by high-speed in-memory processing of stored data, enabling a reduction of execution cycles from months to days.


      InfoFrame DWH Appliance is a data warehouse (DWH)/ appliance product that optimally combines NEC’s highperformance and high-reliability server and storage systems with the advanced Netezza data retrieval/analysis software, and delivers about 10 to 100 times the performance of conventional large-scale DWH systems.


      Express 5800 Scalable HA Server supports a large-scale memory to realize high-speed in-memory processing. SIGMABLADE facilitates the addition of nodes by adoption of a “scaling out” system. And the Storage M Series of SAN storage arrays optimize arrangement of autonomous data according to access frequency to accelerate data processing. In addition, the UNIVERGE PF Series of network products adopts next-generation OpenFlow network technology for flow control with optimized routing depending on data content.

    


    (3)Data analysis platform


    
      The Data Analysis Platform layer provides highly sophisticated analytics technology and know-how for unstructured data such as image and voice data. Examples of analytics technology are biometrics that use fingerprint or face matching, and fault detection that uses machine learning.


      NEC’s fingerprint identification engine boasts a FAR (false acceptance rate) of less than 0.00001% - the top performing system in the world, and has been adopted for HANIS, the Republic of South Africa’s citizen ID system - one of largest scale ID databases in the world with 45 million people.


      Featuring Generalized Learning Vector Quantization using face confidence maps based on the generation of multiresolution images and Non-frontal Recognition technology, NEC’s NeoFace face detection/recognition software achieves 10 times the accuracy of competitive systems and leads the world in performance.


      In addition, NEC’s fault detection technology that uses machine learning automatically generates an invariance model of the total system based on vast quantities of monitored data, and then by performing a comparison of real-time monitored data against this model, the technology can detect system performance anomalies. This technology is incorporated in MasterScope Invariant Analyzer - a key operations management tool.

    

  


  
    5.Conclusion


    This completes our explanation of the issues and business opportunities presented by the advent of the Age of Big Data, and an overview of how NEC has been responding with the development of a total architecture consisting of the Data Collection Platform, Data Management/Processing Platform, and Data Analysis Platform.


    This special issue of the NEC Technical Journal will give the reader a more detailed explanation of the various products that comprise NEC’s Big Data solutions and the cutting-edge technologies from our laboratories that support them. While exploiting our established technological edge in processing large volume and unstructured data and providing our customers with cloud services and state-of-the-art ICT products, NEC shall continue to endeavor to strengthen competitive advantage of our customers with solutions and services that anticipate and exceed their needs and expectations.

  


  
    * Hadoop is a registered trademark or trademark of The Apache Software Foundation.


    * Netezza is a registered trademark or trademark of International Business Machines Corporation.
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    Abstract


    With the aim of achieving timely extraction of valuable information, the need forad hocanalysis of big data is increasing rapidly. This paper describes the reason that the InfoFrame DWH (Data WareHouse) Appliance is attracting attention as a high-speed analysis platform and introduces actual case studies of its use in marketing byad hocanalyses of website access logs.
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    1. Introduction


    Extraction of valuable information from big data requires not only the traditional analytic approach but also anad hocanalytic approach that can appraise data from different angles. In this paper, we describe how the ultrahigh-speed data analysis platform “InfoFrame DWH Appliance” implements the requisite high speed and simplicity for thead hocanalysis of big data. We will also introduce actual case studies ofad hocanalyses of the access logs of websites by introducing InfoFrame DWH Appliance.

  


  
    2. Analytic Approach to Big Data


    Recent progress in the fields of networks and devices and the activation of user community services such as SNS have significantly increased the volume of generated data. Collection, storage and analysis of big data that has previously not been manageable are now becoming possible. However, commercial utilization is still at an early stage in which methodology is still developing.


    Extraction of valuable information from big data requires anad hocanalytic approach that regards data from different angles rather than the traditional analytic approach as represented by sales and customer analyses.


    For the sales and customer analyses methods traditionally adopted by many enterprises, the types of data to be collected and the indices for analysis were already arranged systematically so that there are few issues as to how to advance analysis. On the other hand, since the methodology for extracting valuable information to support planning and decision making as an enterprise strategy and for creating new services using big data is not yet established, the analysis should be advanced carefully. In other words, the analytic approach to big data is mainly via “ad hocanalysis,” which is advanced through trial and error of analysis patterns that are not assumed in advance.

  


  
    3. Big Data andad hocAnalysis


    Big data has the three properties of “large amount, wide diversity and high frequency” and consequently there are three requirements forad hocanalysis.


    
      (1) High speed


      High-speed processing of data of large amounts of some tens of terabytes (TB) to a few petabytes (PB) is necessary.


      (2) Simplicity


      The ability to input, combine and analyze a large diversity of data is necessary.


      (3) Promptness


      The ability to analyze frequently generated data in a timely manner is essential.

    


    Of these three requirements, the one that necessitates special consideration is “simplicity.” With regard to big data analysis being advanced carefully at the present time due to the absence of an established methodology, it is difficult to assume the data types to be combined for analysis in advance, so it is necessary to analyze all data types as the analysis targets. It is because many data types have to be handled in the analysis of big data that “simplicity” is critical for collecting, combining and analyzing various kinds of data.

  


  
    4. High-Speed Analysis Platform forad hocAnalysis


    NEC offers InfoFrame DWH Appliance as the platform for high-speed, simplead hocanalysis of big data. It is an optimized data warehouse appliance product that combines NEC’s high-performance and high-reliability server/storage systems with Netezza architecture and software capable of advanced data search/analysis (Fig. 1).


    
      [image: e120203_01.jpg]

      
        Fig. 1 Configuration of InfoFrame DWH Appliance.
      

    


    In the following subsections, we introduce details of how the InfoFrame DWH Appliance implements the high speed and simplicity required forad hocanalysis of big data.


    4.1 High Speed of InfoFrame DWH Appliance


    In the processing of big data at a scale of some tens of TBs to a few PBs, what is important is “to prevent the data as far as possible from being migrated.” Unnecessary migration of big data leads to I/O bottlenecks and excessive processing in the CPU or memory, which will eventually exert serious effects on the system performance.


    InfoFrame DWH Appliance filters data (elimination of unnecessary data at the same time as data is read from a disk, etc.) at as early a stage as possible in data streaming by using a universal device called the FPGA (Field Programmable Gate Array). The data processing in such a way in the proximity of a disk containing data makes it possible to avoid unnecessary migration of big data (Fig. 2).


    
      [image: e120203_02.jpg]

      
        Fig. 2 Data streaming processing by FPGA.
      

    


    For high-speed processing of big data, the InfoFrame DWH Appliance adopts the MPP (Massively Parallel Processing) architecture. In this architecture, symmetrical multi-processing hosts are connected to the grids of the MPP nodes in order to utilize the MPP grids for dealing with heavy loads such as during data search and analysis. The InfoFrame DWH Appliance ZA100 model is capable of processing a query with 92-processor parallel processing. The parallel execution of big data using the MPP technology allows the InfoFrame DWH Appliance to manifest a high performance in big data handling (Fig. 3).
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        Fig. 3 MPP architecture of InfoFrame DWH Appliance.
      

    


    4.2 Simplicity of InfoFrame DWH Appliance


    InfoFrame DWH Appliance is designed with emphasis on “simplicity” aiming at a “simple appliance configuration.” The data loaded in InfoFrame DWH Appliance is distributed automatically before being stored, without intervention of the database administrator. A query input to InfoFrame DWH Appliance is processed automatically at high speed in the MPP grids. This is possible almost without the advance preparation required in ordinary DB technology, such as database tuning (indexing, partitioning, etc.).


    The “simplicity” of InfoFrame DWH Appliance manifests significant effects in thead hocanalysis of big data. In the big data analysis, which sometimes involves combination of hundreds of data types, it is unrealistic to perform database tuning each time that a new data type is added. Hence the “simplicity” for which no tuning is required, even when a new data type is added. The data can then be used immediately after it is loaded in analyses. This procedure is critical for thead hocanalysis of big data.

  


  
    5. Actual Case Studies of Big Data Utilization Using a High-Speed Analysis Platform


    Attempts atad hocanalyses of big data have been performed successfully by enterprises in the network/communication industries aiming at achieving greater success for their businesses. In this section, we introduce actual case studies of customers who have introduced our InfoFrame DWH Appliance in order to enable prompt and smooth analyses of large amounts of stored web access logs and have utilized the results in marketing and for website improvement.


    5.1 Usage of Web Access Logs


    The web access log is a typical target of big data utilization that is currently at the development stage and it is actually already in use in various business domains. For example, some content planners/developers read the browsing situations (behaviors and actions in websites) of users from the access logs and analyze them in order to improve their websites and develop new services. Some of them also analyze the browsing histories of registered users and use the resulting data in recommendations. On the other hand, sales engineers analyze website access trends to use the results in formulating proposals for promotions and to encourage customer acquisitions.


    5.2 ad hocAnalyses of Web Access Logs


    According to the opinions of our customers who actually execute web access log analyses, the analysis of web access logs is tending to becomead hocrather than typically traditional. For example, when performing an analysis by limiting the target users to those who have utilized specific services or who have browsed specific promotion pages, it is necessary to define the boundaries before each analysis. In order to identify the behaviors and trends of users in detail, it is necessary to combine and analyze several types of data in addition to the web access log data. As seen here, it is because the contents and data of analysis differ depending on the promotional theme or the purpose of planning that the analysis becomes ad hoc.


    5.3 Web Access Log Analysis Using InfoFrame DWH Appliance


    InfoFrame DWH Appliance also manifests high performance in thead hocanalysis of a large volume of web access logs. At NEC, we provide a POC (Proof of Concept) program for customers who are considering introducing InfoFrame DWH Appliance. This provision is intended to let the customers confirm the “high speed” and simplicity” of InfoFrame DWH Appliance when using their own actual data.


    Here is an example in which we have taken the web access log of a customer and applied a POC program to it.


    
      (1) With the previous system, the extraction/aggregation processing of about 1.6 million items of log data including the shop data, member data and contents took about 3-1/2 hours. This compares with the performance of the InfoFrame DWH Appliance that completed the same amount of processing in only 11 seconds.


      (2) We verified the fuzzy search of a web access log with 350 million items (20 GB) using the InfoFrame DWH Appliance, which completed it in 3 seconds.

    


    Our verifications of a few patterns of web access log analyses demonstrated a performance 576 times greater on average compared to those of the previous system, or even as great as about 1,000 times at maximum. Through the POC program, we were able to have the customers highly evaluate the InfoFrame DWH Appliance for its lack of need for special tuning and its minimal operational and management requirements. These results confirm that the introduction of the InfoFrame DWH Appliance makes it possible to provide the results of timely web access log analyses for the persons in charge of content planning/development and sales.

  


  
    6. Conclusion


    As we mentioned in the introduction of actual case studies of web access log analyses, one of the major characteristics of the analysis of big data is that it should adopt anad hocanalytical approach. In the analysis of big data which should be advanced cautiously due to the absence of established methodology, the “high speed” permitting several trials and errors and the “simplicity” of inputting and combining a large diversity of data are important requirements. We have more than 50 corporate customers that utilize InfoFrame DWH Appliance (Netezza) as a solution that is capable of the ad hoc processing of big data by meeting both of the above requirements. In the future, too, we will continue our endeavors so that this solution is utilized as an analysis platform for use in extracting information from big data. This policy will serve the planning and decision making of enterprise strategy and help create new services using big data.

  


  
    *Netezza is a registered trademark or trademark of International Business Machines Corporation.
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    Abstract


    Big data multiplies and changes every day, and the quantity of data and the required computing/processing capability vary between projects. To process big data efficiently, it is necessary to locate the required ICT resources dynamically and scalably in optimum placement. This paper describes the features and effectiveness of ProgrammableFlow that optimizes computer and network resources dynamically using OpenFlow/Software Defined Network (SDN) technology.
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    1. Introduction


    OpenFlow and Software Defined Network (SDN) are attracting recent attention as next-generation network technologies which, in conjunction with ICT resources such as virtual servers, are capable of improving cloud data center operation efficiency. The SDN based on OpenFlow is composed of multiple switches, which transfer data for each flow by following instructions from a controller, and the controller, which performs centralized control of the switches. Centralized control of switches by a controller enables network virtualization and advanced route control. A flexible, highly extensible cloud system can also be implemented by integrating virtual servers and virtual storage devices into a virtual network linked to a cloud controller at a higher level (Fig. 1).
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        Fig. 1 SDN architecture.
      

    


    Big data multiplies and changes every day, and the quantity of data and the required computing/processing capability vary between projects. To process big data efficiently, it is necessary to locate the required ICT resources dynamically and scalably in optimum placement.


    OpenFlow/SDN can implement scalable network extension in conjunction with virtual server resources and advanced route and QoS (Quality of Service) control of priority traffic. Linking the network virtualization technology of OpenFlow/SDN with a big data operations management system makes it possible to build a cloud environment for the efficient processing of big data.


    The OpenFlow protocol connecting the control plane and the data plane is a network protocol being standardized by the Open Networking Foundation (ONF). At NEC, we noticed OpenFlow technology and began supporting related activities from an early stage. In the spring of 2011, leading the world, we started shipment of the UNIVERGE PF Series (hereinafter referred to as “ProgrammableFlow”) based on OpenFlow technology.


    ProgrammableFlow is composed of a ProgrammableFlow controller (PFC) and a ProgrammableFlow switch (PFS).


    ProgrammableFlow was the first implementation of SDN architecture. In addition to implementing OpenFlow technology,it offers additional benefits including network simplification, network virtualization and network visualization (Fig. 2).


    
      [image: e120204_02.jpg]

      
        Fig. 2 Features of ProgrammableFlow.
      

    


    This paper introduces how big data can be processed using ProgrammableFlow, which performs dynamic optimization of computer and network resources.

  


  
    2. Network Infrastructure for Big Data Utilization


    “Big data” refers to collections of various types of data, including text, figures, images, movies and emails, which are increasing explosively today. The rise in attention to big data is backed by an expansion in the use of rich content following the dissemination of smartphone and tablet terminals, an increase in information gathering using various sensors and an increase in the conversion of information into data by humans.


    The utilization of big data requires the processing of a large amount of data in a specified period of time. Since most of big data is unstructured, processes such as storage, search, sharing, analysis and visualization take time. However, the launch of high-speed parallel processing technology, as represented by MapReduce, has triggered the start of the effective utilization of big data.


    MapReduce employs a computational model that successively executes functions such as input, map, shuffle and reduce(Fig. 3).
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        Fig. 3 Computational model of MapReduce.
      

    


    In order to execute processing operations efficiently and to manage operations and configuration flexibly, it is desirable for network infrastructure to be equipped with the following functions:


    
      ・ Virtual networking


      Flexible ICT system configuration and resource assignment by project.


      ・ Network extension


      Flexible network extensibility supporting system scaling according to the volume of processed data.


      ・ Network traffic engineering


      Network traffic control for handling burst data.


      ・ Network monitoring


      Identification of the network traffic situation to enable optimum placement of nodes and data by applying considerations of processing locality.

    


    In the following section, we will introduce these functions as implemented by ProgrammableFlow.

  


  
    3. Functions of ProgrammableFlow


    3.1 Virtual Networking


    Big data is utilized in various scenarios, from traffic management to logistics, healthcare, finance and energy.


    ProgrammableFlow provides a virtual network called a VTN (Virtual Tenant Network) in a cloud environment. Even when there are several projects utilizing the same big data, a VTN is created for each project and ICT resources are assigned flexibly and dynamically to each VTN (Fig. 4).
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        Fig. 4 Virtual network.
      

    


    This feature improves the operational efficiency of the cloud data center because, even if the volume of processed data varies between projects or the necessary ICT resources vary within each project, ProgrammableFlow can easily assign ICT resources in the cloud environment to the projects in need of them or return redundant ICT resources from the projects to the cloud environment.


    3.2 Network Extension


    In order to process big data that is expanding every day, it is desirable for nodes to be flexibly variable. Consequently, the network should be flexibly extensible.


    ProgrammableFlow allows network equipment to be expanded according to performance requirements. Network equipment expansion is possible without interrupting network operation. An expanded switch is extended into a virtual network so that the network equipment expansion is not noticed at the application level.


    When network equipment is expanded, servers and storage devices can also be expanded (scaled out) accordingly (Fig. 5).
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        Fig. 5 Scaling out.
      

    


    3.3 Network Traffic Engineering


    The utilization of big data necessitates the processing of a large volume of data in a short period of time. Since data bursting is involved, temporary bursts should be accepted. What is important is the mechanism for controlling these bursts.


    ProgrammableFlow can flexibly control network flow. It is capable of setting the flow so that important traffic is directed through paths with wider bandwidth and of applying QoS for priority flow processing. Such flow control for the prevention of data transfer delays enables high-speed processing of MapReduce applications.


    Traffic Monitor can be used for bandwidth threshold monitoring. When a value exceeds or falls below the threshold, an SNMP (Simple Network Management Protocol) trap is generated. The SNMP trap becomes the trigger for actions such as letting a Hadoop management node manage the MapReduce application to avoid crowded network paths and switch to another route using the PFC API.


    In addition, ProgrammableFlow supports multipath functionality based on ECMP (Equal-Cost MultiPath) to promote the effective utilization of network resources through the distribution of network loads.


    3.4 Network Monitoring


    A Hadoop management node obtains flow statistics information and network traffic information such as sFlow through the REST I/F of the PFC. Based on the obtained information, the Hadoop management node can optimize node configuration and data processing through optimum placement of the VMs (virtual machines) in which big data processing applications are installed.


    In this process, ProgrammableFlow functions to absorb the effects of VM migrations. Even when a VM is migrated across subnets, it is no longer necessary to review the overall network setting as had been required with traditional L2/L3 networks (Fig. 6).


    
      [image: e120204_06.jpg]

      
        Fig. 6 VM migration.
      

    

  


  
    4. Conclusion


    To handle big data that is expanding every day, MapReduce must be capable of optimum server resource placement and dynamic network control integrated with data processing applications.


    ProgrammableFlow can handle networks with extreme flexibility. It provides a programmable network that makes applications network-aware and allows them to perform the necessary controls.


    As shown in Fig. 7, the Hadoop management node that controls a Hadoop cluster can collect the network information in the Hadoop cluster linked to a PFC and execute the relevant network control through the PFC API.
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        Fig. 7 Example of links between Hadoop and ProgrammableFlow.
      

    


    The handling of big data is expected to be a very critical issue in the future. As part of this trend, we are determined to endeavor toward the implementation of programmable networks with higher flexibility and operability than before.

  


  
    *Hadoop is a registered trademark of the Apache Software Foundation.


    *sFlow is a registered trademark or trademark of InMon Corp.
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    Abstract


    The era of big data is characterized by an increasing need to create new value and new business through the real-time processing of large amounts of data. This processing requires an increase in individual data processing speeds as well as high throughput. This paper introduces the InfoFrame Table Access Method, a memory DB product suitable for real-time big data processing thanks to its high-speed parallel data processing capability.

    


    
      Keywords


      memory DB, real-time processing, high-speed parallel data processing, big data

    

  


  
    1. Introduction


    The recent increase in sensor devices and the computerization of all kinds of information have brought about an explosive increase in the amount of data. Consequently, the need to process large amounts of data in real time and apply the results to business is also increasing.


    This paper introduces the InfoFrame Table Access Method (TAM), a memory DB product capable of creating unprecedented new value in this era of big data.

  


  
    2. Product Concept


    The product concept of the memory DB product TAM is “to process big data at high speed and in real time.”


    The key to the implementation of this concept is to not only increase individual data processing performance but also prevent a drop in throughput performance even with parallel processing of big data.


    The TAM is commercialized with the keyphrase “high-speed parallel data processing,” which means achieving both high speed and high throughput.

  


  
    3. Product Outline


    3.1 Features and Product Configuration


    The TAM implements high system availability and real-time processing under high-traffic conditions with the following features:


    (1) High-speed search/update processing


    
      High-speed data access is achieved by holding the information required for data access in memory.

    


    (2) Excellent concurrent executability


    
      In general, the main factor hindering the concurrent execution of parallel processing threads is resource access conflicts.


      Resource access is controlled to improve throughput performance by increasing the multiplicity of parallel processing (the number of threads).

    


    (3) Recovery combining fast recovery and multi-fault countermeasures


    
      The risk of data loss in the case of multiple faults is dissolved by the replication function, which enables fast recovery from faults, and the journal function, which holds the information required for recovery in the storage device.

    


    With the TAM, the tabulated data stored in memory is called the “memory tables.” The TAM itself is composed of the core data access function called the “table access mechanism,” the “utilities” and the “operation support tools,” as shown in Fig. 1. Among these components, the table access mechanism includes the replication and journal functions described above as well as the API (Application Programming Interface) used for memory table access. The utilities consist of a group of tools used in system operations, including memory table maintenance such as generation and saving as well as operations related to the replication and journal functions. Finally, the operation support tools include a function that collects operating statistics information to identify trends in data quantity increases, etc. and to make future hardware enhancement decisions(extension of CPUs, memory, etc.) and a trace function that is used for performance analysis in the initial period after introduction.
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        Fig. 1 Product configuration of the InfoFrame Table Access Method.
      

    


    In the following section, we will describe the outline of the table access mechanism, which is one of the biggest features and core functions of the TAM.


    3.2 Data Access Functions


    The following two points are important for the real-time processing of big data.


    First, the time taken to process individual units of data should be extremely short (high-speed processing). Second, even when the amount of data processed by a server increases rapidly, the increase should be dealt with by an easy method, such as CPU extension, without large modification of the system architecture (maintenance of throughput performance with respect to data quantity increase).


    The most generally used technique to improve the throughput performance of big data processing is to increase the multiplicity of processing (increasing the degree of parallelism). However, simply increasing multiplicity causes the limit of parallel processing to be reached. This occurs when the processing method used is of a kind that produces a large number of resource conflicts. With such a processing method, increasing multiplicity cannot improve throughput performance because of the overhead for the arbitration of resource conflicts (the processing cost of the exclusion control itself and the cost of context switching accompanying exclusive acquisition queuing and exclusive acquisition).


    Therefore, to process big data at high speed and make it possible to deal with increases in data volume by increasing parallel processing, it is not sufficient to increase the processing speed required for the data access itself. It is also important to ensure that parallel data processing operations are not obstructed by resource conflicts.


    In addition to providing a high-speed data access function, the TAM adopts a data structure and access processing method that can reduce the production of overhead due to resource conflicts.


    (1) Increased data access speed


    
      The TAM employs a simple data access method, which uses the specified part of the record as the key and accesses the records searched using this key (Fig. 2).
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          Fig. 2 Memory table structure.
        

      


      This method can be regarded as a data management method of the KVS (key-value store) type, with which keys and values are stored with correspondence relations assigned for them.


      The information required for access (index part, data part) is placed in memory in the form of a memory table. The data in memory is accessed directly through the API to increase data access speed.

    


    (2) Control of exclusion control overhead


    
      The TAM adopts a processing model that ensures that one of its features, excellent concurrent executability, can be manifested fully. With this processing model, every memory table is updated by only a single thread (Fig. 3). The TAM optimizes the API, lock section and lock granularity according to this model to eliminate access conflicts to the updating target resource and reduce exclusion control overhead.
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          Fig. 3 Processing model.
        

      


      While the number of threads updating a memory table is never more than one, the number of reference threads is not limited to one. Memory table data that is mainly used for referencing is provided with a function for referencing the table data from multiple threads (shared access function).


      The data structure and access processing method described above allow the TAM to improve processing parallelism and throughput performance by extending the CPUs and fragmenting table data according to the increase in data quantity to be processed.

    


    3.3 Recovery Functions


    The TAM has two data recovery functions: the replication function, which replicates table data on other servers throughout the network to cover the risk of data loss due to faults, and the journal function, which recovers a memory table from the update logs stored in the storage and the memory table images.


    In the following, we will describe each of the recovery functions from the viewpoint of the availability and reliability of the system.


    (1) Characteristics of the replication function


    
      The replication function performs sequential synchronization of memory tables between multiple servers (Fig. 4).
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          Fig. 4 Recovery by the replication function.
        

      


      The business AP updates data in the updating target memory table (master memory table) on the job server. The replication function transfers the contents of the data update (update log) to another server through the network to mirror the update in the replica memory table (replicated memory table) in the server at the transfer destination. The server keeping the master memory table at the transfer source is called the master server and the server keeping the replica memory table at the transfer destination is called the slave server. The contents of the memory table are synchronized with the replica table at the time of commitment by the business AP. This time lag of the synchronization between the master memory table and replica memory table prevents the loss of committed data in case of fault of the master server.


      If a master server fault occurs, the system can be recovered by assigning the slave server as the new master server and using the replica memory table.


      With recovery using the replication function, the memory tables are periodically synchronized at the time of commitment so that all that is needed for the data content of the memory table is to establish or discard non-established data. This makes recovery possible in less than a second*1, thereby considerably increasing system availability.


      The redundancy of the replication function can be improved by specifying more than one replication destination or by using more than one line for replication.

    


    (2) Characteristics of the journal function


    
      The journal function holds in storage the information required for data recovery. The information used by the journal function is the update log and the image file of the memory table to be used as the basis for journal recovery (the TAM file).


      Update log information is written cyclically to a raw volume, aiming to reduce overhead throughout the file system. When the write destination volume becomes full and is switched to another volume, the written information is automatically outputted to a log archive file by the TAM’s archive control process (Fig. 5).
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          Fig. 5 Storage of Update Log Information by the Journal Function.
        

      


      The TAM file is generated by a TAM operation command. The memory table image saved as a TAM file contains the contents of the memory table at the time the command is issued.


      Should the memory tables of all the servers be lost due to multiple server faults, etc., the lost data can be recovered by loading the generated TAM file into master server memory and applying the update log information in the archive file to the memory table (roll forwarding) (Fig. 6).
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          Fig. 6 Recovery by the Journal Function.
        

      


      With the TAM’s journal function, dual output destinations can be specified for the TAM file, log volume and archive file. This can improve reliability by reducing the risk of data loss due to multiple faults compared to the case in which only the replication function is used.


      With the TAM, either or both of these recovery functions can be selected according to the requirements of the system (availability, reliability).

    

  


  
    *1 Recovery time varies depending on the environment, configuration and usage. The specified recovery time is not guaranteed under arbitrary conditions.

  


  
    4. Conclusion


    The memory DB product TAM boasts the achievement of being the platform-related product of a career-type system processing a large number of events or a financial-type system performing real-time distribution. With high reliability and high availability, this product is capable of real-time processing of big data.


    We expect that the need to create new value and new business by utilizing in real time the growing amount of data in the big data era, as well as the data that has not yet been utilized, will rise every day in the future.


    We are determined to continue feedback of our customers’ opinions and enhance these technologies further so that our product can satisfy customers even more than it does today.
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    Abstract


    The age of the information explosion has recently been raising various opportunities for big data analysis. On the other hand, the progress in hardware developments has seen a significant increase in the capacities of mountable memories. The InfoFrame DataBooster has been meeting the needs for high-speed processing of big data by using an in-memory data processing technology based on column store. This paper introduces differences between the regular RDB and the InfoFrame DataBooster. It goes on to discuss the background and method of development of the SQL interface of the latest version, the method of use of the InfoFrame Databooster and the application domains (case studies).
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    1. Introduction


    According to the Green IT Promotion Council, the amount of information distributed in society in 2025 will be 200 times that of 2006. This will be caused by a rapid increase in the data generated by sensors and other devices, structured data such as corporate transaction data and log data, and unstructured data such as video, audio and Internet images, TV and radio. However, the distributed data is still not fully utilized, which makes the creation of new values from the large amount of data an important issue for the future.


    In order to achieve this issue, the necessity of processing and analyzing various types of big data is increasing dramatically. At NEC, we categorize the big data processing products into three layers. These are the “data/media analysis layer,” the “correction/integration layer” and the “platform layer” (Fig. 1).
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        Fig. 1 Big data processing products.
      

    


    The InfoFrame DataBooster (hereinafter referred to as the DataBooster) is a product belonging to the collection/integration layer, specifically an in-memory type column-oriented (column store) DB. In the next section 2, we discuss the reason why the in-memory type data processing products are becoming important.

  


  
    2. Background to the debut of In-Memory Data Processing


    The need to reduce processing time in order to deal with the increase in the data volume can be dealt with by enhancing the CPU performance. However, in data processing, it is more effective to reduce the time taken for I/O (input/output). This reasoning has led to the data processing time technique by holding data in memory rather than in storage. However, this technique is disadvantageous from the viewpoint of cost because memory is not only faster but is also more expensive than storage.


    Nevertheless, since 2010, the significant increase in the memory quantity mounted per server has been reducing the cost per unit data (Fig. 2). As of June 2012, there is even a server that can incorporate up to 2 TB of memory (Express5800/A1080).Such a product makes it possible to create an environment that does not use both storage and memory but holds data to be processed exclusively in the memory. This trend has reduced the time of I/O processing of the data processing considerably.
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        Fig. 2 Memory quantity increase and cost reduction.
      

    


    As servers with higher memory capacities are expected to be marketed in the future, the in-memory data processing is expected to attract even more attention.

  


  
    3. Data Processing Technology with a Different Application Domain


    The relational database (RDB) that became available in the 1980’s is in charge of all data processing operations including updating such as the OLTP (On-Line Transaction Processing) as well as for aggregation such as via the OLAP (On-Line Analytical Processing). However, the recent leap in the data quantity has made it difficult to respond to current storage needs using the RDB alone. The trend has increased interest in other techniques including the KVS (Key Value Store) suitable for massive updating with a high scale-out potential and MapReduce, a strong big data analysis solution. Among these solutions there is one called the “column store data model” (hereinafter “column store”).


    The “column store” stores data in a table format like the ordinary relational data model (hereinafter the “relational”). The difference lies in the fact that the “column store” deals with the data of each column collectively while the “relational” stores data per record (row).


    This difference gives the “column store” two advantages, one of which is an increase in the referencing speed. In other words the “relational” is required to read all of the records until the target record is reached, while on the other hand, “column store” stores data in columns so that only the column of the target record is read.


    The second advantage is a reduction in the stored data quantity. Since the “column store” stores data per column, overlapping often occurs so that compression of the data is easy. In Fig. 3, for example the “relational” has to read eight records in order to check the presence of data on the “Lecture Date” of May 10th. Meanwhile, since the “column store” stores data per “Lecture Date” column, it is not necessary to read the “Student ID” or “Lecture Topic” data. Such compression also contributes to an increased referencing speed.
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        Fig. 3 Differences between “relational” and “column store” databases.
      

    

  


  
    4. Features of the InfoFrame DataBooster


    The DataBooster adopts a technique that is obtained by optimizing the “column store” for in-memory use.


    As shown in Fig. 4, the DataBooster separates the table-format data into a unique structure that is composed of three vector components including the order set “Ordset,” value number “VNo” and value list “VL” and deploys VL on the memory in the sorted form, so the consumed memory capacity can be reduced and the data search speed can be increased. In addition, the speed of the entire processing procedure can also be increased by executing batch processing per column instead of by the usual sequential processing per record.


    
      [image: e120206_04.jpg]

      
        Fig. 4 Internal data structure of DataBooster.
      

    


    Thanks to the technology specialized in memory access and the large memory capacity, the DataBooster can manifest a very high-speed performance in processing operations executed in batch mode, such as aggregation and data cleansing.


    For instance, if an increase in the data quantity makes it impossible to finish the nighttime batch processing for data mart creation by the next morning, the business of the next day will be affected. In such a case, the high speed of the DataBooster enables completion of the processing in time and also permits allocation of time to other operations than the batch processing such as backup.

  


  
    5. Development and Implementation of the SQL Interface


    5.1 Use of PostgreSQL


    The standard API of the DataBooster uses C-language and Java. As each API executes a single function such as sorting, aggregation, search, join or computation, programming becomes easy and highly productive once accustomed.


    However, because the positioning of the DataBooster as a product is supplemental to the database and the users of the product often have experience in database systems, we have added an interface for executing SQL statements using the JDBC in DataBooster V4.1 (released in November 2011).


    In the development of the SQL interface, the SQL statement processing component employs the PostgreSQL. This is not only used in lexical and syntax analyses but also in the subsequent processing such as in the execution planning and execution components. Therefore, SQL statements that cannot be executed with the DataBooster function alone, such as the functions not found in the DataBooster, are processed using the PostgreSQL functions.


    The DataBooster SQL can execute most of the SELECT, INSERT, UPDATE and DELETE statements supported by the PostgreSQL. In addition, it can also execute PREPARE, EXECUTE, EXPLAIN, etc.


    Before starting processing (selection, updating, etc.), the processing target table needs to be defined and its data deployed in memory. This is done using the COPY statements of the DataBooster-original specifications that can be imported from an external CSV-format file. Unlike ordinary RDBs, the access using the JDBC (Java DataBase Connectivity) links the DataBooster library to the application so that everything proceeds via the same process.


    5.2 Properties and Issues of DataBooster API


    As the degree of freedom related to the formulae described in the search conditions and calculations of the DataBooster APIs is low compared to ordinary SQL, processing of a search condition with a high degree of freedom like the SQL is implemented by combining more than one processing operation. For instance, if there is a search condition “WHERE column A = column B + 1,” column X is newly added and column B+1 is stored in this column. Then, “1” is stored if column A and column X are same, and “0” is stored if they are different. Finally, search is executed by assigning the condition of column X = 1 to column X. In this way, we use the DataBooster for processing whenever possible by omitting the lexical and syntax analyses, planning, etc. of the SQL so that the DataBooster can manifest its high-speed function.


    The DataBooster has a “column transfer” function to perform JOIN. This function makes it possible to add a column of one of the combined tables to the other table. This function can increase the performance speed of JOIN, but it is difficult to determine the column to be transferred or to judge if it is possible to execute the subsequent processing simply by transferring the column. In the future, we will implement a DataBooster capable of efficiently executing these kinds of processing in order to improve performance and usability.


    Addition of the SQL interface has improved the productivity of application developers accustomed to the SQL language. Nevertheless, since the standard APIs of the DataBooster use the C-language and Java, it is recommended to use a C/Java API if it is required to secure a high enough speed or develop an efficient program. The C/Java APIs are capable of processing per function so program design, reuse of interim results, performance estimation, tuning and debugging are easily performed.

  


  
    6. Usage Images of the InfoFrame DataBooster


    In the present section, we describe usages of the technology by introducing two case studies as examples.


    Identifying how users access a website that has been published externally by an enterprise is indispensable for improving its products and services. If the enterprise is a popular one, the access log contains a huge amount of data so that a long time is required to collect data, process it in an analyzable form and store it in the analysis database (RDB). As a result, the following two points become important issues.


    
      1) Impossibility of timely referencing of analysis results.


      2) Necessity of limitless additional purchases of servers and data processing software licenses for use in parallel processing to support data processing speed increases.

    


    The DataBooster can solve these issues. Its high-speed data processing ability can shorten the time taken for storage in the analysis RDB to a fraction of its previous configuration (from a few hours to about 15 minutes in the case of Fig. 5). Therefore, the user can obtain fresher analysis data than before. Assuming that the same data processing is performed, the DataBooster can work with fewer CPU cores than other data processing-capable software such as the ETL (Extract/Transform/Load). Consequently, the number of servers can be smaller assuming that servers with the same number of CPU cores are available. Even when the amount of processing increases, the number of server additions can be smaller than for other data processing-capable software.
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        Fig. 5 Case 1: Access log aggregation system.
      

    


    Next, let us introduce a case in which the DataBooster is used directly as a data analysis tool.


    For example, when it is required to forward direct mails and product catalogues to end users, sending them arbitrarily leads to wastage of costs and time. In addition the corporate image might suffer if information on a product is sent that does not find the specific end user. Therefore, in general, the most effective approach target is confirmed from the corporate sales data before sending direct mails and product catalogues. However, an issue arises here. If the stored sales data is huge, a long time is necessary merely to extract data for the analysis. Furthermore, when the extracted data is analyzed in terms of age, area, sex and articles purchased in the past, the time until the results are obtained will be so long that sometimes the analyses might be abandoned because of the time factor. When the DataBooster is introduced in such a case (Fig. 6), the following merits can be obtained.


    
      	Data search and analyses in a few seconds.


      	Analyses with more detailed conditions than before.

    


    
      [image: e120206_06.jpg]

      
        Fig. 6 Case 2: Data analysis system.
      

    


    This allows the enterprise (sales department) to approach specific end users in a timely manner, thereby improving the business winning rate and reducing wastages in cost and time.

  


  
    7. Conclusion


    Now is the time that data processing should be performed by selecting suitably focused software. With its speedy processing capability the DataBooster is expected to be utilized universally as a solution for dealing with the anticipated increase in data processing times.

  


  
    *Hadoop is a registered trademark or trademark of The Apache Software Foundation.


    *Intel and Xeon are trademarks of Intel Corporation in the U.S. and other countries.


    *Java is a registered trademark of Oracle Corporation and/or its affiliates in the U.S. and other countries.


    *PostgreSQL is a registered trademark or trademark of PostgreSQL Global Development Group.
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    Abstract


    Existing relational databases experience problems when used with big data because they cannot deal flexibly with increases in the amount of data and number of accesses (scaling out). On the other hand, key-value store is an advanced technology but it is also troubled by the problem of lacking data access with SQL and the transaction processing required for mission-critical operations. The InfoFrame Relational Store (IERS) is a scale-out-capable database software optimal for big data utilization equipped with 1) SQL interfacing, 2) transaction processing and 3) high reliability that makes it applicable to mission-critical operations. This paper introduces the features of the IERS and its architecture.
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    1. Introduction


    The recent expansion of cloud computing services and the rapid dissemination of smartphones and sensor devices have brought an explosive increase in the amount of data distributed inside and outside enterprises, including user information, data collected from various sensors and text data sent by SNS. It is now indispensable to utilize this “big data” overflowing around enterprises in order to improve their competitiveness.


    The utilization of big data requires a database for storing these large and increasing amounts of data. The traditional RDB (Relational DataBase) is capable of storing big data through partitioning into multiple databases. However, with an RDB, the application needs to process data using the data shared between databases. As a result, extending the database scale in the middle of operations by adding new servers according to the increase in data quantity and access count, or scaling out, has been difficult.


    On the other hand, KVS (Key Value Store) is attracting attention as a database capable of scaling out. KVS achieves scale-out using a structure that manages data as pairs of “the key that is the index of the data” and “the value that is the actual data.” Nevertheless, since KVS is not capable of transaction processing and is not equipped with a unified standard interface such as SQL (Structured Query Language), the application developer must master the design skill for each KVS product to be used.


    At NEC, we recently developed the InfoFrame Relational Store (IERS), a scale-out database optimal for big data utilization, which makes it easy to design a system featuring flexible scalability according to increases in data quantity and access count as well as high reliability, and started providing it in April 2012.

  


  
    2. InfoFrame Relational Store, a Database Optimal for Big Data Utilization


    The IERS is a new breed of database software for the big data era, providing both the advantages of the existing RDB and those of the advanced KVS technology (Table). It can build a system using commodity servers and improve data processing capability linearly by increasing these servers. This section describes the individual features of the IERS and their effects.


    
    
      Table Features of the InfoFrame Relational Store.
    
[image: e120207_01.jpg]


    2.1 Scale-out


    When the amount of data to be stored with the IERS or the number of accesses to the IERS increases, the database scale(the data quantity that can be stored and the access count that can be accommodated) can be extended (scaled out) linearly by adding new servers. The IERS can process queries from applications even in the middle of scale-out, so operations do not need to be stopped during system extension as is the case with RDB.


    The initial installation cost of an RDB is very high because it is necessary to predict future demands (maximum data quantity and access count) and introduce a database with a scale supporting the predicted demands from the beginning. With the IERS, on the other hand, a small start with a lower initial installation cost than with an RDB is possible because it is only necessary to build a database matching the current demand.


    2.2 SQL Interface


    The IERS can develop business applications using the SQL interface.


    Application assets developed for an RDB can be reused for the IERS and applications can be developed using SQL, which is already familiar to many developers. When we introduced the IERS for advance testing in the image management service of BIGLOBE, an internet service provider, we were able to demonstrate a high diverting capability for 99% of existing application programs. (The diversion rate is dependent on the types and number of SQL statements issued in the application program.)


    2.3 Transaction Processing


    Since KVS uses an architecture in which duplicated key-value data is distributed among multiple servers, it has difficulty with transaction processing that updates data while maintaining data consistency. The IERS adopts the “microsharding mechanism”1) developed by NEC Laboratories America, Inc. to implement the transaction processing indispensable for mission-critical operations.


    Support of transaction processing allows the IERS to be applied to online transaction services that have been unable to use KVS because of considerations of data consistency (e-commerce sites, telecommunications carriers, financial institutions, etc.).


    2.4 High Reliability


    The servers processing transactions (transaction servers) and those storing actual data (storage servers) save data in multiplexed storage on multiple servers.


    A transaction server performs synchronous replication of the data managed by the master server on backup servers (two or more units recommended). When a backup server detects a fault with the master server, it can take over master server operations and complete recovery within one second.

  


  
    3. Architecture of the InfoFrame Relational Store


    The IERS is composed of 1) Partiqle servers that process data accesses from applications, 2) transaction servers that execute in-memory transaction processing by minimizing disk accesses and 3) storage servers that store the actual data (key-value data) on disks for permanent storage (Fig. 1). Any of these servers can be built using a commodity server on which Red Hat Enterprise Linux 5 can run and the storage servers store the key-value data on the built-in disks of the commodity servers.


    
      [image: e120207_02.jpg]

      
        Fig. 1 Architecture of the InfoFrame Relational Store.
      

    


    This system enables meticulous scale-out according to the required purpose by adding Partiqle servers against increases in application accesses, transaction servers against increases in updated data quantity and storage servers against increases in stored data quantity. Any server can be scaled out while applications are running, so the system can be applied to mission-critical operations.


    3.1 Partiqle Servers


    An application can utilize the SQL interfaces provided by Partiqle servers by loading the JDBC driver for IERS. After connecting to the desired Partiqle server, the application issues SQL statements such as SELECT, UPDATE or INSERT to the Partiqle server. The Partiqle server interprets the SQL received from the application and automatically creates an execution plan out of the API for controlling the key-value data (hereinafter called the “KVS-API”). If it is a transaction execution plan, it acquires the data to be updated/referenced in the transaction from the storage server and loads the data into the memory of a transaction server for updating and referencing. If it is an execution plan of a reference request, not a transaction, it references the data to be stored in the storage server directly by bypassing the transaction servers.


    The possibility of using SQL interface frees application developers from the need to have knowledge of the KVS-API. However, the execution plan created automatically by a Partiqle server controls the key-value data by specifying the key in the same way as with KVS. As a result, if the SQL is a reference request like SELECT, for example, it is suitable for big data search using a key (which corresponds to the index with an RDB) (a search in which the key is specified as the equal condition for the WHERE clause) but not suitable for a full-data search. It is therefore necessary to design the workload with an awareness of these properties.


    3.2 Transaction Servers


    Transaction processing can be used by means of the microsharding mechanism (Fig. 2). Upon reception of a transaction, the transaction server collects all the key-value data to be updated or referenced in the transaction section from the storage servers. Applying the in-memory database technology, the transaction server aggregates the collected multiple items of key-value data into logical units called “microshards” for use as memory caches. The transaction server completes the transaction at the moment it has written the updating logs in the microshards into memory and returns a commitment success notification to the application.
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        Fig. 2 Microsharding mechanism.
      

    


    With transaction processing using the microsharding mechanism, the transaction is completed on a single server, rather than multiple servers, so highly efficient transactions are possible without using complicated commit processing such as the two-phase commit protocol. Since a transaction can be completed by appending an update log to the microshards in the memory of a transaction server, transactions can be processed at high speed by minimizing disk accesses to the storage servers.


    The microshards in memory are saved on multiplexed storage by means of synchronous replication by multiple transaction servers. In addition, the update history of the multiple items of key-value data aggregated in the microshards is reflected asynchronously on the disks of storage servers at a certain interval for permanent storage. The multiplexing and permanent storage of data make it possible to protect data securely even in cases of transaction server failure.


    Even if the transaction server working as the master server fails, the backup transaction server detects the failure from the “heartbeats” exchanged periodically between transaction servers and promotes itself automatically as the master server to take over its operations.


    Other technical features of the transaction servers include the following:


    ・ Simultaneous transaction execution control using optimistic lock


    
      RDBs generally employ a pessimistic lock, which locks the update target data of execution of a transaction while applying exclusive processing to other transactions. On the other hand, the IERS adopts an optimistic lock, which reads the version number embedded in the update target data (microshard) in advance and applies exclusive processing by comparing the read-out version number with that after the data write. If the two version numbers are different, it is judged that another transaction that has been processed in parallel has updated the data before the current transaction and that the commit has therefore failed. As the optimistic lock does not use shared resources such as lock control information, it makes scale-out easier.

    


    ・ Auto-leveling of transaction server processing loads


    
      Transaction server memory usage is permanently monitored and the processing amounts of transactions are redistributed automatically so that the processing loads of the transaction servers are leveled. This makes it possible to utilize all of the transaction server resources effectively in a well-balanced manner even when the number of servers has increased after repeated scale-outs.

    


    3.3 Storage Servers


    The storage servers employ Voldemort2), an open-source KVS system. The key-value data received from the transaction servers is saved using multiplexed storage on multiple storage servers for permanent storage.


    When a new storage server is added, part of the data stored on other storage servers is migrated to the newly added server. This contributes to leveling the deviations in disk usage between storage servers. If the data migration source server receives a referencing request during migration and cannot find the requested data, the data migration destination server is identified and the reference request is routed to the destination server. This ensures scale-out of storage servers without interrupting operations.

  


  
    4. Conclusion


    The InfoFrame Relational Store is a scale-out-capable database software that lowers the hurdles of big data utilization by means of 1) data access using SQL, 2) transaction processing using the microsharding mechanism and in-memory database technology and 3) high reliability to make the software applicable to mission-critical operations.


    In the future, we will study linkage with Hadoop to deal with processing for which performance is hard to manifest due to coverage of a wide range of data (batch processing, etc.) and also expand the SQL support range. At NEC, we are determined to enhance this product continually through joint verification with customers and to promote other efforts toward the more active utilization of big data.

  


  
    *Linux is a registered trademark or trademark of Linus Torvalds in the U.S. and other


    *Red Hat and Red Hat Enterprise Linux are trademarks of Red Hat, Inc. in the U.S. and other countries.


    *Hadoop is a registered trademark or trademark of The Apache Software Foundation.

  


  
    References


    
      1) Junichi Tatemura, Oliver Po, Hakan Hacigumus: “Microsharding: A Declarative Approach to Support Elastic OLTP Workloads,” ACM SIGOPS Operating Systems Review, Vol. 46, Issue 1, 2012.1
    


    
      2) Project Voldemort:A distributed database,(refer to 2012.7)

      http://project-voldemort.com/
    

  


  
    Author's Profiles


    
      SUKENARITeruki
    


    
      Assistant Manager

      3rd IT Software Division

      IT Software Operations Unit
    


    
      TAMURAMinoru
    


    
      Manager

      3rd IT Software Division

      IT Software Operations Unit
    

  


  
    
      Special Issue on Big Data
    


    
      Big data processing platforms
    

  


  Express5800/Scalable HA Server Achieving High Reliability and Scalability


  
    NASUYasuyuki
  


  
    Abstract


    Locating the target data as close as possible to the CPU is of importance in the high-speed processing of a large amount of big data. The Express5800/Scalable HA Server series are servers optimized for use as big data processing platforms capable of using a large-capacity memory of up to 2 TB. Building a high cost-efficiency system using a high-speed PCI Express SSD is attracting recent market attention. The Express5800/Scalable HA Server series products are suitable for such a system because they support multiple I/O slots. This paper introduces their excellent advantages and discusses the actual examples in which their features may be usefully applied.
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    1. Introduction


    Some technologies are attracting attention for use in efficient, high-speed analyses of the big data that continues to multiply. Among them, the parallel distributed processing and in-memory processing are the two technologies that are receiving the most attention. The representative product applying the parallel distributed processing technology is the open-source middleware “Hadoop.” This product implements high-speed big data processing by finely dividing a large amount of data, applying distributed parallel processing and aggregating the results. On the other hand, in-memory processing enables data updating and analysis at ultrahigh speeds by the short term placing of part or all of the processing target data in the main memory. When the amount of processed data is too large to be placed wholly in the main memory, a high efficiency system may be built by utilizing newly developed high-performance storage devices such as a PCI Express SSD (Solid State Drive).

  


  
    2. Outline of the Express5800/Scalable HA Server Series


    The Express5800/A1080a (Photo 1) is the high-end model of the Express5800/Scalable HA Server series. It is a high-performance server capable of simultaneous parallel processing of 160 threads by integrating up to 8 CPUs of the Intel Xeon processor E7-8800/4800 product family that have up to 10 cores per CPU. With a large-capacity memory of up to 2 TB, and 14 PCI Express slots, it is a server optimized for use as a big data processing platform that is capable of processing a large amount of data with high efficiency.


    
      [image: e120208_01.jpg]

      
        Photo 1 External view of the Express5800/A1080a and the Express5800/A1040a.
      

    


    The Express5800/A1080a is available in three variations. These are the A1080a-S with a node for up to 4 CPUs, the A1080a-D with two nodes for up to 4 CPUs and the A1080a-E with a node for 8 CPUs. As shown in Fig. 1, these various types may be exchanged or extended easily as required. For example, if the required processing capability is small, the A1080a-S may be first introduced in order to reduce the initial cost and subsequently its performance may be improved to that of the A1080a-E if an improved processing performance is required.


    
      [image: e120208_02.jpg]

      
        Fig. 1 Diagram of the model change.
      

    


    “Long-term maintenance-guaranteed models*1” are also available, with which the servers may be used securely for up to ten years by concluding a long-term maintenance service agreement. Extension of the server life will reduce the high cost of system updating that would accompany a replacement of servers.


    In addition, the Express5800/Scalable HA Server series also includes other products for dealing with various mission-critical tasks. The Express5800/A1040a incorporates up to 4 CPUs and a 1 TB large-capacity memory with an 80-thread simultaneous parallel processing capability (Photo 1). The Express5800/A1020a*1 (Photo 2) incorporates up to 2 CPUs of the Xeon processor E5-2600 product family that have up to 8 cores per CPU with up to 384 GB memory and a 32-thread simultaneous parallel processing capability.
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        Photo 2 External view of the Express5800/A1020a.
      

    


    The Express5800/A1080a and Express5800/A1040a achieve high reliability thanks to the EXPRESSSCOPE engine SP2 that features an excellent fault analysis capability/diagnosis function. They also benefit from the outstanding design and the rigorous shipment inspections based on our high-reliability parts selection criteria that result from our long years of mainframe development.


    For use with the Express5800/Scalable HA Server series, we offer the “Enterprise Linux with Dependable Support” to support construction of a Linux platform for mission-critical tasks. Together with the “MC SCOPE,” a platform middleware product that enables detection and investigation into the causes of system faults, and “Linux Dependable Support.” This is a Linux support service related to technology and operation that implements a highly accessible Linux-based system. *2


    2.1 Express5800/A1080a Architecture


    The Express5800/A1080a-E connects eight CPUs via a high-speed interface called the QPI (QuickPath Interconnect) to achieve high performance and scalability. The QPI interface is also used to connect two CPUs and one IOH (I/O Hub) (Fig. 2).
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        Fig. 2 Block diagram of the Express5800/A1080a-E.
      

    


    Each CPU has 16 DDR3 DIMM slots that are connected via four MBs (Memory Buffers,) so up to 128 DDR3 DIMM slots may be used. 128 16 GB DIMMs are used to deal with the large-capacity memory of up to 2 TB.


    Each IOH has 3 or 4 PCI Express 2.0 slots that can mount up to 14 PCI Express cards. Among the 14 PCI Express slots, two of them support 16 lanes.


    2.2 Capacity Optimization (COPT) Function


    The product lineup of the Express5800/A1080a series includes a model that supports the COPT (Capacity Optimization) function. This function makes it possible to introduce reserve CPU cores in the disabled (unavailable) status and to enable each of them individually whenever necessary during operation. This system not only facilitates countermeasures to deal with increased loads but also makes it possible to eliminate unnecessary investment if the software in use requires the same number of licenses as the number of CPU cores used. The number of software licenses can be as small as being equal to the number of CPU cores, even if the CPUs need to be increased in order to increase the memory capacity or to use many PCI Express slots.


    2.3 RAS Function of Express5800/A1080a and Express5800/A1040a


    The RAS (Reliability, Availability and Serviceability) of the main memory is important for the secure use of a large-capacity memory.


    These servers support the DDDC (Double Device Data Correction) function that can correct errors while continuing the system operation even if the two DRAM chips forming the main memory fail simultaneously.


    They also support the demand scrubbing function that reads the main memory, corrects the detected correctable errors and writes the corrected data back in the main memory. A patrol scrubbing function reads the entire data in the main memory in a certain period and corrects any detected correctable errors before they degrade into uncorrectable errors.


    In addition, when the Windows Server 2008 R2 is used, these servers can access the MCA (Machine Check Architecture) Recovery function. This function reduces the potential for system failure due to uncorrectable errors being detected by the hardware during writing the cache memory data back into the main memory and during patrol scrubbing of the main memory. This is done by recovering or restarting the process related to the data in the error locations in association with the OS.

  


  
    *1 At present, this model is available only in Japan.


    *2 At present, this service is available only in Japan.

  


  
    3. Actual Examples of Use with Big Data


    The Express5800/Scalable HA Server series inherits the design concepts of NEC supercomputers and mainframes that have evolved over long years. It can thereby offer excellent performance together with high reliability and availability. These servers are adopted in many enterprise based mission-critical systems due to their excellent characteristics. When they are combined with the big data processing software introduced in the following subsections, they can also build big data platforms with high cost efficiencies.


    3.1 InfoFrame TAM (Table Access Method)


    The InfoFrame TAM (Table Access Method) is an in-memory database management software product that processes a large amount of transactions in real time by placing the processing target data in memory. With the Express5800/A1080 series the COPT function is used, the Express5800/A1080a incorporates the COPT function and can therefore optimize the customer’s investment because the customer is required to purchase the same number of InfoFrame TAM licenses as the number of necessary CPU cores regardless of the mounted memory capacity.


    This software was introduced with scalable HA servers with PCI Express slots that can be expanded up to 14 slots together with Enterprise Linux with Dependable Support in the construction of the next-generation information distribution platform of QUICK Corp., which is Japan’s biggest financial information vender. As a result, we were able to implement a mission-critical service platform for the high-speed distribution of a large amount of information in the order of milliseconds.


    3.2 InfoFrame DataBooster


    The InfoFrame DataBooster is a software product that performs ultrahigh-speed data processing by means of an optimized data structure, processing algorithms and efficient internal parallel processing. As it executes processing after storing data in the memory, the use of a scalable HA server that can handle a large-capacity memory of up to 2 TB is secure, even if the data quantity is increased subsequently. Additional CPUs may sometimes be required in order to increase the memory capacity. However, if the Express5800/A1080a is used, the memory capacity can be increased without adding core licenses of the InfoFrame DataBooster, thanks to the built-in COPT function.


    3.3 SAP HANA


    The SAP HANA (High-Performance Analytic Appliance) is an in-memory software product of SAP AG. Its featured high speed is made possible by compression of the databases of both column and row structures as well as by provision of those database with an in-memory processing. At the SAP Global Competence Center in Germany, NEC engineers verified the Express5800/A1080a and Express5800/A1040a in cooperation with SAP and SUSE engineers, which subsequently obtained approval as servers for the SAP HANA.


    In marketing the appliance servers for the SAP HANA, we adopted the SLC-type FlashMAX, of Virident Systems, Inc., USA (Photo 3,) a flash storage that has excellent write performance, in order to enable maximum performance.


    
      [image: e120208_05.jpg]

      
        Photo 3 Virident Systems “FlashMAX.”
      

    


    The FlashMAX is a PCIe SSD. Unlike the SSDs connected via the same interface as the HDD such as the SAS and SATA, it is connected to the server by PCI Express to achieve high write/read throughputs.


    Since the Express5800/A1080a has up to 14 PCI Express slots, a sufficient number of network interface cards and storage interface cards can be mounted, even when several FlashMAX cards are in use. This makes it possible to build a real-time analysis platform that matches the needs of the era of big data.

  


  
    4. Conclusion


    In the above, we introduced the Express5800/Scalable HA Server series that features high scalability optimized for use in big data processing platforms.


    The Express5800/Scalable HA Server series functions not only as a big data processing platform for use in processing big data. The excellent reliability and availability also ensure that the series will continue to evolve as servers that can be used securely in platforms for supporting mission-critical tasks and in private cloud systems.

  


  
    *Hadoop is a registered trademark or trademark of The Apache Software Foundation.
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    Abstract


    Development of technologies for the processing of “big data” has recently been advanced by network-related enterprises. Apache Hadoop is attracting attention as an OSS that implements storage and distributed processing of petabyte-class big data by means of scaling out based on the above technologies. NEC has conducted the test for the ability of Apache Hadoop for enterprise use and has built systems according to its characteristics. For the sizing of Apache Hadoop that is usually regarded to be difficult, NEC has developed a technology for size prediction by means of simulation. This paper introduces these technologies.
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    1. Introduction


    “Big data” and “Open-source software (OSS)” are two of the keywords attracting attention recently in the IT field. NEC has been conducting the technical test for the ability of Apache Hadoop for enterprise use(hereinafter “Hadoop”), which is one of the OSSes attracting attention in the field of big data. One purpose for this verification is to clarify differences from the traditional technologies related to the distributed processing platform such as the DWH (Data Warehouse) and big data and to define their comparative advantages.


    In this paper, we first outline the fields of application of Hadoop in section 2 and describe case study of Hadoop applications and then go on to discuss points to be considered in the actual system construction in section 3. Finally, we introduce a simulator that has made it possible to demonstrate the Hadoop performance to get the best performance.

  


  
    2. Hadoop, Its Real Ability


    Hadoop is a framework developed as an OSS based on papers published in 2004 by Google Inc. that deal with the “MapReduce” distributed processing and the “Google File System.” It is attracting worldwide attention as a realistic means of processing big data.


    2.1 Design Concept of Hadoop


    In order to implement large-scale distributed processing, Hadoop has been developed under the following design concept.


    ・ Linear performance expansion by scaling out


    
      Hadoop is designed as a scale-out type processing system that can expand its performance by means of parallel distributed processing using multiple nodes. In general, a scale-out type processing system provides the linear improvement of performance and price following a server extension and enables control of performance limitations and sharp cost increases (Fig. 1).


      
        [image: e120209_01.jpg]

        
          Fig. 1 Characteristics of a scale-out type processing system.
        

      


      However, in reality, communications traffic between the increasing numbers of servers cause a bottleneck so that the extended server numbers eventually reach a limit. Meanwhile, the Hadoop framework can remove the bottleneck by distribution of the communications between servers, reduction of the load of the master server and decentralization. It therefore enables construction of a larger cluster (group of servers).

    


    ・ A framework that provides distributed processing


    
      To process big data efficiently with a scale-out type server cluster, a distributed parallel processing architecture that takes advantage of the number of servers is effective. The Hadoop framework uses a processing system called MapReduce in the development so that optimum distributed processing is automatically executed in the server cluster. This processing program is distributed automatically among the Hadoop slave servers and the results of the distributed processing are later aggregated.

    


    ・ Unstructured data processing capability


    
      Compared to the processing programs handling structured data such as the RDB (Relational Database), the Hadoop as a distributed processing framework can execute various programs on the stored data. It is therefore suitable for conversion and analyses of unstructured data, for example in the mining of documents and logs and for the conversion of image data formats.

    


    ・ Fault resistance enabling use of a large number of common servers


    
      When a server cluster is configured with thousands of servers, failures of servers and disk devices should not be considered as “exceptions” but as normally occurring events from the viewpoint of probability. Hadoop creates replications automatically when storing data and, in case of an issue with a server, data block or assigned processing program, the processing is assigned to the data replication in another server. This strategy allows it to avoid system shutdown due to a fault in a server or disk device. Data lost by a server or disk device failure is restored because normal replication is independently created in a normal server (Fig. 2).
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          Fig. 2 Data replication and auto recovery.
        

      

    


    ・ Throughput oriented


    
      The design concept of general RDB is to aim at securing low latency by maintaining consistency with the use of complicated mechanisms such as lock and queue. On the other hand, Hadoop does not update data in order to eliminate complicated mechanisms but always presupposes to write new data (Write Once Read Many). As large numbers of slave servers are concurrently storing input and output data, throughputs can be secured for inputs and outputs of big data.

    


    2.2 Fields of Applications of Hadoop


    Hadoop has started to be used mainly in the following three fields.


    ・ DWH enhancement


    
      Hadoop can be applied in DWH processing for access log analysis of a website, data mining, risk analysis, etc.


      In this field, there have been attempts at improvement of the analysis accuracy by performing big data storage, data processing and processing target data filtering at the prior stage of the existing DWH. This procedure was aimed at making the existing DWH solutions capable of handling big data that could not previously be handled.

    


    ・ Big data handling


    
      Hadoop may also be applied in the processing of big data that was not able to be handled by traditional systems.


      Coupled with the advancement of life log and M2M (Machine-to-Machine) technologies, Hadoop has started to be applied to big data that has been hard to be analyzed with existing technologies, such as the sensor data and the worldwide credit card usage record data.

    


    ・ Mission-critical batch processing


    
      The part of batch processing that has previously been executed by the mainframe can be executed by the scale-out type system.


      Applying the Hadoop system to the processing with which expansion of the data quantity or reduction of the processing time is not possible due to the limitations of scale-up type performance will enable data expansion and batch time reduction as the scale-out type processing.

    

  


  
    3. Hadoop Solutions for Implementing Large-Scale Distributed Processing Systems


    In countries outside Japan, Hadoop has already been marketed in solutions for implementing large-scale distributed processing systems. However, the circumstances in Japan have now changed and Hadoop is recently shifting from the stage of trial use to one of active use in commercial-purpose solutions.


    3.1 Examples of Applications of Hadoop Solutions


    ・ Large-scale log search system


    
      The log data such as access and communication records of networked businesses and communication carriers are dynamically generated every day and every minute, to eventually reach huge amounts. It has been difficult for the traditional systems to save and search such big data. Applying Hadoop to a system of this type has succeeded in dealing with the data quantity increase thanks to the scale-out architecture and in reducing the search time significantly thanks to the distributed processing (MapReduce). As the data quantity continues to increase after introduction of Hadoop, the system increases the scale periodically by adding more machines.

    


    ・ Sensor data aggregation system


    
      This system installs sensors in locations all over Japan, collects the sensor data from them and analyzes it in order to generate useful data and make it available quickly.


      The system includes a column type database called the HBase on Hadoop to enable simultaneous implementation both of a scalable database and large-scale distributed processing using MapReduce, which used to be difficult with the traditional RDB.


      As the Hadoop/HBase combination has high flexibility, it can deal flexibly with an increase of sensors, addition of collected data types and addition of analysis viewpoints without reconfiguring the data structure.

    


    ・ Integrated authentication management system


    
      Part of the processing of the integrated authentication management system that has previously been managed with the RDB can be executed by the Hadoop/HBase combination.


      Since the RDB presupposes that the data is structured, it is often not adept at changes such as the addition of user information. However, HBase is a column-type database and is resilient against changes of user information. The installation of the database on the Hadoop allows the MapReduce to perform analysis/extraction of user information and simultaneous modifications following a system reorganization/transfer.

    


    3.2 Actual Cases of Hadoop Solution Building


    In this subsection, we introduce the points to be considered or those that are actually improved in the process of building Hadoop solutions.


    ・ Countermeasures against single points of failure


    
      In general, Hadoop takes the redundancy of a large number of machines called the slave servers into consideration so that it can deal with faults including hardware failures without interrupting the service. However, as the master server managing the entire Hadoop system is a single point of failure, it means that a mechanism for providing the master server with redundancy is necessary. At NEC, we can provide the CLUSTERPRO clustering software to built a system capable of continuing service by switching the master server if it should go down (the latest version of Hadoop incorporates improvements for redundancy of the master server).

    


    ・ Concept of operation monitoring


    
      The fact that Hadoop uses multiple machines means that the potential of faults including hardware failures is high. It is therefore necessary to monitor the information constantly in order to confirm if individual servers are working normally, how the overall resource consumption trend of the system is, and so on, and to adopt any necessary measures early on. The monitored items include the general resource information on the OS as well as those output uniquely by Hadoop.

    


    ・ Utilization of the auto building tool


    
      When the number of machines reaches some tens of units and they are built manually, extension of the building period and increase of the probability of mistakes may lead to issues. Therefore, auto building mechanisms such as the OSS Puppet and Chef are used.

    


    ・ Tuning


    
      The parameter tuning enables more effective operations depending on the characteristics of data handled by the system and on other system requirements. Examples include the tuning for extracting the performance by maximum use of hardware resources and the tuning for assisting stable operation of the entire system by reducing influences on jobs.

    

  


  
    4. Hadoop System Performance Evaluation Technology Based on Simulation and Adjustment of Measurements


    4.1 Background and Introduction


    One of the features of Hadoop is the capability of improving the performance linearly in accordance with the number of servers. As described in subsection 3.2, the appropriate tuning of Hadoop is necessary to obtain the maximum benefit from its features. Nevertheless, the settings of Hadoop are complicated and the number of servers is so large that it is very difficult to obtain the appropriate settings from working out on papers. In addition, huge costs and length of time are required to verify a complicated large-scale Hadoop OSS system in the real world environment.


    To solve the above issue, we built a Hadoop system simulator for performance evaluation using the CASSI (Computer Aided System model based SI environment). This has made it possible to obtain the settings efficiently that can achieve the maximum performance from Hadoop.


    4.2 System Performance Evaluation Technology Based on Simulation and Adjustment of Measurements of CASSI


    In general, a simulation for system performance evaluation involves issues of simulation accuracy and processing time. For the CASSI, we conducted R&D of the system performance evaluation technology based on simulation and adjustment of measurements and succeeded in improving the simulation accuracy. This was done by adjusting the theoretical values that were calculated based on the performance model with the actual measurements measured in the real environment. The simplification of calculations gained from using the actual measurements has also allowed us to reduce the simulation processing time.


    4.3 Evaluation by the Hadoop Simulator for System Performance Evaluation


    The Hadoop simulator for system performance evaluation can calculate the response time of Hadoop MapReduce, the throughput of map processing, etc., and the resource usage rate of CPU and network, etc.


    As shown in the comparison of the simulation time and the actual measurements of the CPU utilization rate during MapReduce processing (Fig. 3), the simulation is capable of simulating variations of the CPU utilization rate with high accuracy. The error in the overall response time is as small as around 2.5% (approx. 10 sec.) of the processing time of about 7 minutes.


    
      [image: e120209_03.jpg]

      
        Fig.3 Comparison of simulated values and actual measurements of the CPU utilization rate.
      

    


    4.4 Present Achievements and Future Schedule


    As described above, our R&D of the system performance evaluation technology based on simulation and adjustment of measurements have enabled easy execution of highly accurate performance evaluation simulations of a complicated large-scale system such as the Hadoop system by working out on papers. The Hadoop simulator for sysytem performance evaluation simulator can be used to perform advanced performance evaluations that have previously been difficult due tothe restrictions imposed by costs and time. This means checking the performance limit values of a system, easily at a low cost and in a short period.


    System performance evaluation technology based on simulation and adjustment of measurements is used not only with Hadoop but it has already been applied to the web 3-tier system, achieving similarly favorable results to the Hadoop system. In the future, while promoting application of the simulator to various other systems, we will introduce further improvements aimed at enhancement of SI quality and reduction of costs.

  


  
    5. Conclusion


    Although Apache Hadoop has not yet completed production, it is expected to continue to develop within the OSS community. No framework that is similar to Hadoop is found among currently marketed products. By making use of the intellectual property as an open-source product, we will continue verifications in order to promote more applications and to provide simulators that can obtain maximum benefits from Hadoop.

  


  
    *Apache, Hadoop and HBase are registered trademarks or trademarks of the Apache Software Foundation.


    *Google is a registered trademark of Google Inc.
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    Abstract


    With the rapid increase in corporate data that must be stored long-term, such as the backup of management information and the archiving of e-mails with customers, the need for safe, easy storage of big data has been rising higher than ever. HYDRAstor is a grid storage system that meets these needs. Adopting a revolutionary grid architecture to achieve high performance, scalability and reliability as well as operation/management labor saving, it is suitable for the storage of big data. This paper describes the outline and features of the technologies used in HYDRAstor and introduces actual cases in which it is used.
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    1. Introduction


    NEC is the sole Japanese vendor providing a scale-out storage platform, “HYDRAstor,” that can store big data such as corporate data, mail archives and image data with high reliability and extensibility.


    HYDRAstor can extend performance to the industry-top level. A famous American commentator, W. Curtis Preston, who is the executive editor of TechTarget’s Storage Media Group, introduced HYDRAstor as the fastest deduplication storage. For storage capacity, it can be expanded from the minimum configuration of 71 TB (terabytes) to the maximum configuration of 6.3 PB (petabytes) (logical capacity with 20x compression).

  


  
    2. Outline


    HYDRAstor is a large-capacity, high-reliability storage platform adopting grid architecture. It has the following features that make it suitable for the storage of big data:


    (1) Dynamic expansion and auto-optimization of performance and capacity


    
      Grid architecture allows performance and capacity to be scaled out dynamically by adding nodes. Capacity is scalable with respect to user data, which is increasing every day.


      Data distributed over multiple nodes is virtualized and recognized as being located in a single storage pool, which can be handled as a large-capacity data “warehouse.”

    


    (2) Cost reduction with efficient data storage


    
      HYDRAstor’s unique deduplication technology, DataRedux, can improve data storage efficiency dramatically and reduce actual physical disk capacity with respect to the amount of stored data. This means that a large amount of data can be stored at a low cost.

    


    (3) Even higher reliability than RAID


    
      HYDRAstor distributes data over multiple nodes using “Distributed Resilient Data.” The addition of two to six parity fragments can be specified. When three parity fragments are added, the original data can be recovered even when three data blocks are lost simultaneously. This reliability is higher than that of RAID6, which is generally known to withstand the simultaneous failure of up to two HDDs. It is therefore possible to store a large amount of data with high reliability.

    


    (4) Long-term data storage through node replacement


    
      HYDRAstor’s Dynamic Topology feature enables the replacement of an old node with a new node while maintaining the existing data, without the need for data migration. By scheduling periodic node replacement and replacing old nodes with new nodes sequentially, it is possible to store a large amount of data for a long time without migrating data.


      For data access protocols, HYDRAstor supports NFS (Network File System), CIFS (Common Internet File System) and OST (OpenStorage Technology). These are widely diffused network file sharing protocols, so HYDRAstor can be used as a network sharing server by a wide range of platforms including UNIX, Linux and Windows. Fig. 1 the configuration of a system using HYDRAstor.


      
        [image: e120210_01.jpg]

        
          Fig. 1 HYDRAstor system configuration.
        

      


      In section 3, we will discuss specific details of these features.

    

  


  
    3. Features of HYDRAstor


    3.1 Dynamic Expansion and Auto-optimization of Performance and Capacity


    HYDRAstor is composed of two kinds of nodes: accelerator nodes, which process data requests, and storage nodes, which store actual data blocks (Fig. 2). The addition of accelerator and storage nodes makes it possible to dynamically extend performance and capacity (Fig. 3).


    
      [image: e120210_02.jpg]

      
        Fig. 2 Grid storage architecture.
      

    


    
      [image: e120210_03.jpg]

      
        Fig. 3 Auto-configuration optimization (Dynamic topology).
      

    


    The maximum data write rate is 750 MB/s per node and can be increased linearly as far as the environmental conditions of the external network permit. Capacity can be extended from 71 TB to 6.3 PB (logical capacity with 20x compression). Nodes can be added as required without considering data storage locations. Furthermore, auto-configuration optimization (Dynamic Topology) technology causes these additional nodes to be recognized automatically by the system and places the data in distributed locations autonomously in the optimum configuration so that no bottleneck is produced.


    This Dynamic Topology technology facilitates the following operation management tasks that had previously been extremely complex, thereby drastically reducing management costs:


    
      	Capacity scaling following increases in stored data quantity


      	Performance scaling following increases in data transfer quantity


      	Improvement of performance bottlenecks


      	Node replacement in case of fault

    


    3.2 Cost Reduction with Efficient Data Storage


    DataRedux, a deduplication technology unique to HYDRAstor, checks for duplication to avoid rewriting data that has already been written to the storage. This greatly improves data storage efficiency and provides the system with high performance and high cost efficiency.


    DataRedux separates the written data into variable lengths intellectually so as to detect duplication with existing data above this maximum length. This technique makes it possible to detect data duplication that is undetectable using the fixed-length data division technique (Fig. 4).


    
      [image: e120210_04.jpg]

      
        Fig. 4 DataRedux.
      

    


    This deduplication technology drastically reduces the amount of data transferred to the disk and therefore the required physical disk capacity with respect to the stored data. This means that the daily data writing operations to the disk can be done more quickly and at a lower cost. When this technology is applied to remote replication, further compression of transferred data becomes possible. Therefore, the amount of data transferred to remote sites is greatly reduced so that remote replication with a low-speed circuit using a narrowband frequency can be implemented.


    3.3 Even Higher Reliability than RAID


    With the deduplication technology described in the previous subsection, a single data block is shared by multiple items of data. In such a system, the accidental loss of a single data block affects all the data referencing that data block, sometimes extending to a very broad range. To prevent this problem, HYDRAstor uses redundant distribution of data (Distributed Resilient Data technology) to achieve higher reliability than the traditional RAID (Redundant Array of Independent Disks) system. HYDRAstor improves reliability by fragmenting the data block to be saved, adding redundancy codes and storing the data fragments by distributing them to multiple storage nodes.


    Fig. 5 shows a case in which the original data block is split into nine fragments, with three redundancy codes added to them. In this example, data fragments 1 to 12 are distributed over four storage nodes. In this case, the original data can be recovered even if three of the twelve fragments are lost simultaneously. The reliability in this case is higher than with RAID6, which is generally known to withstand the simultaneous failure of up to two HDDs. The level of redundancy can be set freely according to the importance of the stored data, so the administrator can build and manage the system flexibly.


    
      [image: e120210_05.jpg]

      
        Fig. 5 Distributed Resilient Data.
      

    


    Should HYDRAstor experience a failure, it detects the failure location automatically and executes reconfiguration processing in the background, which means that the administrator does not need to perform the troublesome management tasks that are usually required. This reconfiguration is processed by multiple storage nodes with sufficient processing capabilities, without overhead that would hinder other processing operations being executed.


    Fig. 6 shows how fragments 2, 5 and 12, lost by a failure, are immediately detected and automatically reconfigured into other storage nodes.


    
      [image: e120210_06.jpg]

      
        Fig. 6 Autonomous data recovery.
      

    


    Distributed Resilient Data technology achieves reliability that exceeds that of existing disk storage products and reduces management costs related to storage faults.


    3.4 Long-term Data Storage through Node Replacement


    The Dynamic Topology of HYDRAstor enables the replacement of an old node with a new node while maintaining existing data, without the need for batch data migration.


    
      	When a new node is added to HYDRAstor, data is relocated from other nodes to the new node.


      	When an old node is deleted from the configuration, the data stored in it is automatically relocated to the remaining nodes so that the overall system is well-balanced.

    


    By scheduling periodic node replacement and replacing old nodes with new nodes sequentially, it is possible to gradually replace the system hardware with new hardware, allowing the system to store a large amount of data for a long time without migrating data.

  


  
    4. Use Cases


    In this section, we will consider the case study of a customer who has introduced HYDRAstor for handling large amounts of video and image data. Before this introduction, the customer could not save this content, which was increasing every day, in their servers, so instead stored them in a warehouse in the form of tapes. This method hindered the effective utilization of past content because retrieving the desired content took a long time (Fig. 7).
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        Fig. 7 Before the introduction of HYDRAstor.
      

    


    We solved this problem and enabled quick video distribution/editing by saving large-capacity content temporarily in HYDRAstor and transferring it through the network when necessary (Fig. 8). In this system, we also use tape devices for the storage of content that has not been referenced for a long time.


    
      [image: e120210_08.jpg]

      
        Fig. 8 After the introduction of HYDRAstor.
      

    

  


  
    5. Conclusion


    Meeting improvements in the performance of base servers and increases in the capacity of HDDs, HYDRAstor will continue to evolve as an advanced big data storage platform.

  


  
    *UNIX is a registered trademark of The Open Group in the U.S. and other countries.


    *Linux is a registered trademark of Linux Torvalds in the U.S. and other countries.


    *Windows is a registered trademark of Microsoft Corporation in the U.S. and other countries.
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    Abstract


    The information explosion is becoming a real issue, and the amount of information stored on file servers is continuously bloating, making the identification, organization and utilization of information on file servers difficult jobs. The latest version V2.1 of the Information Assessment Tool, a tool for “visualization,” “slimming,” “activation” and “optimization” of file servers, adopts the InfoFrame DataBooster high-speed data processing engine to deal with large-scale file servers and enable interactive analysis based on high-speed search/aggregation.
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    1. Introduction


    The data used in enterprises can be roughly classified into structured data stored in databases, etc. and unstructured data such as documents, images and logs stored in file servers, etc. Compared to structured data, for which a data management method is defined, the standard management method for unstructured data is not established, so the growth of such data tends to make information management difficult. According to a survey by IDC Japan on the expected average annual growth rates from 2011 to 2016 of data stored on storage devices, the growth rate of structured data is 13.4% while that of unstructured data is 52.2%, which means an explosive increase in the amount of unstructured data (Fig. 1).
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        Fig. 1 Change in total storage capacity by data type.
      

    


    With unstructured data increasing explosively, it is almost impossible to continue manual management of file servers. This makes it even harder to organize and utilize this continuously bloating information.


    We noticed this unstructured big data existing in every enterprise and growing significantly. This paper introduces the concept and functions of the “Information Assessment System,” which was developed as a tool for facilitating the identification/analysis of file server situations and the arrangement/utilization of the stored data.

  


  
    2. Development Background, File Server Issues


    At NEC, we provided an “information assessment service” to more than 100 enterprises, which involved checking the customer’s file server status, analyzing the usage situation and proposing optimum information management and storage extension methods according to the usage situation.


    Many customers of our information assessment service requested that we enable effective utilization of data and deletion/organization of unnecessary files based on the results of the information assessment, because simply extending storage cannot promote utilization of the data stored on the file servers. To meet their needs, we advanced the development of tools that can be used by customers themselves to promote information utilization.


    2.1 Problems Confronting File Servers


    As described above, file servers used to store explosively increasing unstructured data are confronted by the following problems, from the viewpoints of system administrators and users.


    One of the biggest problems from the viewpoint of administrators is the difficulty in identifying the file server usage situation (visualization). The expansion of the physical capacities of storage devices and the explosive increase in data quantity are interdependently making it hard to accurately identify the usage situations of file servers. If the usage situation is not identified accurately, it is impossible to deal with certain cases. For instance, when the available capacity of the file server is about to run out, the usual measure taken is to reserve capacity by deleting or moving files (slimming) because it is difficult to immediately extend file servers. However, the deletion or movement of files is not easy when the usage situation is not fully identified, because the system administrator does not have enough information to judge whether or not each item of stored information is necessary. Even when the administrator tries to get confirmation from users, it takes a long time to select the files to be reduced from out of a huge number of files.


    A problem important for information security is the optimum management (healthy maintenance) of file server access rights, but it is not easy to determine all the access rights settings and maintain healthy conditions. To ensure information security in the operation of an enterprise’s file servers, it is necessary to set appropriate access rights for each organization or project. However, as the authority management function of Microsoft Explorer is incapable of batch confirmation of authority conditions, much labor is required to check the settings of a very large number of individual file and folder authorities.


    One of the problems from the viewpoint of file server users is the difficulty in the utilization of information (activation). It is not unusual that a file that should be there cannot be found or that the latest file cannot be identified from a large number of similar files. With the bloating of information, the search efficiency of stored information is dropping every year and a perspective on the information is often lost. How to find and use important or beneficial information from file servers out of a “chaotic mixture” situation is currently a big problem for all users.

  


  
    3. Functions Provided by the Information Assessment System


    To meet customer needs related to file server problems, we launched the “Information Assessment System V1.1” in August 2011. This product is a file server organization/utilization tool based on three functions: the “visualization” for identifying file server information that has already been provided by the existing information assessment service, “slimming” for the organization of bloating information and “activation” for promoting the utilization of information stored on file servers.


    The Information Assessment System V2.1, shipped in July 2012, includes a file server “optimization” function that enables visualization and resetting of file server authority settings in addition to the three functions above (Fig. 2).
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        Fig. 2 Features of the Information Assessment System.
      

    


    3.1 Visualization


    The first important matter for the organization/utilization of file servers is to identify their usage situation. The Information Assessment System collects information on the files stored on file servers and “visualizes” the usage situation in the form of a graph or report. This visualization facilitates identification of the overall situation of the file servers and confirmation of the causes of their bloating in various aspects. For example, it makes it possible to read trends, such as the fact that a small number of files occupy a large portion of the disk or that there are a large number of files that have not been referenced or updated for a certain period or that are duplicated, and the results can be used as a reference for determining countermeasures.


    3.2 Slimming


    File organization not only contributes to disk capacity saving, it can also improve information search efficiency. To enable “slimming” through file server organization, the Information Assessment System provides a function to “narrow down” unnecessary files under specific conditions and organize file servers by means of deletion, movement and compression. It is not realistic to confirm all of the unnecessary files from out of a huge number of files. To save disk capacity efficiently with less labor, the Information Assessment System organizes files efficiently by adjusting organization conditions, selecting a realistic number of organization target documents and applying the established organization guidelines.


    Considering the difficulty for the administrator to confirm the necessity and importance of individual files for organization, the Information Assessment System defines three levels of management authorities for organization: the “system administrator” who manages the file servers, the “group manager” who performs management at the department level and the “general user.” It requests organization and confirms files from these three levels and organizes files based on interconnections between these levels.


    The system is capable of auto organization of files as well as manual organization. When the organization conditions are set in advance, files matching the conditions will be organized periodically. The auto organization function enables automatic operations according to a policy, for example moving files that have not been accessed for a certain period and periodically deleting temporary-domain folders.


    With file organization based on movement, required files are moved to a secondary storage such as iStorage HS. This contributes to physical capacity saving by effectively using the de-duplication/physical compression functions of the storage and also supports the effective storage of information.


    3.3 Activation


    The effective utilization of information stored on file servers requires the retrieval of desired information from out of a large amount of stored information. To meet this need for information search, the system provides a function for searching for target files by specifying various conditions such as filename and date of last update. This function can promote the active use of file servers in routine server jobs.


    3.4 Optimization of Authority Settings


    The system provides a function to optimize file server authority status by visualizing file server access rights settings, finding inappropriate access rights and resetting them.


    This function can confirm access rights set inappropriately in the file/folder hierarchy as well as files that can be accessed by specific users simultaneously. Together with the file server proprietary rights modification function, it can deal, for example, with the access authority resettings following a personnel reshuffle.

  


  
    4. Information Explosion Countermeasures


    4.1 Data Management Issues with the Earlier Version


    With the Information Assessment System V1.1 (hereinafter abbreviated as “V1.1”), we used a relational database (RDB) for the management of information on file servers. As the processing of big data collected from servers takes a lot of time, it was necessary to aggregate data by means of batch processing under the conditions decided at the time of information collection. Although the advancement of the information explosion has made file servers with capacities of some tens of TB no longer rare, V1.1 set the standard maximum capacity of each server handled by a single management server to around 10 TB, considering the RDB performance limit. A file server larger than 10 TB was handled by more than one management server, but this led to the problem of an increase in the installation/operation costs of management servers.


    4.2 Real-time Aggregation


    With the Information Assessment System V2.1 (hereinafter abbreviated as “V2.1”), we reviewed the data management platform and adopted the InfoFrame DataBooster, a high-speed data processing engine capable of fast batch processing of big data - which was a weak point of the RDB - by using a memory database.


    This has brought about a drastic increase in data aggregation speed, about 40 times that of V1.1, and has made possible interactive file server analysis/aggregation, which was impossible with V1.1 due to the problem of processing speed. Now file organization policy can be set effectively by narrowing down organization targets with detailed modifications of file organization conditions as required.


    4.3 Challenge to Big Data


    The adoption of the InfoFrame DataBooster allowed V2.1 to increase the standard maximum capacity that can be handled by each information management server from the 10 TB of V1.1 to 50 TB. This has made V2.1 compatible with the high-speed analysis/aggregation of large-scale file servers. If data quantity per file is assumed to be 500 KB, this 50 TB of data corresponds to 100 million files. We designed V2.1 to process this big data with a target of 32 GB of memory, which is the upper limit of Windows Server 2008 R2 Standard Edition.


    If all the management data required for file server inspection and information aggregation were stored in the InfoFrame DataBooster, the memory required to operate the software would increase to an unrealistic value. To avoid this, we adopted a hybrid information management method in which the information required for file server information aggregation/search is stored in the InfoFrame DataBooster and other information is managed using the RDB and files.


    Furthermore, thanks to the duplicated data compression function, managing data that is assumed to be duplicated frequently, such as file authority information, in a memory database has allowed V2.1 to increase aggregation/search speeds and save memory usage.


    For performance considerations, the addition, updating and deletion of information are performed by batch processing, combining multiple data processing operations together to improve processing performance.

  


  
    5. Conclusion


    In the current information explosion trend, the information stored on file servers is continually bloating. With product technology that offers big data compatibility through the active use of memory databases and the Information Assessment System based on expertise cultivated through the information assessment service, we will continue to propose new ways to manage and utilize the information inside enterprises.

  


  
    *Windows and Windows Server are registered trademarks or trademarks of Microsoft Corporation in the U.S. and other countries.
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    Abstract


    The Indian Unique ID (UID) is an extremely-large-scale system that attempts to identify India’s 1.2 billion people, which is about 1/6th of the world population, using biometric authentication. As there are also other countries studying the introduction of national-scale authentication systems, NEC is currently conducting related R&D for the implementation of such systems. This paper describes a suitable system for use in processing of extremely large-scale biometric information.
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    1. Introduction


    The process of confirming or identifying individuals is an essential component of many social scenarios. In particular, the series of terrorist attacks in the USA on September 11, 2001 significantly changed the level of importance of identifying individuals. However, personal identification based on possession of a card or use of an ID number or password is essentially incapable of preventing leaks, counterfeiting or impersonation. As a result, the usefulness of biometric authentication technology using the biometric information of individuals is emphasized, and its use in passports and immigration control is being adopted at an accelerating pace.


    Citizen ID is one of the fields in which the application of biometrics is spreading rapidly. At NEC, we have already achieved certain results in this field, such as in the citizen ID system for the Republic of South Africa. This system uses fingerprint authentication that has been demonstrated to have the world’s top recognition accuracy in benchmark tests held by the U.S. National Institute of Standards and Technology (NIST)1). Meanwhile, the Indian unique ID system (Indian UID) project has recently been started. This is an unprecedented extremely-large-scale system aiming at authenticating the 1.2 billion people of India, or 1/6th of the world population that uses biometrics to enable ID authentications by the Indian electronic government. Currently, we are tackling numerous new technical issues for the practical implementation of this system.


    In the present paper, we introduce our efforts being made to support an extremely-large-scale biometric authentication system as represented by the Indian UID.

  


  
    2. Indian UID


    The Indian UID2) forms the basis of the authentication program conducted by the Indian electronic government and it is expected that it will be applied in a wide range of authentication operations, such as tax payment, welfare and banking. The operation and issuing of the IDs are the responsibility of the Indian governmental agency called the UIDAI (Unique identification Authority of India), which will issue a unique ID for each Indian citizen in the near future.


    To use IDs in various authentication operations, it is important that a unique ID is allocated to each citizen without duplication. This is guaranteed by collecting biometric information including the face, the fingerprints of ten fingers and the irises of both eyes and checking if they are duplicated in previously recorded data. The project was begun in 2009 and the registration/matching of 200 million citizens is scheduled to be completed by the end of 2012. Thereafter, the ID issuing speed will be accelerated in order to complete registration of 600 million citizens by the end of 20143).


    De-duplication check of biometrics can be divided into the management of biometric information collection and the registration/matching based on biometric authentication. The overall scale of this biometric authentication system is unprecedented globally and NEC is handling the registration/matching operations.

  


  
    3. Issues with Extremely-Large-Scale Biometric Authentication Systems


    Implementation of an extremely-large-scale biometric authentication system such as the Indian UID system requires solutions for various issues. We have identified the following four issues through analysis and study of the system.


    
      Issue 1: Multimodal authentication accuracy


      Issue 2: Optimization of multimodal authentication processing


      Issue 3: Scalability


      Issue 4: High-availability system designing

    


    These issues are described separately in the following sections.


    3.1 Issue 1: Multimodal Authentication Accuracy


    The key to achieving high authentication accuracy is to collect biometric information of a quality, suitable for authentication. However, with an extremely-large-scale biometric authentication system such as the Indian UID, the collection itself can become an important issue. The Indian UID has to collect three modalities, which includes the face, the irises of both eyes and all fingerprints of both hands. To collect all of these with highest possible quality, considerations regarding the following matters are required.


    Firstly, India has a vast land area and the second largest population in the world. A large data collection team is therefore deployed in order to reduce the time required to launch the system. In fact, the training and experience of each team vary widely. Therefore, quality of information depends on team members who collect biometric data. Another factor that contributes to quality variations is the large number of different devices provided by various manufacturers, used in collecting biometric information.


    Since the Indian UID deals with the citizen IDs of all people aged 15 or more, the quality dependency on differences in the living environments of people and their occupations also poses a problem. It is known that the biometric information tends to vary depending on the ethnicity and occupations of the people of such a vast country. For example, the fingerprints of blue-collar workers, particularly those in the agricultural sector are often damaged. The tradition of wearing a beard is also problematic for biometric authentication. In other words, any of the collection conditions including the devices used, the collection staff and the collection targets pose the potential of affecting authentication accuracy.


    In assuming the role of provider of the biometric authentication system, we have to consider all of the conceivable quality degradation factors as described above and to develop matching algorithms so that the collected biometric information can be as acceptable as possible for authentication.


    3.2 Issue 2: Multimodal Authentication Processing Optimization


    Usually, in the field of information processing, the search index is developed in advance from the registered population in order to increase the speed of searching targeted individuals. Specially in biometrics, information taken at different times may not strictly match with each other due to aging and conditions prevailing at the time of collection. As a result, it is generally difficult to develop and utilize the index effectively. For example, in order to confirm that a person requesting registration is not duplicated, all that can be done is to match the data with all of the registered data. Especially in the case of the Indian UID that executes strict duplication checking, it is forbidden to narrow down the check targets using personal demographic information such as name, gender and age, which means that the amount of required computation is enormous.


    For example, to check duplication among all of the 1.2 billion people in India, about 7.2 × 1017 matching operations are required. The number is as large as about 1.8 × 1017 times even for checking the 600 million people scheduled to be registered by the end of 2014. To enable duplication checks on 600 million people in three years, we have to implement a system capable of more than 1.9 billion matches per second without interruption.


    It is therefore not desirable to match all of the individual irises or fingerprints, but use them optimally is necessary. The optimization of such multiple modalities requires deep knowledge of each biometric technology. There are actually only a few companies in operation that are capable of implementing such a system beyond the experimental level.


    3.3 Issue 3: Scalability


    Even when individual biometric authentication operations can be optimized, a scalability issue will be posed if the system is incapable of an efficient response to matching requestsfrom the extremely-large-scale biometric database.


    Fig. 1 shows the scheme of biometric authentication transaction. When a matching request is input to the system, it creates a plan for the registered biometric information distribution and for its execution on servers according to the internal load/processing situation.It also distributes the matching request to the required servers, collects the matching results from the servers and outputs the final response. Even slightest delays in the overhead, idling of matching servers will occur, which results in reduced matching efficiency or attainment of the scalability limit at which the transaction throughput cannot be increased even when matching servers are added.


    
      [image: e120212_01.jpg]

      
        Fig. 1 Image of distributed processing configuration.
      

    


    3.4 Issue 4: Building a High-availability Environment


    In general, the fault occurrence rate of this system is high because the system is composed of an extremely large number of servers and particularly that the servers in charge of matching are overused with CPU utilization rates of nearly 100%. However, as this system is used as a government authentication platform, it is subjected to severe fault tolerant performance requirements. It therefore encounters the following major issues before practical implementation.


    
      1) No biometric information should be lost, even in case of a fault.


      2) All operations should be able to continue, if the fault is in a single component only.


      3) Multiple data centers should be operated as a countermeasure against disasters as well as for load distribution.

    

  


  
    4. Implementation of Extremely-Large-Scale Biometric Authentication System


    Out of the four issues mentioned above, this section introduces our solutions for issues 1 to 3, but excludes issue 4 which is related to actual implementation.


    Solution 1: Multimodal authentication accuracy


    In general, biometric information such as fingerprints, irises and faces vary on human ethnicity, customs and age. It can be understood intuitively that individuals have characteristic faces, hand sizes and finger lengths.


    With our system, the authentication algorithm for each modality can be tuned according to the circumstances of each case. In fact, the Indian UID is tuned optimally according to the actual circumstances of Indian people. For example, the recognition accuracy of faces with turbans and beards is improved by enhancing the algorithm conforming to the data obtained from Indian people and selecting optimum parameters.


    Fingerprints are authenticated by considering young people who are still growing, old people with difficulties in fingerprint ridge recognition, and people with damaged fingerprints such as blue-collar workers particularly those in the agricultural sector. By also adding parameters considering Indian ethnic characteristics such as relatively long fingers, we achieved high authentication accuracy by repeating evaluations and verifications.


    Solution 2: Multimodal authentication processing optimization


    In order to achieve high-speed matching while maintaining high authentication accuracies, of the entire biometric data bank including all of the fingerprints, the irises of both eyes and the faces, only the minimum required number of optimum combinations is matched. This explanation adopts a simplified virtual model using only two items of biometric information, A and B, for ease of understanding.


    The accuracy of biometric authentication is calculated based on the FAR (False Acceptance Rate) as a security index and the FRR (False Rejection Rate) as a usability index.


    Let us assume that the authentication accuracy of biometric information A alone is (FARa , FRRa ) ・ Sa , where Sa is the number of operations that can be processed by a single-CPU core.


    Similarly the authentication accuracy of biometric information B is assumed to be (FARb , FRRb ) ・ Sb . When it is additionally assumed that there is no correlation between the two items of biometric information, the authentication accuracy and processing capability can be predicted based on various combination methods.


    
      
        	Combination (1)

      


      The matched person is determined to be a registered person when any of the biometric authentication results meets the decision threshold that the matched person is identical to a registered person (OR).


      Number of processing operations/core/sec.: S1 = 1 / (1/Sa + 1/Sb )


      False rejection rate: FRR1 = FRRa × FRRb


      False acceptance rate: FAR1 = 1 - (1 - FARa ) × (1 - FARb )


      With this combination, the number of processing operations/core/sec. and the FAR degrade but the FRR improves.

    


    
      
        	Combination (2)

      


      The matched person is determined to be a registered person when both biometric authentication results meet the decision threshold that the matched person is identical to a registered person (AND).


      Number of processing operations/core/sec.: S2 = 1 / (1/Sa + 1/Sb )


      False rejection rate: FRR2 = 1 - (1 - FRRa ) × (1 - FRRb )


      False acceptance rate: FAR2 = FARa × FARb


      With this combination, the number of processing operations/core/sec. is identical to combination (1), but the FRR degrades and the FAR improves.

    


    
      
        	Combination (3)

      


      Only when the authentication results using biometric information A meet the decision threshold that matched person is identical to a registered person, another authentication of the person matched is executed using biometric information B. Then when the authentication results using biometric information B meet the decision threshold, the person is determined as the registered person.


      Number of processing operations/core/sec.: S3 = 1 / (1/Sa + P3 /Sb )


      where P3 is the probability that the first authentication result meets the threshold.


      False rejection rate: FRR3 = FRRa + FRRb


      False acceptance rate: FAR3 = FARa × FARb


      Unlike combinations (1) and (2), combination (3) adjusts the FAR and FRR to meet the authentication accuracy required by the system so that the number of processing operations/core/sec. can be improved.


      This combination can be effective by selecting optimum thresholds, particularly when biometric authentications with a large difference in processing capabilities are combined. For instance, if Sa = 1 million operations, Sb = 50,000 operations and P3 = 10%, combination (3) can provide about 7 times higher processing speed than combination (1).


      The processing flow of the system we provide for the Indian UID project adopts the multi-stage matching method based on fingerprints, irises and faces, and optimizes the processing capability while maintaining high authentication accuracy. The multi-stage matching method partially links the AND/OR conditions. in various ways. In addition, it is provided with extensibility and availability in consideration of possible changes in the quality of the biometric data collected by the Indian UID in the future.

    


    The optimization of this multimodal authentication was result of our advanced R&D of biometric authentication technologies on fingerprints, irises and faces4) 5) as well as our work on the evaluation testing of the Indian UID.


    Solution 3: Scalability


    To ensure scalability that can support an extremely-large-scale database, it is necessary to provide the control logic of the matching servers with a scale-out capability and scale transparency, which can be regarded as the biggest technological hurdle. Assuming that the processing capability of one server is equal to one unit, the overall processing capability by parallel processing of ten servers does not become ten units. This trend is more noticeable as the number of servers increase, and the improvement rate of the processing capability continues to degrade.


    When the degradation rate becomes equal to the increase rate of the servers, the subsequent addition of servers leads to a stagnation of the processing capability. Assuming that the rate of effective performance degradation, due to factors other than the correlation effect between servers, is F and the number of servers is n, the effective output of the parallel processing of the servers can be expressed as 1/(1 - F + F/n). Fig. 2 shows the graph in case F = 97%. When the correlation influence element is 3%, the execution output will never exceed 30 units, regardless of how many servers are added. If 1,000 matching servers are installed in parallel, the correlation influence element should be no more than 0.011%; thereby achieving an execution output of 900 units and an actual efficiency of 90%.
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        Fig. 2 Limit of scalability (when F = 97%).
      

    


    Our system manages the servers using the following techniques.


    
      	Batch processing of internal job transports


      	Multiphase transaction phase management

    


    When processing transactions using matching servers of a scale of some hundreds of units, the overhead would be very high if the execution plans, placement plans and delivery/execution results are aggregated individually. To avoid this, we decided to manage transactions in a certain period with a single execution plan. We thereby succeeded in reducing the number of inter-server communications and the CPU power used in distributed management computations to several hundredths of the original numbers.


    If transactions were managed individually, the status/progress monitoring cost would increase and a delay would tend to occur in the transition of internal processing. To prevent this occurrence and to improve the execution efficiency, minute management tasks are performed by internally dividing them into several phases.

  


  
    5. Conclusion


    The biometric authentication technology of faces and irises is constantly being improved and put to practical use following that of fingerprints. It is now customary for the biometric authentication technology to be applied to national-scale authentication systems such as for citizen ID systems. NEC aims to contribute to the creation of a safe and secure society in Japan as well as in other countries by making use of the technologies that have been developed over long years in the biometric authentication field, coupled with implementation knowhow of extremely-large-scale and high-reliability biometrics systems.
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    Abstract


    NEC’s MasterScope middleware is an integrated operation management software suite. MasterScope collects operational and performance metrics from target IT systems and analyzes them comprehensively in order to detect and locate system failures. Detected events and failures will be notified to the operator and workarounds can be applied to recover from failures. There are similarities between such an analysis process for the operation management and that required to process big data. For Instance, the system performance analysis software “MasterScope Invariant Analyzer” automatically discovers important correlations from a large amount of performance data and proactively detects hidden performance anomalies, thereby avoiding serious system level damages. This paper describes the analysis technology of MasterScope which has similarity to the big data analysis technology, and then introduces experimental applications of the system invariant analysis technology in domains other than the operation management.
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    1. Introduction


    According to the increasing importance of maintaining the service level of today’s IT systems, the operation management system is required to provide features not only to recover from system failures but also to detect hidden performance anomalies, so-called silent failures, so that the anomalies can be taken care of before they start causing serious damage to IT systems. MasterScope is an integrated operation management software suite that aims at simplifying the operation management of large-scale and complex IT systems1). It collects operational and performance metrics from target IT systems and analyzes them comprehensively in order to detect and locate system failures. Then, it notifies to the operator and applies workarounds to recover them.


    There is a similarity between such an analysis process for operation management and that required to process big data. The operation management system also needs to analyze such large volume and frequently generated performance data as numerical values from servers, network devices, environment sensors, etc. Therefore, MasterScope employs the System Invariant Analysis Technology (SIAT) that automatically extracts important correlations from such large amounts of data and detects hidden system failures.

  


  
    2. Analysis Platform of MasterScope


    2.1 Requirements of Operation Management


    Operators of the operation management system must assume a heavy responsibility because they operate important enterprise servers or network devices such as mission critical systems. Once the target system fails to provide its services appropriately, both service providers and users will suffer a heavy loss in their businesses. Therefore the operation management system must offer high availability and reliability. However, operators never entrust all requirements to the management products that are currently available. Operators have to solve incidents by themselves, if management products cannot deal with them.


    For instance, in case of fault detection, the monitoring tool must collect effective information without interruption, even if various faults occur in the target system. Moreover, if a previously unrecognized fault occurs, the operation management system must provide accurate information to operators immediately. Then, operators take over the recovery process and make decisions whether applying existing workarounds or trying recovery operations manually.


    The user interface (UI) is also important in achieving such cooperation between the system and the operator. It is required that the operation management system must report by properly summarizing information at the proper time to the proper person in order to prevent operator misunderstandings that can lead to secondary failure.


    2.2 MasterScope Framework


    The operation management system needs to be applicable in various kinds of business domains, and its monitoring and analyzing settings must be customizable because of the difference of requirements critical in each domain.


    MasterScope provides the Unified Management Framework (UMF), a common software library enabling plug-in installation for operation management products (Fig. 1). Using this framework, the entire MasterScope system, each products and the UMF, will work as an analysis platform that forms an operation flow with monitoring, analyzing and control features.
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        Fig. 1 MasterScope framework.
      

    


    (1) Common features


    
      
        	Communication functions from monitoring agent modules to manager modules.


        	Message management functions such as filtering, e-mail notification, etc.


        	Common monitoring functions for log files, performance value with threshold, etc.


        	Common management databases for performance value, configuration, etc.


        	Graphical user interface (GUI) for common features.

      

    


    (2) Plug-in features


    
      
        	Monitoring products for servers, application, etc.


        	Analysis products such as invariant analysis, etc.


        	Optional features such as workflow, etc.


        	Specific GUI for each product.


        	Collaborative interface to other vendor’s products.

      

    


    For instance, in case of correlation analysis of performance data by the invariant analysis engine, monitoring products acquire performance data from the target system as input, and the engine aggregates them through the UMF. Then, Analysis results of the engine are integrated into the common GUI window of the UMF. These results are also sent as information messages through the UMF, which will be judged comprehensively by the message correlation analysis feature with other error messages. And furthermore, the engine will be able to collaborate with the other vender’s product through the UMF.

  


  
    3. MasterScope and Big Data


    3.1 Definition of Big Data


    Though the technical definition of “big data” is something unclear, it may have at least one of the following three distinctive features 2). Big data usually requires special technologies in order to capture, store, analyze and visualize it, because it includes data sets of a size beyond the processing ability of commonly-used computer systems.


    1) High-volume


    
      Data size is very big. Special technologies, such as distributed processing, are required to process it from the aspect not only that the absolute data size is big but also that the relative data size is big with regard to the memory or I/O performance of the computer.

    


    2) High-variety


    
      Data structure is not limited. It is difficult not only to recognize a wide variety of structures but also to extract effective data from unstructured raw data, such as unstructured documents or noisy numerical data.

    


    3) High-velocity


    
      Data occurrence frequency is very high. For instance, in cases of detecting anomalies in time-series data with a short time interval, such as sensor data from a large amount of devices, correlation analysis of large amounts of data must be completed in very short intervals.

    


    3.2 Similarity as Analysis Platform


    Big data technology is remarkable for its possibility of discovering new kinds of knowledge from information that has not hitherto been utilized appropriately. For Instance, it may be useful for planning business strategies to discover trends in a large volume of unstructured documents. It may enable the hazard prediction to discover trends and anomalies in a large amount of numeric time-series data such as location information or electrical power consumption data. To achieve this, a total operation framework composed of aggregation, storage and analysis technologies is required as well as individual technologies such as a high-speed data base or distributed processing technologies, etc.


    As described above, MasterScope provides an analysis framework that aims to unify data management and analysis. Though it does not yet ensure a sufficient performance to process big data, it uses a similar technology to that of big data. Actually, scalability is an important requirement of the operation management system because there is a large amount of monitoring data in a large-scale data center.


    In addition, it is said that big data processing needs support from appropriate experts, the domain expert knows the target system and the analysis expert knows the analysis method, when extracting effective knowledge from unstructured information. Therefore, to succeed in analysis, collaborative work between operators and the system is indispensable as well as the automation features of the software tools. This point also indicates a similarity between the technology employed by the operation management system and that of big data.


    3.3 Difference in Requirements of the Target Domain


    Because MasterScope was developed to satisfy the requirements of the operation management domain, the following different design concept elements might be found in the big data application domain.


    (1) Maximum data size


    
      MasterScope achieves scalability for unifying data management in the large-scale data center. However, there are some cases where an extraordinary degree of processing ability is needed in the big data application domain. Of course, the limitation of the data size to be processed will be the same as long as the same computing architecture is used. However, a completely different architecture may be employed in the big data domain.

    


    (2) Real-time processing vs. completeness


    
      Message management features in the operation management domain adopt the filtering approach to analyze data. It is essential in real-time processing to narrow down information. However, a technique without filtering information may be employed in a case where completeness of analysis is preferable rather than the real-time performance. For instance, big data applications will require an analysis technique that allows a much larger volume of historical data, while the MasterScope’s invariant analysis engine also provides offline analysis features.

    


    (3) Inference vs. accuracy


    
      Notifications that mislead the system operator must be avoided in the operation management domain, because it may cause fatal secondary faults. Though the invariant analysis engine discovers correlations and shows them as a fact and provides the evidence, it does not employ the inference technology, which decreases the accuracy of the result. Because we must avoid the situation in which operators find that the result of inference is wrong, after the workaround according to it has been done. However, big data applications that prefer intelligent analysis rather than an accurate one may employ the inference technology based on the hypothesizing and evaluating approach.

    

  


  
    4. System Invariant Analysis Technology


    4.1 MasterScope Invariant Analyzer


    MasterScope Invariant Analyzer3) is a system performance analysis product that automatically extracts performance models of the system and detects “silent failure” that used to be difficult to find with a conventional analysis technique (Fig. 2). It employs a machine learning technology that analyzes time-series numerical data, learns normal system behavior as a performance model from a period of performance data in which the system works normally, and detects anomalies from numerical data collected in real time.
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        Fig. 2 Outline of system performance analysis.
      

    


    The system invariant analysis technology can reduce the operator’s burdensome efforts for performance monitoring setting. Operators have no need to set different thresholds depending on the properties of each performance data, because anomalies are automatically detected by analyzing whether the correlations in the performance model are valid or not. Moreover, the same model can be used even if the system workload is different, such as between a busy day and an ordinary day. This is because the analysis engine regards the system as normal behavior as long as the correlations in the model are valid, regardless of the value of performance data.


    4.2 Types of Machine Learning Technology


    Machine learning technologies, which can be applied to numerical data can be roughly classified into types. The first is the mathematical model type involving dynamic threshold and system identification etc. And the second is the general knowledge type involving production rule refining and case-based reasoning, etc.


    The mathematical model type handles knowledge which can be expressed as an algebraic equations. Anomalies can be detected by assigning actual values to the equations to see the difference between the model’s expected value and the actual data obtained. The kind of knowledge which this type can handle will be limited to class of knowledge which can be expressed in mathematical equation, but computational cost of detecting anomaly is very low, since it only requires arithmetic calculations.


    The general knowledge type acquires various kinds of knowledge as if-then type production rules. Anomaly detection is made by evaluating the rule condition as true or not with the acquired data. Though it is applicable to various kinds of knowledge, the processing speed of anomaly detection is rather slow because the matching procedure has to be repeated for each rule.


    The system invariant analysis technology comes into the category of system identification in the mathematical model type. It is effective in real-time analysis because its anomaly detection is very fast. Moreover, it is different from other techniques such as the dynamic threshold that learns the periodical properties of peculiar systems. Therefore, it can be widely applicable to analyze correlations of various kinds of numeric data regardless of target domains or devices generating data.

  


  
    5. Invariant Analysis for Other Domains


    As described in the previous section, the system invariant analysis technology is not bound only to system operation management domain, but it can also be applied to other domains which analyzes numerical data. The following experimental applications for other domains are now in progress.


    5.1 Domains Related to System Operation Management


    (1) Electric power management


    
      Since the Tohoku earthquake in 2011, HEMS, BEMS and the peak shift control program are receiving attention. In a data center with an outdoor air cooling system, it is required to control air conditioners according to values acquired from temperature and electric power sensors. It can be expected that the invariant analysis extracts correlations from sensor data and discovers “unusual” usage patterns.

    


    (2) Software development


    
      According to “DevOps,” which is a response to the interdependence of software development and IT operations, information acquired by the operation management system will be fed back to the design process. Though the kind of data is the same as that for the system operation, it is required to analyze widely diverse and detailed information. The invariant analysis allows identifying malfunctions of the granularity of performance data.

    


    (3) Business impact analysis


    
      It is required to identify risk factors or detect acts of fraud by extracting singular points from such information as business indexes or financial transactions. For instance, regarding the ROI (return on investment) for IT systems, it is necessary to compare cost information with performance data in operations. Invariant analysis is effective because it allows cross-domain analysis, an integrated analysis using various kinds of numeric data.

    


    5.2 Physical System Domain


    (1) Structural health monitoring


    
      Though there are some simulation techniques for structural diagnostics using design data from before, the invariant analysis that can automatically extract a performance model is more suitable in a case when there is a wide difference in the design of each structure. For instance, in the case of condition monitoring of bridges, it enables timely maintenance as required by detecting anomaly values from vibration sensors and localizing the degradation of a part of the bridge.

    


    (2) Failure detection at manufacturing plants


    
      Providing effective maintenance, it is required to detect failures of both products and production lines by analyzing information from built-in sensors. Regarding complex plants, it is also required to point out discovered correlations to the expert of such plants because they can hardly be expected to understand all behavior related to such large numbers of components.

    


    (3) Telematics


    
      The application domain related to automobiles and their factories uses most integrated and advanced technologies. A large number of microcomputers and built-in sensors are embedded in devices such as Sat Nav systems. Therefore, technologies utilizing information from them are required, such as the correlation analysis technology for sensor data to enable the failure detection of automobiles.

    

  


  
    6. Conclusion


    As described in this paper, there are similarities between the analysis features of MasterScope and those of big data. Currently, MasterScope’s primary application domain is targeted for effective system operation management of IT systems. We intend to expand application of MasterScope’s system invariant analysis technology, which will contribute to efficient analysis of big data sets used in various domains.
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    Abstract


    M2M technology enables us to control “things” and to collect various kinds of information from “things.” NEC provides the M2M solution CONNEXIVE with the aim of building the next-generation “Ambient Information Society.” This will help realize a safe and secure lifestyle and a revitalized industrial base. While making the best use of big data processing technology in analyzing and studying information acquired from CONNEXIVE we aim to realize a rich and innovative Smart Society. This will include the imminent Smart City and Smart Communities that will be centered on the city-based social infrastructures of the future.
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    1. Introduction


    M2M plays a role in digitizing “things,” which means that it materializes something called “feeling” or “intuition” in our real life by the use of digital data. The big data technology combines this and other digital data for examining and analyzing. It is expected that all “things” will be materialized in the big data era of the future. Both M2M and big data technologies are expected to play important roles as platforms for the construction of futuristic intelligent societies such as the Smart city and the Smart community, etc. The predicted favorable growth of the M2M and big data markets indicates such a trend. It is expected that the M2M market will expand to approximately 330 billion yen by the year 2015, and that the big data market will expand to 630 billion yen by the year 2017 and will exceed 1 trillion yen by the year 2020.


    This paper describes NEC’s M2M solution CONNEXIVE. This is an ICT platform to help build secure cities and to support their industrial revitalization. It also introduces usage examples of big data together with describing data collected from such cities.

  


  
    2. Horizontal Integrated M2M


    M2M is an abbreviated expression of “Machine to Machine” that stands for a mechanism that “things (machines)” are connected to each other via networks using all sorts of communication tools (Fig. 1). With the M2M mechanism, every single “thing,” not only information equipment such as PCs, servers, etc. but also other equipment such as home appliances, vehicles, sensors, etc., are connected via the network to communicate with each other by autonomic operation. Also such connected “things” are able to exchange information with each other and to control themselves automatically without the need for manned operation.


    
      [image: e120214_01.jpg]

      
        Fig. 1 Illustration of M2M configuration.
      

    


    Several M2M services have already started such as “Telemetering” and “Telematics.”


    “Telemetering” or “Telemetry” is a technology for monitoring or controlling devices located remotely. This technology is also used to check gas meters, vending machine inventories, the malfunction status of elevators and for parking lot management, etc. “Telematics” is a technology that mounts communication systems in a moving object such as in vehicles, etc. and provides real-time information services. Incorporating a communication module in a car-mounted navigation system enables the system to receive and provide information services via mobile telephone lines.


    M2M service described above collects information from monitoring points via communication modules mounted in devices, and provides users with visualized data of various “things” such as work efficiency, etc. by customizing collected data to be optimized for individual users. For the optimized vertically integrated M2M service, the collected information or data is only used inside a specific service or within the system (Fig. 2). In order to enhance society with intelligence and innovation, it is required to construct a comprehensive service platform. More devices must be connected to each other and the information from these devices must be collected, not individually but all at once. To achieve this, we must shift our service platform from that of a conventional vertically integrated platform system (or individually optimized service) to a horizontally integrated platform system so that we may then provide better services to users.


    
      [image: e120214_02.jpg]

      
        Fig. 2 Conceptual diagram of vertically integrated M2M service.
      

    


    As shown in Fig. 3, the horizontally integrated M2M service employs a “data sharing architecture.” It shares data collected from various devices and utilizes them for various services. This is expected to play an important role in the markets of cloud computing services and Big Data businesses that will be greatly expanded in the future. Moreover, users can construct an M2M system with less investment cost than for those systems that are constructed individually. As explained above, innovative services that could not be achieved with the conventional M2M service platforms will become available via the horizontally integrated M2M service platform.


    
      [image: e120214_03.jpg]

      
        Fig. 3 Conceptual diagram of the horizontally integrated M2M service.
      

    


    With the best use of the M2M platform, an M2M service mechanism that covers a cross-section of industries and businesses can be built as shown in Fig. 4. This will enable the materialization of lifestyles uninfluenced by the characteristic anomalies of differing industries. It will also enable control en bloc of the various kinds of data to be used for analyzing and investigating Big Data businesses, so that a wider and more dynamic information spectrum is acquired.


    
      [image: e120214_04.jpg]

      
        Fig. 4 M2M platform utilization model.
      

    


    There are a great many varieties of sensor on the market. Instead of accumulating the required sensors to construct a desired system, employment of a horizontally integrated M2M platform enables availability of the information acquired from specific sensors for efficient use by various services. For example, when an acceleration sensor is installed in each building for disaster prevention, the data acquired from the sensor can be used also to support the building maintenance. Moreover, if a major earthquake occurs, the device can be used to provide information on safe areas and evacuation routes by determining the affected parts of destroyed buildings. When studying aspects of evacuation routes, even more efficient and precise evacuation routes may be defined by combining the information collected from all of the other buildings, roads, public transportation systems, etc. This is how to use big data to play a role as important as that of the horizontally integrated M2M platform in realizing the future smart society.


    Section 3 describes big data.

  


  
    3. Big Data


    By linking M2M and Big Data, a new information based society, the “Ambient Information Society” will be materialized. Moreover, by creating desired lifestyles, the world will become an information based society that is linked to the “Ubiquitous Information Society.”


    The “Ambient Information Society” stands for an information based society in which computers and IT devices will be ubiquitous in our social infrastructures and people will be able to receive benefits from them without noticing their existence. The conventional “Ubiquitous Information Society” aims to offer humans a choice in accessing IT devices. However, the “Ambient Information Society” will evolve even further and will provide us with a society in which machines detect various conditions by using their sensors. They will be able to access the human condition in an autonomic manner. This is the significant feature of the “Ambient Information Society.”


    
      Ambient Information Society


      
        	collects information by using devices such as sensors existing on the network, and observes the environment and conditions of users’ everyday lives.


        	accumulates, analyzes and judges the collected information.


        	provides services that match analyzed needs.

      


      Ubiquitous Information Society


      
        	utilizes various devices existing on the network and materializes an information society that includes “whenever, wherever and whoever is connected to the network.”


        	enables control of devices remotely via networks.

      

    


    As described above, an innovative information based society or “Ambient Information Society” will be materialized by adding the concepts and technologies of Big Data that accumulate, analyze and study the collected information. This is the major difference to the “Ubiquitous Information Society.” Fig. 5 shows a conceptual diagram of such an innovative information based society.
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        Fig. 5 A conceptual diagram of an innovative information society.
      

    


    By combining the M2M and big data technologies and also by providing services via cloud computing, a PDCA (Plan-Do-Check-Act) cycle beyond the boundaries of different industries can be built, and at the same time a supply chain management across industries can become available. As an example, Fig. 6 shows linkages between agriculture, the engineering industry and commerce via agricultural ICT.


    
      [image: e120214_06.jpg]

      
        Fig. 6 Linkages between agriculture, commerce and engineering industries that employ agricultural ICT.
      

    


    As described above, a unique “Ambient Information Society” exclusively created to suit each industry can be built by combining M2M and big data. This will also result in the creation of an ICT society beyond the boundaries of different industries.

  


  
    4. Conclusion


    This paper has described the M2M and Big Data technologies that are system platforms for materializing a smart society.


    NEC will deal with the unresolved issues that still exist in M2M while providing “CONNEXIVE” (Fig. 7) as our solution to materialize a horizontally integrated M2M platform to enable the connection of “things” at anytime and anywhere (Network of Things). Moreover, by combining with the Big Data technology that analyzes and assesses data from various sources we will be able to create even more innovative services to support future city scenarios, such as the Smart City and Smart Communities, etc.


    
      [image: e120214_07.jpg]

      
        Fig. 7 Outline of CONNEXIVE.
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    *Bluetooth is a registered trademark of Bluetooth SIG, Inc. (USA).


    *Ethernet is a registered trademark of Fuji Xerox Co., Ltd.


    *Company and product names described in this paper are trademarks and/or registered trademarks of each company.

  


  
    Author's Profile


    
      OKUYAShigeru
    


    
      Assistant General Manager

      Carrier Services Operations Unit
    

  


  
    
      Special Issue on Big Data
    


    
      Information collection platforms
    

  


  Development of Ultrahigh-Sensitivity Vibration Sensor Technology for Minute Vibration Detection, Its Applications


  
    SASAKIYasuhiro, TAKAHASHIMasatake, AIMOTOTakashi, GENSHINAkira
  


  
    Abstract


    The NEC Group has developed a piezoelectric vibration sensor that features sensitivity at about 20 times that of previous models. A vibration sensor is a device that corresponds to the auditory and tactile organs of the human body. The real world is flooded with vibration information generated by humans, goods and environments. Our recently developed vibration sensor can collect minute waveform data that has been hitherto undetectable and has therefore not been utilized. The device extracts the frequency components that present anomalies and analyzes their significance by means of cloud computing, so as to implement a safe and secure society by connecting accurate identification of situations and circumstances for the prevention of adverse events. This paper introduces features of the newly developed vibration sensor and discusses efforts being made for the development of its applications.
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    1. Introduction


    The sensor is a key device that collects information dispersed and scattered in the real world and processes it into information of a higher quality level by means of cloud computing in order to initiate the creation and provision of new services.


    There has been a strong need to identify the causes of abnormal vibrations and the nonstandard operation of electronic equipment and machine tools, to check the deterioration of structures including buildings and understand the daily health patterns of individuals easily. The piezoelectric vibration sensor recently developed by the NEC Group extends the potential for solving these issues in a simpler manner than has been available hitherto.


    The development of the new sensor was initially started aiming at internal use in the development of other products. Vibration and acoustic technologies are indispensable in the development of electronic equipment such as for computers and mobile phones within the constraints of noise reduction and high audio quality requirements. Abnormal vibrations and the acoustic behavior of components used in electronic equipment have previously been determined using vibration sensors designed for scientific measurements. However, such traditional vibration sensors have not been widely used because they may be as expensive as 100,000 yen and also because their measuring ranges are limited.


    Under these circumstances, we judged that the development of a new piezoelectric vibration sensor (hereafter referred to simply as “vibration sensor”) with high sensitivity and low price would be possible by utilizing the proprietary technologies that have been previously developed by the NEC Group. Therefore, we have proceeded to develop the vibration sensor discussed in the present paper.

  


  
    2. Piezoelectric Vibration Sensor


    The newly developed vibration sensor achieves a high sensitivity at a world leading level of about 20 times that of previous vibration sensors that have been designed for scientific measurement. It functions in a wider frequency band of 10 to 15 kHz, and at a greatly reduced price of about 1/10th that of the previous sensors. The present device can detect an acceleration of only 0.0001 G, which is 1/10,000th that of the gravity acceleration of the earth, and over a broad frequency band (Fig. 1). This detection level is equivalent to the capability of detecting vibrations on a glass surface on which a drop of water falls.


    
      [image: e120215_01.jpg]

      
        Fig. 1 Piezoelectric vibration sensor with ultrahigh sensitivity.
      

    


    The NEC group has been conducting R&D for more than half a century on piezoelectric ceramics devices such as communication device filters, speakers and actuators for use in our electronic equipment. The piezoelectric ceramics materials used in these applications feature a piezoelectric effect or an electromechanical transduction capability that converts an externally applied vibration into a voltage (Fig. 2). The combination of piezoelectric ceramic materials with machine mechanisms and electronic circuitry makes it possible to create a high-sensitivity sensor.
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        Fig. 2 Electromechanical conversion capability of piezoelectric ceramic materials.
      

    


    Our newly developed vibration sensor incorporates new technologies for obtaining electrical signals efficiently. These include optimum composition of the piezoelectric ceramic material, a unique vibration amplitude magnification mechanism in the sensor mechanical part and the noise reduction technology and impedance converter that enables a high S/N (signal-noise ratio).


    In the development of the piezoelectric ceramic material, we utilized our previously accumulated material database and discovered the optimum material composition for the sensor by repeating material syntheses based on perovskite crystals.


    For the development of the unique vibration amplitude magnification mechanism we designed a precision vibrator structure by repeating simulations. It achieves a loss-free conversion into signals of the electrical charge generated on the piezoelectric ceramics material due to vibrations of the sensing target.


    The electrical noise generated by the external environment and/or sensor circuitry adversely affects sensors that handle very low detection signals. When the very low signals are buried in noise, they become mutually indistinguishable. We succeeded in minimizing the effects of noise by determining the penetration paths and causes of noise via scientific analyses and by applying optimum countermeasures.


    In order to facilitate the embedding of the sensors in the equipment of the users the sensor incorporates an impedance converter circuit. This arrangement maximizes the transmission efficiency of the detection signals by matching the impedance with the equipment to which the vibration sensor is connected.

  


  
    3. Applications of Vibration Sensors


    To respond to the needs for a safe and secure society, we are conducting R&D into vibration sensor application technology with a view to a cloud-based service that detects anomalies via the data collection of the sensors, and issues early notifications.


    The next generation vibration sensors will be capable of the real-time collection of a large amount of data, such as the waveform data of minute vibrations e.g., representing abnormal operations of electronic equipment, cracking and creakings of buildings or the condition of human blood circulation. When this technology is combined with the vibration waveform analysis technology, it will be possible to identify conditions accurately by extracting the frequency components representing the anomaly and analyzing their significance. This will lead to the possibility of highly accurate prediction of serious events and on to the creation of new information services.


    In the following subsections, we review the possible applications of the vibration sensor in the field of information services for infrastructure surveillance/diagnoses and healthcare by taking buildings diagnoses and human pulse detection experiments as examples.


    3.1 Visualization of Building


    We installed newly developed vibration sensors in a model of a building with columns and beams in which we had also intentionally introduced a mechanical abnormality, in the form of rattling to some of the columns located on the upper floors of the building. We then applied vibration stress externally to the building, collected the detection signals of the sensors and analyzed them.


    The sensor outputs the vibration time waveform data as electrical signals according to the vibration stress applied to the building. We converted this data into frequency spectra in order to extract various frequency components. We then integrated the frequency components by applying a statistical information processing technique and visualized the building situation by creating an animation showing the mode of its vibrations. We were thereby able to confirm that some frequency components of minute vibrations that had not previously been detectable in fact represented the actual column rattling vibrations (Fig. 3).
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        Fig. 3 Visualization of building defects by collection/analysis of minute vibrations.
      

    


    In this way, remote monitoring of an infrastructure component such as a building or bridge by attaching several sensors to it and by then applying cloud computing technology can enable accurate identification of the deterioration status of a structural component. This leads to the early discovery of deterioration and permits efficient repair based on the obtained information. It is expected that this will help to ensure the safety of residents as well as assisting in the prevention of economic losses.


    3.2 Identification of Blood Flow Condition by Human Pulse Vibrations


    We equipped both traditional and a newly developed vibration sensors at the extremities of plastic rods and by applying each rod on a human carotid artery observed the detected vibration waveforms (Fig. 4).
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        Fig. 4 Blood flow condition measurement using vibration sensor.
      

    


    The vibration waveform observed with the traditional sensor was not clear while that obtained with the newly developed high-sensitivity vibration sensor was sharp and precise. The time interval between the vibration time waveforms represents the pulse according to the heartbeats and the peak values represent the pressure levels of blood circulation locally at the position the sensor is applied (Fig. 5).


    
      [image: e120215_05.jpg]

      
        Fig. 5 Accurate determination of blood flow condition.
      

    


    By measuring blood circulation in a simplified manner, accumulating the collected data and analyzing its significance minutely in a time series makes it possible to identify changes in health condition on a daily basis. This information can be used in giving advice to each individual according to his or her lifestyle in order to provide satisfactory support for individual needs.

  


  
    4. Conclusion


    In the above, we introduced features of the newly developed vibration sensor and discussed efforts being made for the development of its applications. We then described our attempts to develop a sensor network system based on the use of cloud computing, in which the sensors, hub terminals, a cloud system and a communication network are connected organically to enable smooth operations for the collection of data and the provision of value-added information for our customers (Fig. 6).


    
      [image: e120215_06.jpg]

      
        Fig. 6 Cloud computing-based sensor network system.
      

    


    The vibration waveform data collected from the sensors is analyzed in real time by the hub terminals, and the extracted significant information is transmitted to the cloud system. The cloud system performs detailed statistical information analyses and provides value-added information that can be understood by customers easily. Compression of the information in the real world into value-added information also contributes to reducing loads on the cloud system and information communication networks and optimizes the energy requirement for performing the information processing.


    Looking forward, we will proactively continue the R&D of sensor technology in collaboration with the group and partner enterprises with the aim of realizing a safe and secure society.
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    Abstract


    Recent years have witnessed a significant increase in the collection and analysis of a large amount of data such as website logs, sensor information from various devices, etc. Relational databases used to be a major system for storing such data, but recently KVS (Key-Value Store) is becoming more popular as a data storage method due to its superior characteristics in scaling out according to increases in data volume. However, KVS only support simple search functions. This paper introduces “MD-HBase,” which is an extended version of HBase, a KVS-type database. MD-HBase enables efficient data search performance for multi-dimensional range queries without giving up scalability characteristics.
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    1. Introduction


    Recent technological advances allow us not only to collect a large amount of data but also to use it for optimal purposes. For example, it is now possible for location-based service (LBS) providers to provide more detailed information to their users by collecting their location information via their smartphones. LBS providers can send their users various information such as recommending nearby shops, distributing shop coupons related to shop promotion events, etc. When carrying out such services, database systems for storing location information are expected not only to collect information from thousands of devices but also to glean information such as a list of the users who are located nearest to a specific shop. A database system handling a large amount of data has to be equipped with a practical search processing ability along with an ability to scale out according to increasing data size.


    Relational database systems providing general-purpose search functions used to be popular in the market. With traditional database systems, a scale-up strategy, in which hardware is replaced by more powerful hardware, was a major countermeasure to maintain scalability and meet customers’ needs. This strategy makes it possible to increase system power without a drastic change in architecture, but it cannot be expected to increase system power beyond the limit of hardware performance. Moreover, this strategy runs up costs. In order to sort out such issues, a scale-out strategy at one time gathered the market’s attention because it could increase system power by adding servers. However, a scale-out strategy requires modifying system architecture according to increases in data size. This means that if the database system has already been modified into a complicated architecture to achieve efficient search function performance for general purposes, the scale-out strategy cannot be employed further for such a system. The market now focuses on a database method, KVS (Key Value Store), that has a simple architecture and easy scale-out characteristics. However, KVS still has some disadvantages. One is that it can only support simple search operations due to its simple architecture. In the era of big data, database systems need to process complicated search functions efficiently while maintaining scalability. This paper introduces “MD-HBase,” a KVS-type database system that enables efficient multi-dimensional range search.

  


  
    2. Ordered Key Value Store (KVS)


    KVS is a database model that uses “key” and “value” pairs to efficiently identify records. Ordered KVS is one KVS-type database model. It stores records in ascending order by sorting keys (Fig. 1). Ordered KVS is often likened to a dictionary, in that it sorts indexes (keys) in ascending order and these indexes are associated to contents (values).


    
      [image: e120216_01.jpg]

      
        Fig. 1 Ordered KVS.
      

    


    When an ordered KVS needs to process too many records, it achieves scale-out by dividing tables at the appropriate keyranges and distributing these divided tables to other servers. This processing is just like dividing a dictionary by classifying it under index words and splitting the dictionary into small booklets. Distributing records may create multiple tables, so indexes are required to manage which table should be located at which position.


    An ordered KVS provides two search functions, “match query” and “range query.” A match query extracts the value associated with a certain key. This is the same action as searching for an item using an index word. A range query extracts all the records within a range that covers an area between a specified key and another specified key. Fig. 1 shows an example in which all the records are extracted from the range of indexes between 20110101 and 20111231. The ordered KVS has a feature that sorts records in ascending order so that this extraction operation can be performed very efficiently. Moreover, the range query searches the attributes of a record associated with a key. This search can be considered as a 1D (one-dimensional) range query.

  


  
    3. Multi-dimensional Range Queries


    Let us explain multi-dimensional range queries using an application employed for location-based services. Consider a shop that wants to disseminate coupons to attract customers who are currently located near the shop. A list of customers who should receive the coupon is generated by searching for customers within a certain range of latitude and longitude around the shop. This means that it needs to detect targets with a range query using two attributes, latitude and longitude. Such processing is called a multi-dimensional range query when it specifies a range that includes two or more attributes.


    3.1 Achieving Multi-dimensional Range Queries with Traditional KVS


    In this chapter, we introduce an example of a multi-dimensional range query achieved with an ordered KVS. An ordered KVS sorts its keys in ascending order, making it possible to efficiently execute a range query to extract the attributes associated with a key. However, in our example, there are multiple keys (latitude and longitude) to be selected, making it therefore necessary to somehow group these attributes into a single attribute. This process can be considered as transforming points (latitude and longitude) located in multi-dimensional space into a point (key) located in one-dimensional space. A space-filling curve is one of the most popular approaches for achieving this transformation.


    A space-filling curve visits all points in a multi-dimensional space with a single continuous line (one-dimensional curve). A Z-order curve is one such space-filling curve and an example using a Z-order curve applied to 2D space is shown in Fig. 2. A line drawn in Z-order visits all the points in a 2D space without overlapping, like drawing the letter “Z.” The number in each block shows the order in which the Z-order curve visits. This means that all the points in a multi-dimensional space can be numbered according to the order in which the space-filling curve visits.
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        Fig. 2 Space-filling curve.
      

    


    When storing multi-dimensional values in a KVS, each attribute pair is calculated to find its order on the space-filling curve and the corresponding number is employed as a key. For example, if the value of X is 1 and the value of Y is 2, the key will be 6. Now let’s generate a key using the above-mentioned method and try a multi-dimensional range query for the record stored in the ordered KVS.


    Fig. 3 is an example of carrying out a range query in the region of the dotted line. (The range of X is [1, 2] and the range of Y is [2, 3].) First, find the minimum and maximum values for the keys in the queried region. In our example, the minimum key value is 6 and the maximum key value is 13. Next, a range query between minimum value 6 and maximum value 13 is executed in the KVS. At this time, all the blocks visited by a dark-colored arrow (see Fig. 3) are scanned so that the records between key 8 and key 11, which are located outside the queried range, are also included in the search result. In order to avoid such false positive scans, the dimensional attributes of each key are checked to see whether they are inside the boundary or not, so that only records matching the requested condition are extracted to be calculated as the query result.


    
      [image: e120216_03.jpg]

      
        Fig. 3 Range query in the region X=[1, 2], Y=[2, 3] (Z-order curve in 2D space).
      

    


    The method described above easily achieves multi-dimensional range queries in an ordered KVS; however, keys 8 to 11 are also scanned even though they are out of the queried range. This results in degraded search performance.

  


  
    4. MD-HBase


    MD-HBase1)achieves efficient multi-dimensional range queries by modifying Hbase2), an ordered key-value store model. MD-HBase employs a method to efficiently access data in multi-dimensional space to reduce the number of false positive scans and improve the performance of multi-dimensional range queries.


    4.1 Multi-dimensional Index Layer and Space-filling Curve


    A multi-dimensional index is a method to improve data access performance by structuring data in a systematic manner. MD-HBase leverages the Kd-tree space-partitioning method over the ordered KVS to achieve efficient multi-dimensional range queries. A Kd-tree is a space-partitioning data structure and is one of the possible space-splitting methods for multi-dimensional indexes.


    Fig. 4 describes a space-partitioning method using a Kd-tree structure. A Kd-tree splits a space in half once the number of data points in the space reach a certain number. In this example, the threshold value of data points to execute space partitioning is set to two. In Fig. 4(a), three data points are located in the 2D space, which means that the number of data points is beyond the threshold value set for space partitioning.


    
      [image: e120216_04.jpg]

      
        Fig. 4 Space partitioning using the Kd-tree method.
      

    


    The Kd-tree then splits the 2D space in half at the middle of the X dimension. This results in the data point locations shown in Fig. 4(b). Let’s insert more data points. The result is shown in Fig. 4(c). You can see that the number of data points on the right-hand side is beyond the threshold of space partitioning. So the right-hand side is split in half (upper and lower sections) at the middle of the Y dimension. The result is shown in Fig. 4(d) and the number of data points in the space is maintained at two or less. This means that spaces that contain more data points will be split into smaller spaces to maintain the number of data points at no more than the threshold value set for each space.


    Let’s combine the results of the space-partitioning method using a Kd-tree and the space-filling curve (described in chapter 3). The result is shown in Fig. 5. The continuous space-filling curve traces all split spaces without skipping any space blocks. This proves that the Kd-tree space-partitioning method has the property of being able to split data points without changing the order given by the space-filling curve.
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        Fig. 5 MD-HBase space partitioning and index layer.
      

    


    MD-HBase divides the table and creates indexes for the divided tables by using this property of the Kd-tree. Data points located in multi-dimensional space are mapped onto one-dimensional space using a space-filling curve, the Z-order curve. MD-HBase uses the numbers where the data points are located as keys to store records in ordered key-value stores. Then, if the number of records exceeds the threshold value set for each table, the table will be split according to the space-partitioning method described above. As shown in Fig. 5, MD-HBase lays out the split spaces in the order of the Z-order curve and maintains a function for referring tables to use them as indexes.


    4.2 MD-HBase Multi-dimensional Range Queries


    Multi-dimensional range queries using MD-HBase are described in this chapter using the example of scanning the same range shown in Fig. 3. In this example, as shown in Fig. 5, let’s assume that space partitioning has been done and indexes have been structured. As with what we did in the previous example, find the minimum and maximum values allocated to the keys in the queried range. In the previous example, the records located between the minimum and maximum key values were simply scanned as they were; however, MD-HBase first checks the index to acquire the space partitioning list for the range between these minimum and maximum values. In this example, three split spaces are detected. MD-HBase checks the boundaries of each dimension of split spaces to determine whether the split spaces overlap with the query range. If the split spaces do not overlap with the query range, this means that none of the records located in these split spaces exist in the query range. MD-HBase can therefore skip scanning recordsfor tables associated with these subspaces.


    This example shows that Region 0-7 and Region 12-15 are search range targets, but Region 8-11 is not overlapped. This means that scanning the table corresponding to Region 8-11 can be skipped completely and safely.


    With the example in this paper, we only skip scanning one table, but this function will contribute more effectively in cases of searching neighboring domains with high-density data or in cases with more dimensions. In the performance evaluation test of multi-dimensional range queries for a data set simulating vehicle travel, MD-HBase demonstrated a high-speed processing capability approximately ten times faster than when only a space-filling curve is applied (Fig. 6). Fig. 6 shows the evaluation results acquired from a range query over 400 million generated data points by simulating vehicles traveling on a road map. The horizontal axis indicates the size of the query range.
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        Fig.6 Multi-dimensional range query results.
      

    

  


  
    5. Conclusion


    This paper introduces MD-HBase, a KVS database that achieves efficient multi-dimensional range queries, features scalability according to data size and meets the requirements of the upcoming era of big data processing. The results of this research are planned to be incorporated into the “WebOTX Batch Server,” an application execution platform which promotes efficient batch processing. We are pleased to mention that MD-HBase is the result of cooperative studies with Profs. Divyakant Agrawal, Amr El Abbadi and Dr. Sudipto Das of the Department of Computer Science, University of California, Santa Barbara.
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    Abstract


    “Super Resolution” (SR) is a technique to restore a low-resolution image into a clear, high resolution image. It is necessary to infer missing high frequency components in order to restore a low-resolution image to a high-resolution image correctly. This paper describes the learning-based SR technique that utilizes an example-based algorithm. This technique divides a large volume of training images into small rectangular pieces called “patches” and brings them together in a dictionary as patch pairs of low-resolution and high-resolution images. Experiments show impressive results that identify specific objects such as text characters and human faces etc.
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    1. Introduction


    “Super Resolution” (SR) is a technique for restoring a low resolution image (LR image) into a clear high resolution image (HR image). This technique is widely adopted to improve the definition of images shot by a digital camera. In order to restore an image into a high-resolution image correctly, it is necessary to infer missing high frequency components of a low-resolution image. The technique to achieve this is called “learning-based super resolution,” which prepares data relevant to the target object in advance.


    The learning-based method can be classified into two methods; 1) a regression-based method that requires model function parameters, and 2) an example-based method that uses samples as models. The regression-based method features a superior generalization capability to handle various objects, however, at the same time it features an inferior capability when handling complex models. This means that the regression-based method has a limited magnification ratio for achieving super resolution images (scaling up ratio between a low-resolution image and a high-resolution image). On the other hand, the example-based method is able to achieve a super resolution image with a significantly high magnification ratio, although this will depend on the specific object being processed. It divides a large amount of training images into small patches and uses them for in the analytical process.


    This paper proposes a learning-based super resolution technique using an example-based approach to enable restoration of finely-magnified, high-resolution images of specific objects including texts and human faces. This technique features a fine balance between efficiency and performance and thereby provides significant results especially for specifically processed objects. It deals with object images that feature minute dislocation and blur by increasing the number of training images, and with object images that have minor distortions by applying searching and synthesizing processes with weighted Euclidean distance. The proposed technique achieves finely-magnified, high-precision image restoration, so that low-resolution images of the license plates of vehicles recorded by surveillance cameras become legible. This was impossible when using the conventional super-resolution processing technique. According to the recent increase in the numbers of installed surveillance cameras, requests have been raised to analyze the vast amount of recorded data as a Big Data. The super resolution that we propose in this paper is a processing technique to convert low-resolution images that are recorded during wide area surveillance into high-resolution images, so that a machine or a human may recognize and analyze the results. I would like also to state that this technique is adequately meeting popular expectations.

  


  
    2. Proposed Method


    The proposed method consists of two phases, 1) a dictionary construction phase that performs extraction of patch pairs from both HR and LR images, and then stores them as training data in the dictionary, and 2) an super resolution phase that performs synthesizing of HR images by searching patches stored in the dictionary that are best matched to the input images.


    2.1 Dictionary Construction Phase


    In the dictionary construction phase, different types of LR images classified by minute variations are generated out of a large volume of HR training images. Patches are extracted from HR and LR images respectively, and the pairs are stored in the dictionary (Fig. 1).
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        Fig. 1 Dictionary construction phase
      

    


    In order to produce LR images from the corresponding HR images, a certain amount of blurring is provided to an HR image, and sampling of pixels is then performed at certain intervals. Here we describe an example process to perform super resolution with 3 times magnification. This example aims to produce an LR image with a scaling ratio of 1/3. With this aim, blurring by using a Gaussian filter with a standard deviation of 1.5 pixels is provided initially and then sampling of pixels at 3 pixel intervals is performed.Three types of deviation of 1.5,1.875 and 2.25 pixels are provided, so that the blur amount can be finely varied according to the settings of the digital cameras. This process enables the handling of various levels of input images. Moreover, minute displacements may occur depending on the extraction position to be set when extracting pixels at intervals of 3 pixels. In order to solve this issue, 4 types of images are extracted by changing the positions to 2 vertical and 2 horizontal. When 3 types of blur and 4 types of displacement are provided, a total of 12 LR images will be produced to combine such fine variations from a single HR image.


    Patch pairs are composed of LR patches (e.g. 5 × 5 pixels) extracted from LR images and the corresponding HR patches (e.g. 15 × 15 pixels in case of 3x magnification). Those pairs are stored in the dictionary. If trying to store all sort of patches, it would exceed over million pairs. Deleting similar patches enables to reduce the size of the dictionary.


    2.2 Super Resolution Phase


    In the super resolution phase, an LR patch is extracted from the input images. The most alike patch pair is searched in the dictionary to synthesize an HR image using the searched HR patch in the pair (Fig. 2).
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        Fig. 2 Super-resolution phase.
      

    


    In searching the LR patch process, by defining the LR and HR patches as the gray image vectors, the contrast of the LR and HR patches is normalized by dividing them by those norms, so that any degradation due to brightness may be avoided. Also, in order to achieve a robust comparison of minute variations, the distance between patches is calculated by weighted Euclidean distance, so the further the distance from the patch center point becomes, the smaller the weighting that is applied. The LR patches that are closest to each other in terms of distance should be recognized as similar patches. An HR image is synthesized by using the HR patch of the searched patch pair. This process also employs the same process for searching LR patches: the further the distance from the patch center point becomes, the smaller the weighting that is applied. At the same time, the contrast is corrected according to the average value of the LR patches in input images. These processes such as searching of LR patches and synthesizing of HR patches are independently performed per pixel. Acquired results are also synthesized by applying weighting, so that high resolution images or “super resolution” results may be obtained.


    The dictionary contains a vast number of patches so that it takes a long time to search the desired patches. Consequently LR patches that are normalized by norms and receive weights in advance are stored in the tree structure called “k-means tree.” This is the process by which we carry out rapid exploration of the nearest neighbor patches.

  


  
    3. Experimental Results


    In order to show the effectiveness of our proposed method, we introduce the results when our proposed method was applied to a low-resolution text image shot by a digital camera, a car license plate image and a human face image.


    3.1 Text Image


    50 pages of English texts for which the formats were roughly identical were used for the training HR images. They were saved as PDF files and were then converted into 150-dpi graphic images. LR images used for the experiment were produced by shooting the printed English texts with 50-dpi equivalent with a Web camera from a frontal angle. The printed pages were the different pages that were used for the training HR images. The result of the 3× magnified super resolution being applied is shown in Fig. 3. It is not known how much noise or blurring caused by the camera is contained in the image, even though the image was restored precisely. As shown in the results below, our proposed method proved to have significant effectiveness in restoring images when the target object contains strong limitations such as in fonts and types of texts, etc.
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        Fig. 3 Result when applying to a text image.
      

    


    3.2 Car License Plate Image


    The result when the proposed method was applied to a car license plate image is shown below. We constructed a dictionary with 2,000 car license plate images (of the same sizes) in order to prepare training HR images. The LR images used for the experiment were shot by a digital camera from a long distance. The result of 8× super resolution result acquired by theproposed method is shown in Fig. 4. Although the original image was only 13 by 7 pixels the four digit numbers in the image were correctly restored by making the best use of the car license plate dictionary.
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        Fig. 4 Result when applied to a car license plate.
      

    


    3.3 Human Face Image


    The result when the proposed method was applied to the image of a human face is shown below. We constructed a dictionary with 450 human face images (of the same size) to prepare training HR images. The LR images used for the experiment were shot by a digital camera from a long distance. The 4× super resolution result acquired by the proposed method is shown in Fig. 5. Even though the training patches were produced from other people faces, the results show excellent restoration of the eyes and mouth.
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        Fig. 5 Result when applied to a human face.
      

    

  


  
    4. Conclusion


    In this paper we propose a learning-based super resolution technique using an example-based approach that enables restoration of finely-magnified, high-resolution images by specifying target objects. The proposed method features the unique properties of minutely varied, training images as well as applying weighted searching/synthesizing. Therefore, it can achieve finely-magnified, high-precision super resolution of images efficiently, including those of texts and human faces. The experimental results of text images, car license plate images and human face images demonstrate the great effectiveness of the proposed method.


    With regard to issue solving in the future, we will study how to deal with images without prepared training images, and we will also try to improve our processing efficiency even further.
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    Abstract


    Since a huge amount of the texts included in big data consists of data created by humans for communicating information or expressing intentions to other humans, it is an important information source containing valuable information. NEC is tackling the development of technology for extracting “customers’ voices” and “rumors” from large amounts of text data and for utilizing them in marketing, corporate risk management and customer management. This paper introduces some of the recent research results of NEC. Included are: the recognizing textual entailment technology for recognizing included relationships of semantic content between texts, the technology for rumor detection from cyber information and the semantic search technology for improving the operation efficiency of contact centers.
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    1. Introduction


    A text is data created by humans for communicating information or intentions to other humans. Thus, among big data, the large amount of text data existing in society, such as data contained in newspapers, magazines, web pages, corporate documents and e-mails is particularly important. This is because it is the source of information that includes information that is valuable for humans. On the other hand, utilization of the large amount of text data requires techniques for processing the data by; a) accurately and quickly finding the required data, b) disambiguating expressions, and c) understanding connotations and relationships with other information. At NEC, we are conducting R&D of the following technologies aiming at marketing, corporate risk management and customer management by extracting “customers’ voices” and “rumors” related to products, services and persons (Fig. 1).
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        Fig. 1 Technology for extracting values for large amount of texts.
      

    


    
      (1) Language analysis technology capable of free expressions including spoken languages.


      (2) Synonymy/entailment relation recognition technology for judging if two words or texts have the same meaning.


      (3) Semantics/relationship extraction technology for extracting semantics and relationships.


      (4) Search and monitoring technologies for the integrated utilization of various information sources based on the extracted semantic content.

    


    In the present paper, we introduce some of our recent research results, including the recognizing textual entailment technology that relates to (2), the technology for rumor information detection from cyber information including web texts, and the semantic search technology for improving contact center operation efficiency that relate to (4).

  


  
    2. Recognizing Textual Entailment Technology for Recognizing the Included Relationships of Semantic Content


    Regarding text data, there are many cases in which content of the same meaning is found in different expressions. The technology for recognizing that different expressions have the same meaning is called recognizing textual entailment (RTE). Our RTE technology won the first prizes both in main task and sub task of RTE-7, TAC2011, which is a world leading evaluation workshop of text analysis technologies held by the U.S. National Institute of Standards and Technology (NIST) in 2011.


    RTE inputs two texts and recognizes whether one piece of text entails another. For example, the text “the president of firm A, traveled to New York City for business” contains semantically the meaning “the president of firm A visited the USA.” This is because the fact of “traveling to NYC for business” always means “going to the USA.”


    RTE makes it possible not only to search for texts containing specific meanings. On the other hand, if a text containing a specific meaning does not exist, it is possible to detect the content of the specific meaning as “novel information,” as well as to clustering texts of the same meaning.


    Our technology recognizes entailment relationships with high accuracy by considering the importance of each word both in the text and in the textual structure such as in the subject and the object of the predicate. Specifically, it makes a judgment in two steps, in the first step a rough judgment is made by considering differences between the words expressed in two texts. The second step eliminates false entailment relationships by considering the linguistic and semantic structure of the texts. The technology can handle both the case in which different words express the same meaning and the case in which a word expresses different meanings and thereby prevents erroneous recognitions.


    In the RTE-7, TAC2011, we gained first prizes both in the main task that recognizes entailment relationships between two given texts, and in the subtask that detects whether a piece of text contains novel information or not based on entailment relationships recognized among the text and other given texts.


    We are currently advancing R&D with the aim of applying our RTE technology in the fields of marketing and corporate risk management. Conventional systems of the same purposes have limited ability of processing the meaning of text that caused users to assist the system in many aspects, for example, by extracting characteristic keywords for investigating the trend of customer’s voices or selecting keywords for detecting rumors or reputations. On the other hand, RTE can offer a fundamental ability to text processing systems to handle the meaning of texts on a computer so that users can use the systems with less limitation.

  


  
    3. Rumor Detection Technology from Cyber Information


    The recent increase in ease of communication and dispatching information via the Internet such as blogs and social networking services has resulted in issues caused by the rapid spread of rumors and damage to reputations. For example, a Japanese bank suffered with withdrawals amounted to several ten billion yen because of the spreading of a rumor of bank failure via chain mails. To prevent damage due to such harmful rumors, it is important to detect risk information that might be a source of rumor at an early stage.


    NEC has developed a system for detecting information with a risk of becoming rumor from information on the Internet (hereafter “cyber information”) (Fig. 2). The rumor detection system is composed of the “dictionary building support technology” for supporting compilation of rumor detection dictionaries and the “rumor detection“ block for detecting articles containing expressions registered in the dictionaries as rumor risk information, from a large amount of text data on the Web. Among the dictionaries, the “organization name dictionary” and “product name dictionary” are used to detect the targets of rumors and the risk expression dictionary” and the “negative expression dictionary” are used to detect the contents of rumors. For example, if the “corporate name dictionary” contains “A Bank of Commerce” and the “risk expression dictionary” contains “failure,” it is possible to detect texts such as “there is a rumor of failure of A Bank of Commerce” or “bad loans may bring A Bank of Commerce to failure” from a large amount of text data.
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        Fig. 2 Configuration of rumor detection system.
      

    


    When detecting risk information without omissions, it is important to cover all the possible risk expressions to be detected with their variations in the dictionaries. However, it is not realistic to carry this out in fully manual way because the huge labor cost is required for reading many texts and selecting applicable expressions.


    Therefore, we developed dictionary building support technology to reduce the labor cost of the development of dictionaries. This technology is composed of the “synonym extraction technology” and the “risk expression extraction technology.”


    The synonym extraction technology can increase the variation of detected expressions by extracting words of the same meaning. For example, “ABC may collapse” cannot be detected if the dictionary includes “A Bank of Commerce” and “failure.” However, it can be detected if the dictionary includes “ABC” and “collapse” that are their synonyms. Our developed technology can recognize whether two words are in synonymy relation based on multiple criteria including acronym transformation rules (i.e. “ABC” is generated from “A Bank of Commerce”), coincidence of translations (“failure” and “collapse” has the same Japanese translation “hatan”) and the similarity of the expressions in character string (“foreign currency deposit” and “foreign currency saving”). It is also capable of multi-step conversion, for example translating the input Japanese word into English and then generating the abbreviation (Japanese “gaika yokin” → English “foreign currency deposit” → abbreviation “FCD”). By all the above functions, our technology enables extracting wide variety of synonym candidates including completely different synonyms in character strings.


    The risk expression extraction technology supports the development of the risk expression dictionary by extracting expressions representing risks. For example, organizations such as banks are conscious about the risks caused by “fictitious claims” and “phishing” as well as “bankruptcy.” The developed technology inputs the risk articles related to the risks and the reference articles irrelevant of the risks of the same domain. The seed articles typically consist of announcements for customers by the other organizations of the same business domain, news articles general articles, etc. This technology extracts the expressions characteristic to the risk articles comparing with the reference articles based on the statistical differences among the frequencies of their appearances in the risk articles and the reference articles.


    Other than the above extraction process, the developed technology ranks the risk expressions in the order of appropriateness. For instance, in the extraction of risk expressions related to “phishing,” the expression “suspicious mail” can be regarded as being appropriate as a risk expression because it appears particularly often in risk articles. In contrast, “mail” is not extracted as a risk expression because it appears very often in articles other than the risk articles. On the other hand, while “a suspicious mail is sent” is appropriate as well, however it only covers very limited expressions and it fails to detect even a slightly different expression such as “a suspicious mail from the bank.” The developed technology outputs “suspicious mail” at a higher rank compared to “suspicious mail is sent.”


    The user can create a dictionary by checking the expressions output from the dictionary building support technology and by adding appropriate expressions to the dictionary. Using our technology, the labor cost of dictionary development can be drastically lowered because the cost of checking of the expressions is much lower than reading all the texts manually to find expressions. We successfully confirmed that the accuracy of rumor detection task with a dictionary developed by using our method is equivalent to the accuracy with a dictionary developed by reading all the text in an evaluation. The time required for the development with our method is about 60% of the time required for the latter method.


    Thus we developed the rumor detection system with a dictionary containing about 6,000 expressions on a server unit witch can process about 18 million Twitter texts (tweets) in about 2-1/2 hours. Introducing our dictionary development technology leads to reduction of dictionary development cost by about 30% compared to the case of manual reading of all the tweets with target organization names.

  


  
    4. Semantic Search Technology for Improving the Operational Efficiencies of Contact Centers


    We have developed a search technology that enables an accurate and quick response for inquiries to a contact center by utilizing the enormous inquiry response logs stored at the contact centers (Fig. 3).
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        Fig. 3 Example of knowledge search system display (Partial).
      

    


    In general, at a contact center intended for technical support, each operator should identify the subject of inquiry from each customer and find the cause and solution by referring to the large amount of stored knowledge documents (past cases, manuals, technical information, etc.). However, expansion of supported products and diversification of product functions have made the inquiries from customers more complicated and technically advanced, and some cases have rather lengthy response times in performing analysis of information and acquisition of accurate information.


    The semantic search technology is a technology for reducing search oversights by exhaustive searches of texts associated with key search words. It searches a wide range of associated documents by extending the searched words to their synonyms, hypernyms and hyponyms. For example, if the search keyword is “OS,” documents including semantically associated words such as the synonyms (“operating system”), hypernyms (“software”) and hyponyms (“Linux”) can also be searched. The primary features of our semantic search technology are as follows.


    
      ・ Compressed index management for high speed semantic searches


      The search system compresses and saves index data that describes the relationship between the search keyword, including both their hypernyms and hyponyms, together with relevant texts. When a compact index is used to deploy the search keyword using its hypernyms and hyponyms, on-memory processing is possible and the search processing speed can be increased significantly.


      ・ Search refining support via navigation


      The system classifies search results automatically using the important words contained in them based on a large-scale hypernym-hyponym dictionary that has been prepared in advance. This strategy offers an overview of the refining keyword candidates independently of the operator’s knowledge, thereby allowing the narrowing down of the search results, even by a novice operator.


      ・ Search ranking learning based on a browsing log


      The system learns the relationship between the search keyword and the usefulness of documents by combining the search/browsing log (data listing the combinations of the search keywords and browsed documents) recorded in the server and the evaluation data for each document input by the operator. This process contributes to an improved search accuracy.

    


    We applied a search system incorporating the above technologies to the NEC Oracle Response Center, which is one of our contact centers for technical support, and evaluated the effects. As a result, it was confirmed that the average turn around time (average TAT) until the completion of a response decreased in spite of an increased number of inquiries. Moreover, we also confirmed a trend toward improved customer satisfaction.


    Specifically, the average TAT dropped by 19.1% and the “perfect” evaluation in the customer satisfaction survey increased by 7.8%, while the number of inquiries increased by 31%. For the working time of operators, the average search time per search of middle ranked operators reduced by 14% and the number of search operations per day increased by 28%. With the novice operators, the reduction in average search time per search was only 3% but the number of search operations per day increased by 95%.


    Based on the above results, we believe that the reduction in the search time and increase in the search count have enabled quick and polite responses and brought about the reduction in the average TAT and have improved the customer satisfaction simultaneously.

  


  
    5. Conclusion


    In the above, we introduced some of the results of our recent R&D in the field of natural language processing technology for the utilization of large amounts of text data. It is considered that, in order to utilize big data effectively, it is important to use technology capable of the collective analysis both of texts and non-texts that include numerical values. Especially, in the various decision making scenarios, the results of analysis alone are not enough, but the information on the causes leading to the results and for supporting the interpretation of the results are also necessary. The texts themselves are the important sources for obtaining such information. It is our intension in this context to continue our commitment to expanding the R&D of support technologies.

  


  
    *Twitter is a registered trademark of Twitter, Inc.


    *Linux is a registered trademark or trademark of Linux Torvalds in the U.S. and other countries.
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    Abstract


    Recently, the acquisition of knowledge from big data analysis is becoming an essential feature of business efficiency. However, the analysis of big data can be troublesome because it often involves the collection and storage of mixed data based on different patterns or rules (heterogeneous mixture data). This has made the heterogeneous mixture property of data a very important issue. This paper introduces “heterogeneous mixture learning,” which is the most advanced heterogeneous mixture data analysis technology developed by NEC, together with details of some actual applications. The possibility of the utilization of data that has previously been collected without any specific aim is also discussed.
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    1. Introduction


    Recent business trends suggest that big data analysis is becoming indispensable for automatic discovering of intelligence that is involved in the frequently-occurring patterns and hidden rules. These may then be used effectively as valuable information*1(such knowledge-discovering technology is generally referred to as data mining). For example, electricity demand is predicted by extracting the rules governing the values of various sensors such as thermometers and of electricity demand and deriving future demand predictions by applying such rules to the current sensor data.


    The difficulties of big data analysis derive from its large scale as well as the presence of mixed data based on different patterns or rules (heterogeneous mixture data) in the collected and stored data (heterogeneous mixture data issue). Especially, in the case of complicated heterogeneous mixture data, the data has not only several patterns and rules but characteristically, the properties of the patterns vary greatly (as shown in the left hand graph of Fig. 1, which shows a type of heterogeneous mixture data containing linear and nonlinear properties). In the case of electricity demand prediction, when the relationship between the sensor values and electricity demand are changed due to a specific cause, the conventional analysis technology has often been unable to determine the situation that led to degradation of the prediction accuracy. The countermeasure most often taken in such a case was to define factors altering the rules, such as the day of the week or time zone, by trial and error based on expert knowledge, and to classify the data accordingly in order to auto-extract individual rules. However, locating these factors is very difficult even for experts, which has led to issues such as the impossibility of defining heterogeneous mixtures due to insufficient data grouping or to the fragmentation of patterns caused by excessive data grouping (both of these issues could become the main cause of a drop in the prediction accuracy).
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        Fig. 1 Illustration of heterogeneous mixture data.
      

    


    In this paper, we first discuss the difficulties of heterogeneous mixture data analysis. In short, the impossibility of performing exhaustive searches due to the huge number of data grouping candidates, which in reality symbolizes the essential difficulty of the analysis. Next, we introduce heterogeneous mixture learning. This is the most advanced heterogeneous data analysis technology to be developed at NEC. It features the application of an advanced machine learning technology called the “factorized asymptotic Bayesian inference,” and we will focus mainly on the introduction of its fundamental concept. Finally, we introduce a demonstration experiment of electricity demand prediction for a building as an example of a suitable application of heterogeneous mixture learning. With the heterogeneous mixture learning technology, we have succeeded in improving the predictionaccuracy by 7.6 points (10.3% → 2.7%) compared to the previous prediction method without considering the heterogeneous mixture data, and by 2.1 points (4.8% → 2.7%) compared to the method that is dependent on data grouping by experts.


    
      *1 According to the 2012 survey1)made by the Yano Research Institute, Ltd., the big data market scale in FY2011 was 190 billion yen and that for FY2020 is expected to exceed one trillion yen.

    

  


  
    2. Issues of Heterogeneous Mixture Data Analysis


    One of the key points in the accurate analysis of heterogeneous mixture data is to break up the inherent heterogeneous mixture properties by arranging the data in groups having the same patterns or rules. However, since there are a huge number of possibilities (sometimes infinite) for the data grouping options, it is in reality impossible to verify each and every candidate. The following three issues are of importance in arranging the data into several groups.


    1) Number of groups (How much the data is mixed)


    2) Method of grouping (How the data is grouped)


    3) Appropriate choice of prediction model according to the properties of each group


    These issues cannot be solved independently or by following the order from 1) to 3), but they should be solved simultaneously by considering their mutual dependences. For example, when the hypothesis is that data contains a mixture of nonlinear and linear relationships (Fig. 1, Left), a highly accurate prediction model can be obtained by grouping the data into two groups (ellipse B and ellipse A). However, when the hypothesis is that the data contains a mixture of multiple linear relationships (Fig. 1, Right), the optimum number of groups becomes 3. In both left and right parts of Fig. 1, the grouping methods (ellipses) are determined by the sets of data to which the linear (or nonlinear) relationships (prediction models) are applicable, and this fact means that it is not possible to determine 2) by ignoring 1) and 3).


    It is obligatory then to consider issues 1) to 3) simultaneously, which is the specific number of data grouping candidates. As an example, let us assume a case in which big data storage of a large volume of sensor and electricity demand data is analyzed to detect the hidden rules. Furthermore, to clarify the essence of this issue, we will limit the candidates for the prediction model (electricity demand prediction formula) to those that can be expressed by a quadratic expression of the explanatory variables (sensor values). When the number of explanatory variables (number of sensors) is fixed at 10, the number of sensors usable in the prediction model at 3 and the number of groups obtained by data grouping at 4, the number of prediction model candidates is calculated approximately at (100C3)4 = 6.84×1020 (1020 is equal to 1 trillion multiplied by 100 millions). In more complicated cases, there are almost infinite combination candidates of data groups and prediction models. This means that the time taken for a search is at an unrealistic level if simple algorithms are used.


    As described in section 1, the solution most often adopted hitherto to solve such a problem was to define the factors altering the rules via trial and error based on expert knowledge and to classify the data accordingly in order to enable the automatic extraction of a single rule for each group. However, to determine the optimum data grouping method for data acquired from such a complex system is very difficult to achieve, even for experts. Constraints are posed by a reduction in the prediction accuracy due to inappropriate grouping and by the huge amount of labor required for the trial and error procedures needed to find the optimum grouping method.

  


  
    3. Data Mining Based on Heterogeneous Mixture Learning


    NEC has developed a new heterogeneous mixture learning technology for use in mining heterogeneous mixture data. This technology is capable of the high speed optimization of the three issues 1) to 3) referred to in section 2 above by avoiding issues related to data grouping or a sudden increase in prediction model combinations.


    Below, we explain the differences between learning with the previous techniques (such as the cross-validation or the Bayesian information criterion) and the heterogeneous mixture learning as shown in Fig. 2. Previous techniques calculated the scores (information criteria) for the model candidates and selected the model with the best score. However, as we described in section 2 above, an unrealistic calculation time would be required if these techniques were applied to the learning of heterogeneous mixture data due to the enormous number of model candidates. On the other hand, heterogeneous mixture learning is capable of adaptive searching of issues 1) to 3), which are the number of groups, the method of grouping and the prediction model for each group. This makes it possible to find the optimum data grouping and prediction model by investigating models with high prediction accuracies without searching unpromising candidates.
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        Fig. 2 Differences in data grouping and prediction model search methods between heterogeneous mixture learning and previous techniques.
      

    


    The advanced search and optimization of the heterogeneous mixture learning is backed by the latest machine learning theory called “factorized asymptotic Bayesian inference”2)3)4). The foundation of the heterogeneous mixture learning is supported by the following properties of this theory.


    
      (1) Factorized information criterion:


      In the field of machine learning models that have multiple modes are called “non-regular (singular) models.” It is known that with these models it is impossible to group data optimally or measure the advantages of prediction models using the traditional information criteria (such as the Bayesian information criterion or Akaike’s information criteria). In contrast, the heterogeneous mixture learning can group data optimally and select the appropriate prediction model by applying an original criterion, called the factorized information criterion, to non-regular models.


      (2) Adaptive search algorithms:


      As explained in Fig. 2, the heterogeneous mixture learning searches data and optimally varies the number of groups, the grouping method and the prediction model for each group. It uses a special technique in the search to ensure that after change a model is always superior to the previous model in terms of the factorized information criterion. The possibility of adaptive selection of a model that is always superior to the previous model means that there is no need to search models that are inferior to the previous model and that data grouping and prediction model finding from the large amount of candidates is quicker.


      (3) Elimination of adjustment parameters (dependencies on individual skills):


      Many of the machine learning and data mining algorithms contain parameters that should be adjusted manually by the analyzer. Nevertheless, this adjustment requires mathematical understanding of the algorithms and consequently very advanced skills in general. Meanwhile, the heterogeneous mixture learning determines the previously required adjustment parameters by means of the factorized asymptotic Bayesian inference. This makes it possible to automate the analysis by eliminating dependencies on individual skills.


      (4) Identification of models:


      As shown in the left and right parts of Fig. 1, the data grouping and prediction model candidates contain models with very close (or completely equivalent) performances, and it is known that the presence of equivalent models causes issues in learning the models (the problem of non-identification of models)5).


      It has theoretically been indicated that the heterogeneous mixture learning has a “model identification performance” that can identify models uniquely under circumstances in which equivalent models are present.

    

  


  
    4. Demonstration Experiment on Electricity Demand Prediction


    To confirm the effects of a heterogeneous mixture model, we conducted a demonstration experiment on the prediction of electricity demand of a building. Backed by the recent worldwide rise in fuel prices, accurate electricity demand predictions and the application of more intelligent controls beyond simple peak cutting are expected to contribute to important energy cost reductions.


    Fig. 3 shows the prediction by heterogeneous mixture learning (top row), simple prediction (prediction with the traditional machine learning technology, middle row) and the prediction by manual data grouping (prediction assuming that the electricity demand trend varies depending on the day of week and a model is learned for every day of the week, bottom row). Observation of the prediction errors (deviation of lines) of these techniques shows that the sections with large prediction errors (enclosed in circles or ellipses) exist in the middle and bottom rows due to incorrect learning of the points where the demand trend switches. On the other hand, with the heterogeneous mixture learning, several models are switched automatically (in this case, the data is arranged into three groups), indicating that accurate predictions are possible even at the points where the trend switches. The heterogeneous mixture learning succeeded in improving the prediction accuracy by 7.6 points (10.3% → 2.7%) compared to the simple prediction by 2.1 points (4.8% → 2.7%) compared to the manual mode.
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        Fig. 3 Results of the application of heterogeneous mixture learning on building electricity demand prediction.
      

    

  


  
    5. Broad Applicability


    When these technologies are applied for example to the prediction of electricity demand of a building, highly accurate prediction becomes possible by extracting and utilizing various rules mixed in the collected data, even if the relationships between electricity demand and factors such as surrounding temperature, day of the week or time of day of the building are constantly changing. These technologies may also be useful in the medical field for detecting abnormal patterns from “lifelog” data, potentially resulting in the early detection of asymptomatic illnesses.

  


  
    6. Conclusion


    The heterogeneous mixture learning technology is an advanced technology used in big data analysis. In the above, we introduced difficulties that are inherent in heterogeneous mixture data analysis, the basic concept of heterogeneous mixture learning and the results of a demonstration experiment that dealt with electricity demand predictions.


    As the big data analysis increases its importance, heterogeneous mixture data mining technology is also expected to play a significant role in the market. The range of application of heterogeneous mixture learning will be expanded broader than ever in the future.

  


  
    References


    
      1) Yano Research Institute: “2012 Big Data Market - Possibilities and strategies of newcomers -,” C54101300, 2012.4
    


    
      2) R.Fujimaki , S.Morinaga：“Factorized Asymptotic Bayesian Inference for Mixture Modeling,”JMLR W&CP 22: 400-408, 2012
    


    
      3) R. Fujimaki,K. Hayashi：“Factorized Asymptotic Hidden Markov Models,”Proceedings of the 29th International Conference on Machine Learning (ICML), 2012
    


    
      4) R. Fujimaki,Y. Sogawa,S. Morinaga：“Online heterogeneous mixture modeling with marginal and copula selection,”Proceedings of the 17th SIGKDD International Conference on Knowledge Discovery and Data Mining (KDD), pp.645-653, 2011
    


    
      5) S. Watanabe：“Algebraic geometry and statistical learning”Cambridge University Press, 2009
    

  


  
    Author's Profiles


    
      FUJIMAKIRyohei
    


    
      Doctor of Engineering

      Research Member

      Media Analytics

      NEC Laboratories America
    


    
      MORINAGASatoshi
    


    
      Doctor of Engineering

      Principal Researcher

      Knowledge Discovery Research Laboratories

      Central Research Laboratories
    

  


  
    
      The details about this paper can be seen at the following.
    


    Related URL


    
      NEC R&D on Data Mining
    


    
      http://www.nec.co.jp/rd/datamining/
    

  


  
    
      Special Issue on Big Data
    


    
      Advanced technologies to support big data processing
    

  


  Scalable Processing of Geo-tagged Data in the Cloud


  
    MartinBauer, DanDobre, NunoSantos, MischaSchmidt
  


  
    Abstract


    The explosive growth of the mobile internet calls for scalable infrastructures capable of processing large amounts of mobile data with predictable response times. We have developed a scalable system supporting continuous geo-queries over geo-tagged data streams in the cloud. The experimental results confirm that our system scales, both in the number of supported geo-queries and throughput.
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    1. Introduction


    Driven by the rapid growth of the mobile internet and the increasing adoption of Machine-to-Machine (M2M) technology, the amount of location data generated by location-enabled mobile devices is growing at an unprecedented rate. In the smart city context, automated M2M services have to deal with an increasing number of tracked objects, potentially with a high temporal resolution of the objects’ location information (see Fig. 1). Thus, capturing, processing and acting upon location information in a timely manner demands for scalable infrastructure services. To address this problem, we developed a geo-fencing system for continuous queries over location streams in the cloud - a building block for programming smart cities.
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        Fig. 1 Geo-fencing application areas.
      

    


    The commonly observed industry trend is to share M2M infrastructure to realize gains in terms of infrastructure usage. Enabling functions such as geo-fencing are suitable for being implemented in infrastructure shared among different applications and application areas, further increasing the demands in terms of throughput and scalability.


    Geo-fencing is a promising building block for the NEC M2M Platform ConnexiveTM, improving competitiveness and opening avenues for new usage areas. Our work combines knowledge and technology from spatial databases, large-scale systems and distributed computing to attain the features of predictable scalable performance, timeliness and high availability. To the best of our knowledge no prior system simultaneously achieves all these features

  


  
    2. Objectives


    We aim at addressing the following objectives:


    
      (1) Scalability


      One of our main goals is to scale according to the user demand. In the context of geo-fencing, scalability is required along two dimensions: (a) the amount of geo-fences set by users and (b) the load measured as the number of location updates per time unit. A scalable system provides both (a) low constant latency with an increasing number of geo-fences and (b) a throughput proportional to the number of machines.


      (2) Predictable Performance


      We regard predictable performance as a key property of any geo-fencing system. This translates to the requirement of a balanced system in the face of skewed distributions. Furthermore, popular locations must not result in hot spots.


      (3) Timeliness


      Locations should be immediately processed without the need of maintaining an index over them. However, quickly processing locations requires a suitable index for geo-fences.


      (4) High Availability


      The system should be available despite node failures. The aggregate capacity of the system should decrease proportionally with the fraction of unavailable machines.

    

  


  
    3. System Model


    Our system model consists of a set of mobile objects streaming location data in form of geographic coordinates to a cloud backend and a set of clients acting as subscribers for that data. The cloud backend processes the data and services client subscriptions. If a client wishes to track the location of a mobile object (e.g. a vehicle) relative to a geographic region of interest, it subscribes by registering a geo-fence. The cloud backend matches a stream of location data against the registered geo-fences, and continuously notifies the respective subscribers when objects of interest enter or leave the geographic region specified in the subscription.

  


  
    4. Existing Approaches


    The handling and processing of spatial data is not a new topic; likewise, the handling of streaming data at massive scale, a hot topic in cloud computing research. However, to the best of our knowledge, little effort has gone into bridging the gap between the handling and processing of spatial data and scalable, distributed architectures. This is where our work focuses on. In the following we briefly survey related work, explain their respective identified shortfalls, as well as the reasons why they, alone, are not suitable for fulfilling our goals.


    4.1 Spatial Indexes


    Spatial Indexes are specialized index structures oriented specifically towards efficient access to spatial data. We distinguish point data, represented as a pair of points, either Cartesian (X, Y) or GPS (Lat, Lon) coordinates, and region data, which are arbitrary polygons represented by a collection of pairs.


    Binary-Space Partitioning trees such as Quad-, Oct-trees, KD-Trees as well as the recently proposed GeoHashing are well suited for point data, but do not work well with region data. In contrast, the R-Tree1)and all its variants support both point and region data.


    4.2 Spatial Databases


    Several databases with support for spatial data exist, usually using an implementation of one of the aforementioned spatial structures.


    Popular examples include MongoDB and PostgreSQL. MongoDB is a NoSQL storage system using GeoHashes for efficient access to point data, but without native support for region data. In contrast, PostgreSQL offers support for region data, but does not provide mechanisms for scaling beyond the capacity of a single node.


    Despite their advantages, none of the existing mature spatial databases addresses the specific needs of a scalable geo-fencing system. Most related to our work is a recent paper describing how they built a spatial index on top of a CAN overlay3).


    4.3 Streaming Systems


    The tremendous growth of data generation and query rates have exposed many of the shortcomings of traditional database technologies, which are usually geared towards persistent and relatively static data. In contrast, stream processing systems address the needs of large-scale, real-time applications on highly-dynamic data, making some compromises on persistency.


    Examples include Twitter Storm and Yahoo S44), both providing a scalable framework for processing data streams in real time.


    Geo-fencing can expressed as executing continuous spatial queries on incoming location streams, which bears some similarity with streaming systems.


    However, typical streaming systems apply simple operators to data streams. In geo-fencing, like in traditional data-bases, queries need to be persisted and indexed for efficient retrieval. Moreover, explicit control over replication and distribution schemes, which is highly desirable, is not natively supported in streaming systems. So a geo-fencing system needs to combine aspects of both stream processing and traditional database systems.

  


  
    5. Our Approach


    For ease of understanding, we distinguish between the basic approach and the scale-out mechanisms. We start by describing the approach in terms of computations carried out by a single node. Then we explain how we designed the system to scale in a data-center setting.


    5.1 Basic Approach


    At the level of single nodes, geo-fences are treated as region data made accessible over a spatial index structure (e.g. R-Tree). Location updates are treated as point queries to that region data. The spatial index stores only the Minimum Bounding Rectangles (MBRs), which is a rough approximation of the actual geo-fences. This has several advantages, one example being the compact size, which allows keeping the index in memory to speed up the search. A persistent key-value store (KVS) provides access to the geo-fence data.


    For each point query, the spatial index is accessed to construct a candidate set of geo-fences whose MBRs contain the query point. In a second step, the actual geo-fences are retrieved from the KVS and the exact result set is determined via point-in-polygon.


    In a straightforward approach, for each geo-fence in the result set, the corresponding subscribing client would be notified of an “inside” event. Likewise, for each geo-fence not contained in the result set, the corresponding subscriber would be notified of an “outside” event. Each subscriber would then locally determine the events corresponding to an object actually crossing a geo-fence boundary. Obviously, this approach is naive because notifications are sent to every subscriber even if the boundary of her geo-fence(s) has not been crossed.


    Rather than notifying subscribers about the current device location relative to a geo-fence, the system should notify only about “enter” and “leave” transitions. For this purpose, knowledge about the previous location of an object is required (see Fig. 2).
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        Fig. 2 Subscribers A and B should be notified only of the transition p → p’.
      

    


    Given two point queries p and p’ corresponding to the previous and the current location of an object and the corresponding result sets R and R’, the “enter” and “leave” transitions E and L can be simply computed as follows:


    (1) E = R' - ( R ∩ R' )


    (2) L = R - ( R ∩ R' )


    Subsequently, only the subscribers corresponding to the set E (resp. L) are notified of an “enter” (resp. “leave”) event (seethe illustration in Fig. 3).
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        Fig. 3 According to equations (1) and (2) E = {C} and L = {A} and thus subscriber B is not getting unnecessary notifications.
      

    


    5.2 Scaling in the Cloud


    Now we explain how we designed the system to scale in a cloud setting.


    Recall that there are two dimensions in which a geo-fencing system needs to scale: in terms of (a) the number of geo-fences and (b) the throughput expressed as the number of locations processed per time unit.


    To accommodate both, our approach organizes the machines in a logical grid, inspired from the work on grid quorum systems for read/write storage2). In a nutshell, a quorum system is a set of pairwise intersecting sets of nodes. The intersection property guarantees that a read operation overlaps at least one node modified by a write. A grid quorum system is a special type of quorum system, in which the set of nodes are organized in rows and columns (see Fig. 4). If a data item is replicated to an entire row and a read hits an entire column, then the read receives a reply from one node updated by the write. Consequently, full coverage is ensured.
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        Fig. 4 Grid quorum system where each data item is written to a single row and read from a single column.
      

    


    The advantage of grid quorum systems is that throughput can be easily scaled by increasing the number of rows and/or columns.


    Translated to our problem, a client setting a geo-fence corresponds to a write operation, while locations by devices correspond to read operations. More specifically, when a geo-fence G is set, G is disseminated to an entire row (see Fig. 4). Since a row is essentially a set of replicas, rows are called clusters. Each node in the cluster stores G and indexes its MBR in the way described in the previous section. Location updates are disseminated to at least one node from each cluster. Each of these nodes locally computes the sets L and E and notifies the corresponding subscribers. Coverage of G is guaranteed by the quorum intersection property (the dark shaded area in Fig. 4).


    We anticipate the geo-fencing workload to be mainly read-dominated, which translates to scaling the throughput in terms of location updates rather than operations on geo-fences. Also the system should be able to absorb a sudden increase in load. This requires quickly adding new replicas to a cluster. To be able to do so, clusters are maintained via group membership (GM), enabling to increase capacity by adding new replicas via the join() and state_transfer() functions provided by a GM middleware. Other examples of required functionality typically offered by a GM subsystem are failure detection and replica eviction.


    Besides throughput scalability, we need to accommodate an increasing amount of geo-fences without swamping individual nodes. Thus, we should be able to add new clusters, and do so without the need for reshuffling the entire data set. To tackle this problem, we use consistent hashing to map geo-fences to clusters of nodes. Consistent hashing ensures that under additions of new clusters (a) every cluster stores roughly the same amount of data items and (b) only new clusters receive data items. For instance, with C clusters (after addition of one cluster), no more than 1/C of the data items need to be migrated to the new cluster.


    5.3 Evaluation


    Our approach has been experimentally evaluated on a small cloud based on OpenStack virtualization. The results, measured on two desktop PCs with 8 cores each (total cost lower than 1600$) demonstrate the scalability and highlight the performance/price ratio. The throughput, measured as the number of locations matched against a large number of geo-fences, scales almost linearly with the cluster size (see Fig. 5), while latency remains constant despite an increasing number of geo-fences (see Fig. 6). Fig. 5 also shows scalability optimizations we realized by proactively caching results which we will describe in a future publication.
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        Fig. 5 Throughput vs. cluster size (5Million geo-fences). Y-Axis: Throughput (locations / sec), X-Axis: Cluster size.
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        Fig. 6 Data scalability with constant low latency (to 20ms). Y-Axis: supported number of geo-fences (Millions), X-Axis: number of clusters.
      

    

  


  
    6. Conclusion


    We presented a scalable system for processing geo-tagged data in the cloud. At the core is a shared-nothing architecture that scales proportionally with the number of nodes, avoiding bottlenecks and single points of failure. To obtain a uniform distribution, geo-fences are mapped to nodes irrespective of their spatial attributes (possibly highly skewed data), keeping the system balanced even under worst-case distributions. The downside of this approach is that location updates need to be matched against the entire dataset, penalizing throughput. Taking advantage of spatial partitioning to improve throughput, while keeping the distribution of geo-fences uniform under skew, is subject of future work.
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    Abstract


    This paper describes Blockmon, a novel, configurable, software-based Big Data platform for high-performance data stream analytics. Its design allows running applications for a wide range of use cases. When used as network data processing and monitoring platform, it copes with 10 Gb/s of continuous traffic, up to layer 7 (e.g., DPI), on a single commodity server. When used as a server-log processing platform, a fraud detection algorithm built on top of Blockmon can analyze up to 70,000 cps (~250 million BHCA, enough to cope with Japan’s entire phone traffic) on a single machine. Blockmon will be commercialized and applied to analyze operator networks and other applications such as web analytics or financial market analysis, among others.
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    1. Introduction


    The increase of nodes attached to the Internet, from desktop PCs to smartphones, as well as the plethora of applications used to interconnect people, from emails to social networks, have resulted in the amount of data being transferred through the Internet to constantly increase and diversify, doubling every two to three years; this trend is forecast to continue through 20151)


    The variety and the amount of data being exchanged challenge existing mechanisms for network monitoring and analysis, which must be designed to be:


    
      (1) flexible, to easily adapt to emerging applications; and


      (2) high-performance, to process data close to real-time, and react to ensure security, quality of service, and prompt operational planning.

    


    We believe Blockmon, a system designed for supporting high-performance composable measurement out of small, discrete blocks, can fulfill those requirements. Blockmon is available open-source under the BSD license2).


    The rest of this paper is organized as follows. In Section 2 we discuss related work. Section 3 describes the Blockmon architecture. Section 4 shows how to develop Blockmon applications. Section 5 outlines a fraud detection use case, and shows the gain in performance that we achieve when using Blockmon. Section 6 concludes the paper.

  


  
    2. Related Work


    Blockmon takes some of the design principles of previous approaches, enhances them to allow for a wider range of monitoring and analysis applications, and provides tuning mechanisms that allow it to yield high performance when running on modern, multi-core, multi-queue architectures. Further, by allowing runtime reconfiguration of the connections among its blocks, Blockmon enables on-line data analysis of traffic, which adjusts to current network conditions.


    Blockmon builds upon previous work in programmable on-line network measurement and composable networking. CoMo3), a passive monitoring system, introduced the concept of a monitoring plugin, even though its monitoring applications rely on a set of limited and strictly pre-defined callback functions.


    The Click modular router4) has inspired the modular principles in Blockmon. However, Click is intended only for packet processing, with its modules only able to communicate in terms of packets. Further, Click cannot easily do more advanced types of processing such as maintaining TCP connections, interacting with databases, or any number of actions relevant to monitoring and data analysis.


    Yahoo! S45) and TwitterStorm6)are two recent frameworks designed with a goal similar to Blockmon, i.e., a distributed platform for stream processing. An in-depth evaluation of how those platforms compare against Blockmon in terms of performance and flexibility is part of our future work.

  


  
    3. Blockmon: Overview


    Blockmon is built upon the notion of blocks, gates and messages.


    Blockmon provides a set of units called blocks each carrying out a certain type of processing, for instance counting the number of distinct VoIP users on a link. Blocks can be configured so that two blocks of the same type may be initialized differently, thus ensuring a modular and flexible system. The blocks are then inter-connected via a set of input and output “gates;” the number of gates and what they are used for are defined by the developer of the block. “Messages” are the information units that blocks exchange between each other: a message carries the results of the processing of one block to the next block down the line.


    A set of inter-connected blocks representing a monitoring and data analysis application is called “composition” (see Fig. 1), which is specified in XML. The Blockmon core and the blocks themselves are implemented in C++, and the system is controlled at runtime through a Python-based command-line interface.


    
      [image: e120221_01.jpg]

      
        Fig. 1 Blockmon: blocks are inter-connected through input/output gates to form a composition.
      

    


    Several blocks are already made available and cover the basic functionality required to design network monitoring compositions. For instance, there are fast capture blocks for packet processing (pcap, pf_ring, pfq), blocks for keeping track of flows, and blocks for statistics (Bloom filters and packet counters). Beyond these, users can implement additional blocks and connect them to existing ones as needed. As Blockmon is written in C++, porting existing functionality from existing C/C++code to it is straight-forward.

  


  
    4. Creating Blockmon Applications


    
      (1) Developer’s Perspective: The Block


      To run inside Blockmon, a block inherits from the core Block class, and implements at least two methods, called when appropriate by the framework:


      ・ _configure()：


      called with a reference to the XML element used to configure the block, at composition startup time;


      ・ _receive_msg()：


      called with a reference to the message and the gate on which it was received.


      For instance, implementing a block for counting packets only requires overloading the _receive_msg function to get the message and increment a counter. Fig. 2 shows code for the packet counter block.
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          Fig. 2 Developing a Blockmon block.
        

      


      (2) User’s Perspective: The Composition


      To create a Blockmon application, users write a composition XML file and specify the blocks that compose the application, together with the inter-connection between them. Fig. 3 outlines an XML composition file: a block that listens for packets coming to an interface and a block that counts those packets. While specifying the composition, Blockmon gives the user full control over the behavior of the blocks and their interaction in order to achieve the best performance. For instance, Blockmon allows blocks to be mapped to particular threads, and for these threads to be mapped to one or more CPU cores. In this way, users decide which cores run which bits of code, perhaps to optimize factors like cache effects, memory accesses, or CPU utilization.


      
        [image: e120221_03.jpg]

        
          Fig. 3 A Blockmon composition
        

      

    

  


  
    5. Use Case: VoIPSTREAM


    To show the advantages of using Blockmon as a data analytics platform, we port an existing VoIP fraud detection application called VoIPSTREAM to it. VoIPSTREAM has proven to be an effective method for detecting potential telemarketers in real-time while protecting the privacy of normal (i.e., non-telemarketing) users7).


    The reason for using VoIPSTREAM to evaluate the performance of Blockmon is two-fold. First, VoIPSTREAM works on textual data: this allows us to show the flexibility of Blockmon to deal with data other than network packets. Second, the results we show should be of interest to VoIP and phone operators.

  


  
    6. VoIPSTREAM’s Blockmon Design


    At an abstract layer, the application can be split into three main parts: feature extraction, processing and reasoning; Fig. 4 outlines the design of VoIPSTREAM.


    
      [image: e120221_04.jpg]

      
        Fig. 4 Blockmon implementation of VoIPSTREAM: feature-extraction part is in red; processing part in blue; reasoning part in orange.
      

    


    The feature-extraction part reads from a set of call logs (or possibly also from live traffic) and gathers the features based on which the user behavior is analyzed.


    The processing part exploits the features extracted from each call to keep track of the overall behavior of each user within a time-window of configurable length. In VoIPSTREAM, the overall behavior of each user is derived by computing five quantities: per-user received call rate, per-user established outgoing call rate (over two different time-window lengths), per-user new callee rate, and per-user total outgoing call time. These quantities are computed by means of time-decaying Bloom filters, and then combined to compute three risk assessment modules over a time-window: FoFiR, ACD and URL. FoFiR is the ratio between number of outgoing and incoming established calls; ACD is the ratio between number of outgoing calls established towards distinct callees (new callees) and total number of established calls; URL is the ratio between global average call duration and user's average call duration. Using these ratios, each module returns an anomaly score between 0 and 1.


    Finally, the reasoning part combines the risk assessment modules above to associate the user with an anomaly score: in our case, the combination is a weighted sum of the FoFiR, ACD and URL scores.


    A threshold-based decision algorithm states whether the user is acting like a telemarketer in a given time-window based on the user's anomaly score.


    Each part described above is implemented in Blockmon by means of a series of blocks: blocks exchange messages to ensure that each block has the information needed to perform its task.


    The parameters of each block and of each bloom filter are configurable and can be specified while creating the block through the composition file. For instance, it is possible to specify the size of the hash-table in each Bloom- filter block (on which the false positive ratio depends), or to specify the threshold of the decision algorithm, as well as the weights to assign to each risk assessment module in the reasoning part.

  


  
    7. Results


    We implemented each block in Fig. 4 and ran the application on an x86 server with eight-core 2.4GHz Xeon CPU cores and 24GB of RAM.


    Standalone (i.e., non-Blockmon) VoIPSTREAM processes a file containing 10 million phone calls at a mean rate of 46.9kCall/s over three trials. As shown in Fig. 5, VoIPSTREAM on Blockmon using two cores (one for decoding phone calls and one for the rest of the processing) resulted in a rate of 41.6 kCall/s. Simply by increasing the number of cores devoted to processing to four (one for decoding phone calls, and three for the stages in the feature pipeline, with the metric blocks directly invoked), the rate of calls processed jumps to 67.6kCall/s, an improvement of 44% over standalone VoIPSTREAM. By using eight cores, the rate of calls improves incrementally to 70.9kCall/s, an improvement of 51%. This demonstrates the performance advantages of porting standalone applications to Blockmon. It is worth pointing out that porting the original code to Blockmon took only two weeks.
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        Fig. 5 VoIPSTREAM performance: standalone vs. Blockmon.
      

    

  


  
    8. Conclusion and Future Use Cases


    Blockmon is a flexible and high performance big data stream analytics platform. When used for network traffic analysis, it can cope with 10 Gb/s of network data, up to layer 7 (e.g., DPI), on a single commodity server. Used for server-log processing it can detect fraud in VoIP traffic at a rate of 70,000 cps (~250 million BHCA*1), enough to deal with all of Japan’s phone traffic. We are now in the process of implementing a distributed version of Blockmon that scales performance out over a number of commodity servers; the objective of this work is to compare Blockmon with other platforms used for big data processing in different contexts (e.g., Yahoo! S4 and Twitter Storm). Further, this work will also implement, in addition to a distributed version of VoIPSTREAM and a content popularity estimation application, two web analytics applications that demonstrate Blockmon’s flexibility and high performance: clickthrough rates (for measuring the success of an online advertising campaign for a particular website) and hashtag counts (for detecting popular themes currently being discussed on Twitter).


    
      *1 Busy Hour Call Attempt
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    Abstract


    In the disaster-affected areas of the Great East Japan Earthquake, many people are still living in temporary housing shelters. In these areas, people are facing the issue of setting up “community functions,” such as for the transmission and sharing of important information, and for communications among residents, etc. At the same time, they are facing the issue of their local communities collapsing due to depopulation and ageing. This is happening not only in the disaster-affected areas but also in various local municipalities. NEC’s “community development support system” will contribute to establishing new communities in such areas and municipalities. The system employs digital terrestrial television, which is a familiar device to many people, as an information terminal, and broadcasts video content produced by local municipalities, town or autonomous neighborhood associations, NPOs, local residents, etc. in a timely manner.
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      digital terrestrial TV, autonomous residents community, local community, recovery from earthquake, area full-seg, NPO, isolation of elderly people / hikikomori, kizuna, cementing strong relationships with people

    

  


  
    1. Introduction


    Acceleration of low birthrate, longevity and depopulation in local areas risks causing the collapse of local communities. Solitary deaths of elderly people are now an issue that affects our entire society. Such phenomena occur all over Japan, however, they may be seen typically in the disaster-affected areas of the Great East Japan Earthquake, where many people still live stressfully in temporary housing shelters. People living so originate from different towns and cities, so that some of them have already lost contact with their neighbors in their original towns. Some municipalities are facing crisis in losing their autonomy because more and more people have decided to leave their home towns. It can be said that the disaster-affected areas in the Tohoku region epitomize the regional issues that Japan faces. NEC has launched a “community development support system” project that aims to challenge these social issues. This paper introduces the challenges that we face and discusses case studies of activities that confront these issues.

  


  
    2. Introduction of the “Community Development Support System”


    2.1 Reasons for Establishing the Project


    We first visited the disaster-affected area soon after the Great East Japan Earthquake occurred and listened to reports from NPOs that were providing support activities and collecting the opinions of victims from the affected area. We, then, initiated the project while considering what these people needed and what we could do for them by introducing ICT technologies.


    While exchanging communications with NPO staff, we found that the two major points referred to below would influence our project.


    The first point is that we should devise a system that does not place too big a burden on the staff of the municipality, because they are already very busy with so many things to do that relate to damage caused by the earthquake.


    The second point is that we should create a system that is as simple as possible so that residents in the affected areas can operate the system on their own. What we aimed to do was to create the foundation of a new town where all residents in the area could join and communicate with each other. By emphasizing these points, we began to develop the system.


    2.2 Conditions at the Temporary Housing Shelter Sites


    Below we describe the conditions of the temporary housing shelter sites (Fig. 1) that we had to consider first of all, before developing the system. The sites of the temporary housing shelters accept various people from different towns. Therefore, neighborhood communications among residents are not always adequate as the circulars that are passed around among residents sometimes get stopped half way. This may cause the issue that important information from the municipality or local community does not reach all of the residents. However, as in the case of municipalities, residents of entire towns had sometimes to move to the same temporary housing site. In such cases, communications among people were maintained favorably.


    
      [image: e120222_01.jpg]

      
        Fig. 1 Temporary housing shelters
      

    


    An even more serious problem is that of hikikomori(isolation from society), this issue occurs especially among elderly people. Less communication among residents accelerates the isolation of elderly people. Many municipalities allocate staff mainly for monitoring elderly people living in temporary housing shelters. However, some sites of temporary housing shelters are spread over wide areas of a town, so that it is a heavy burden for staff to visit each elderly person every day. Such support activities have sometimes to be continued for many years until elderly people begin to feel like they want to go out on their own, which may impose a huge burden on the municipalities.


    We could have solved this issue from the standpoint of ICT by delivering PCs to each temporary house. However, we found that operating a PC might have been too much for elderly people that had not even touched a computer.


    It was urgent to establish new mechanisms that were easy to use even for elderly people and to thereby help to solve the major issues that the disaster-affected areas are facing.


    2.3 Features of the “Community Development Support System”


    We focused first on the fact that all temporary housing shelters are already equipped with digital terrestrial TV sets. All residents, even from elderly people to small children can operate digital terrestrial TV sets. They are able to watch programs just by turning on a TV power switch and tuning a channel. This led us to the concept that we should create a mechanism employing the digital terrestrial TV as an “information device.” Our idea was that the mechanism should use TV exclusively and that not even an additional adaptor should be required.


    As mentioned above, various people from different towns are living at the sites of the temporary housing shelters. First of all we tried to use the digital terrestrial TV as a mechanism to establish a community at the temporary housing site, such as using it as a notice board to inform of various events to be held at the community hall and as a broadcasting program to introduce residents to each other, etc. We have also suggested that such programs might be created using home video cameras, which are easy to operate and can be found in most homes.


    Video programs shot with a home video camera can be distributed to digital terrestrial TVs in each household in a timely manner. Eventually, such features as the “community development support system” will thereby be developed satisfactorily.


    2.4 System Outline


    The “community development support system” is composed of four devices: a transmission unit, a PC, a video camera and a USB memory. A package of these is called a “standard unit.”


    The transmission unit (Photo) is the main device in the standard unit and also for this system. The significant point of this system is that everyone can run the system easily and at low cost. From this standpoint, the transmission unit was developed by focusing on simple operation. In this way residents are able to operate a series of broadcasting operations by themselves, e.g. shooting a video program with a commercial home video camera, and converting the video file to store the data in a USB memory on a PC.
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        Photo The transmission unit.
      

    


    By following the operations detailed below, content created by residents themselves can be distributed to each temporary housing shelter.


    
      	Shoot a local event with a home video camera to create a video content.


      	Store the video file shot by the video camera in a PC and convert it to a file format that is compatible with the digital terrestrial TV format using exclusive software.


      	Copy the converted video file to a USB memory.


      	Insert the USB memory into a transmission unit to broadcast the video content to each temporary housing shelter.

    


    The transmission unit incorporates a high-speed processor to convert the video file to be read from a USB memory into an RF output format file for digital terrestrial broadcasting (Fig. 2).
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        Fig. 2 Block diagram of transmission unit function
      

    


    At the moment, the system only functions to broadcast video contents via the transmission unit. However, we will improve services in the future so that they will be able to provide data broadcasting, interactive functions, real-time broadcasting, direct broadcasting via LAN and contents to exchange with other areas via networks, etc., while at the same time examining the needs of local residents.


    2.5 Introduction and Installation of the System at a Temporary Housing Shelter Site


    In most of the temporary housing shelter sites, a community hall is built for approximately each 100 houses. First, we installed a standard unit consisting of a transmission unit, etc. in each community hall.


    A temporary housing shelter generally consists of separate areas for 5 or 6 households. Broadcasting signals received by an antenna on the roof of a temporary housing unit are distributed to a digital terrestrial TV set located in each household via coaxial cables. With our system, broadcasting signals are distributed to each digital terrestrial TV set through the coaxial cable via a mixer (Fig. 3 and Fig. 4). We also adjust the channel allocation of the digital terrestrial TV set so that local TV programs can be received at unused channels.
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        Fig. 3 System configuration.
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        Fig. 4 Cable wiring diagram.
      

    


    After providing such installation works, the system will become available. People can watch our contents via the same operations as watching ordinary broadcasting programs on a digital terrestrial TV set. For example, if channel 10 is set to the channel for one of our contents, people can watch the content distributed from our system just by selecting channel 10 with a remote controller.


    Only households connected to this coaxial cable can receive our contents so that the broadcasting system can be used exclusively inside the limited area. This system is assumed to be used by people who know each other and live in the same area, and not by the general public.


    2.6 Broadcasting Contents Examples Produced by Residents


    Residents can easily produce their own video content and broadcast them on schedule. Our developed system equips a mechanism that allows residents to create various ways of use by employing their unique ideas. Some of the contents are explained below.


    
      (1) “Everyday enjoyable event” dispatched from the community hall


      Enjoyable contents are broadcasted such as information about various events (early-morning market, singing contest, etc.) to be held at the community hall as well as everyday activities conducted there. This procedure tends to make residents feel like visiting the community hall more often and it helps to establish a neighborhood community among residents.


      Moreover, dispatching information regarding local area topics promotes conversation among residents about “common subjects” and this creates a familiar environment and contributes to preventing isolated lifestyles andhikikomori(isolation from society). Advancement of residents’ health conditions also may be expected by distributing information related to healthcare management, calisthenics, etc.


      (2) “Important governmental information” dispatched from a local municipality


      A local municipality can use the system to dispatch important information to residents individually and confidently. By reading out information in audio or by inserting subtitles in broadcast programs, information can reach certain groups of elderly people whose eyesight and hearing abilities are deteriorated. It is expected to promote the sharing of civic awareness among the municipality and residents and help the creation of an ideal community.


      (3) “Popular product information” dispatched from local shopping mall


      Information about seasonal foods and top selling products can be distributed as broadcast content together with other local information. Exposing such information toward residents via digital terrestrial TV will enhance the motivation of residents to come out from their temporary housings. At the same time, the vitalization of the local shopping mall can be expected.

    

  


  
    3. Experimental Test Broadcasting at Wataricho,Miyagi Prefecture


    In March 2012, we began experimental test broadcasting using this system targeting 85 families living in temporary housings at Wataricho in Miyagi Prefecture. Since June 2012, with the cooperation of the Wataricho municipality, temporary staffers of the community hall of the town, a community FM station and NEC have formed a committee to continue the experimental test broadcasting.


    3.1 Verification Points


    (1) Is this a necessary system for residents in temporary housings?


    (2) Is everyday operation of the system easy enough for the content to be managed?


    (3) Is the running cost of the system cheap enough to manage it continuously in the future?


    (4) Are announcements from the municipality sure to reach every resident?


    (5) Does the system contribute to forming and activating a residential community?


    (6) Does the system help to promote the sharing of information among residents, such as local issues, civic awareness, hints for everyday life, etc?


    3.2 Results So Far and Themes to be Examined for the Future


    Here we introduce some of the results that were achieved from starting experimental tests in March 2012 until this May. We have broadcast various event information held in the community hall such as singing contests, etc. As a result, we found that more people started to visit the community hall after the event information was distributed to residents and some residents formed new friendships there. This resulted in the development of further communication among residents (Fig. 5).
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        Fig. 5 Illustration of the mechanisms of the system management.
      

    


    At the same time, we discovered new issues to be examined for improving the system


    
      (1) Management system


      At present, the system is managed mainly by full-time and temporary staff of the Wataricho local government office. However, we would like the residents to become more involved and even that mechanism enabling residents themselves to run the system should be examined in the future.


      (2) Contents production


      Most of contents produced at the moment are concerned with events held at the community hall. We try to conduct questionnaires to find out what sort of contents are expected by residents, so that we can produce contents meeting their real needs.


      (3) System operations


      We will examine procedures for an operational method that does not require an operations manual, so that all residents are able to operate the system confidently.


      (4) System introduction cost


      The system introduction cost is still too much for small town communities or municipalities. Countermeasures aimed at decreasing the capital burden of introducing the system are anticipated.

    


    As described above, many issues remain. However, we have already received some favorable results. We have heard that some elderly people would like to become program presenters. We are confidently expecting that our system will contribute to an acceleration of residents’ communications and will promote re-activation of their lifestyles.

  


  
    4. Conclusion


    This system allows local residents to create their own contents and to broadcast them on unused channels of digital terrestrial TV, which is one of the most familiar information transmission tools. Such a mechanism is expected to contribute to supporting and activating community development by distributing such contents to their neighbors via simple operations.


    Experimental testing performed at the temporary housing shelters in Wataricho is achieving promising results for establishing and activating a new community. We have received various requests and plans regarding this system from other local municipalities, such as for distributing disaster prevention contents, providing community vision, employment as a suitable mechanism for forming residents consensus, etc.


    This time, we started the experimental testing at temporary housing shelters. However, we are planning to develop the mechanism to be employed also at municipal housings for disaster victims. Moreover, we expect that this system will be used as an essential tool for establishing new communities, so that it will be able to sort out issues that local communities are facing, as well as contributing to the reconstruction of the Tohoku Region.


    To conclude, we would like to mention that the transmission unit mounted in this system is manufactured with the engineering cooperation of Renesas Electronics Corporation and Shimafuji Electric Incorporated.

  


  
    *Linux is a registered trademark or trademark of Linux Torvalds in the U.S. and other countries.
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