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Abstract

The codec used for transmitting video material is, in principle, subject to various operational limitations as a result

of its encoding latency, so there was a need for lower latency encoding. In this paper, NEC introduces a newly de-

veloped codec device based on the latest H.264/MPEG-4 AVC video encoding standard to achieve minimum 10 ms

codec latency while maintaining broadcast quality.
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1. Introduction

On July 24, 2011, Japan reached a milestone with the mi-
gration to digital terrestrial broadcasting. Digital broadcasts are
characterized by the fact that they are digital and they offer high
definition. This holds true not only for outgoing broadcasts, but
also for transmission of video material, and is spreading at a
rapid pace. In this environment where the amount of informa-
tion has grown to levels unimaginable during the analog era, a
codec offering efficient transmission of enormous amounts of
data has become a critical component.

From the earliest days of compression technology, we at
NEC have developed and introduced into the market an
MPEG-2 format codec, and more recently, a codec for H.264/
MPEG-4 AVC format which is said to offer compression effi-
ciency surpassing that of MPEG-2.

This codec is a leading-edge technology that takes a 1.5 Gbps
band HDTV (High Definition Television) signal and com-
presses it to approximately 1/25th to 1/250th the original data
volume, without sacrificing original quality. At the same time,
by nature of its processing method, latency is unavoidable. In
particular, the codec used for video transmission was subject
to various operational limitations due to its application.

In this paper, we will discuss our latency reducing technol-
ogy, and introduce our codec device which successfully im-
plements that technology to achieve an extremely low latency
of 10 ms.

2. Achieving the Low Latency Codec

In the realm of video material transmission codecs, there is
a strong demand for low latency in addition to high quality

videos. There are numerous usage cases where lag due to co-
dec performance cannot be tolerated, such as when communi-
cating via live feed, or when switching between wired and
wireless cameras while broadcasting live golf or other sport-
ing events. What’s more, codec lag caused low responsive-
ness when remotely operating field cameras which need to
provide real-time response. Users are thus demanding usabili-
ty similar to non-compressed transmission ( Fig. 1 ). In re-
sponse to such requests for lower latency, we totally
reexamined everything from encoding hardware architecture
to encoding method and embedded algorithm.

With conventional encoder hardware architecture, a single
video frame is set as the unit for processing; cumulative and
sequential type processing is applied. By its nature, a fixed lag
of n x frames (n is positive integer) occurred. To rectify this,
we developed a new encoding LSI in which on-the-fly pro-
cessing is made possible within each frame by setting the
minimum encoding unit level as the processing unit. As a re-
sult, the lag resulting inherently by the hardware architecture
was reduced to the level of just a few ms.

In addition to the abovementioned latency, there is also la-
tency dependent on the encoding standard of the codec. It is
said that there is a trade-off relationship between this latency
and the quality of video. That’s because key factors for video
quality within the same standard all contribute to latency, in-
cluding motion prediction and encoding architecture, as well
as encoding assignment optimization, because processing re-
quirements can increase according to the precision and com-
bination of factors, and depending on the selected mode, may
necessitate the changing of frame order. And since encoded
data is sent through the smoothing buffer as predetermined by
the video encoding standard, the buffer transit time also con-
tributes to the lag. The smoothing buffer is meant to absorb the
time fluctuation of the generated signal, so the buffer transit
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time is proportional to the fluctuation range. Our new devel-
opment adopts H.264/MPEG-4 AVC, the latest video encod-
ing method, so it supports not only 4:2:2 format (High 4:2:2
profile) which is typically required for video transmission, but
also supports high bit rate (over 50 Mbps level). As for the
encoding architecture, we adopted the intra column refresh
method ( Fig. 2 ) which allows equalization of the generated
signal amount per line of encoding, from the standpoint of
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Intra-column refresh method.

smoothing buffer latency control. These were the optimum
choices within the international standards for encoding as of
now, and although adoption of our own unique encoding meth-
od may have yielded low latency results, we decided against
this as the compatibility disadvantages would far outweigh
what we could achieve in reduced latency.

Video quality improvement, particularly the difficulty of
achieving it while maintaining the low-latency performance
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Fig. 3 Preferential video quality improvement for high visual sensitivity areas using original algorithm.

that is a prerequisite for our new development, is as we have
already stated. In particular, preservation of video quality im-
mediately before and after an abrupt scene change, is the
biggest challenge. Typically with a scene change, the video
frames before and after have no correlation with each other,
making it necessary to allocate large amounts of code to the
immediate vicinity. When code allocation is not adequately
performed, the amount of code in the first half of the frame
following the scene change becomes insufficient, causing a
rapid deterioration in video quality. This method embodies an
increase in generated code amount fluctuation over time, and
as per its relationship with the smoothing buffer as explained
carlier, it becomes impossible to reduce latency. In order to
avoid this, it is necessary to allocate the right amount of code
at the right time by detecting scene changes with high preci-
sion and minimum latency. To solve this problem, we have
developed the highly precise complexity estimation feature
based on NEC’s original probability model. As a result, we
were able to successfully suppress video quality deterioration
by accurately detecting scene changes from just a few lines of
video input data before encoding, and optimizing it by code
amount control feedback at the encoding minimum unit level.
In addition to this algorithm, we have also embedded a unique
algorithm that preferentially improves video quality in high
visual sensitivity areas to improve overall subjective video
quality. This is done by estimating the spatial distribution of
visual sensitivity depending on the local visual characteristics
such as color, texture and movement ( Fig. 3 ).

Through our efforts, we intend to develop an operation
model that takes advantage of this codec’s ability to boost ef-
ficiency of data transfer bandwidth, so that field locations

transmitting videos can work without the stress felt with con-
ventional codecs.

3. Outline of Ultra-low Latency Codec Device

The current NEC product lineup is as follows.
3.1 VC-7500/VD-7500 Board Codec

VC-7500 ( Photol ) is a board encoder supporting H.264/
MPEG-4 AVC, while VD-7500 ( Photo 2 ) is a board decod-
er supporting both H.264/MPEG-4 AVC and MPEG-2. They
provide all the basic functions necessary for HDTV (High
Definition Television) and SDTV (Standard Definition Tele-
vision) codec ina 180 mm x 120 mm sized circuit board. Power
consumption is a low 15 W.

These board codecs were developed to be integrated into
FPU (Field Pickup Unit) and such. Since the shape and inter-
faces offer compatibility with conventional MPEG-2 prod-
ucts VC-5510/VD-5510, any NEC FPU device with internal
VC-5510/VD-5510 can be upgraded to H.264/MPEG-4 sim-
ply by replacing with these boards.

These board codecs include our original low latency func-
tion. This achieves a codec latency of 10 ms to 120 ms in ultra-
low latency mode, and 300 ms to 700 ms in standard latency
mode (not including latency of the transmission channel). The
maximum video rate is 120 Mbps, making it possible to ac-
commodate a wide range of video transmission requirements
from high quality (high bit rate) to low bit rate. And from the
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Photo 2 VD-7500 decoder board.

standpoint of video transmission, it also supports 4:2:2 for-
mat. As for audio encoding, MPEG-2 AAC, MPEG-1 LayerII,
and non-compressed LPCM (SMPTE302M-2002) formats are
selectable. Supplementary data transmission, including de-
vice ID monitoring data, time code, inter-station operation
data, and text data, are also supported.

3.2 VC-7700/VD-7700 Half-Rack Codec

VC-7700 ( Photo 3 ) is a 1U half-rack encoder supporting
H.264/MPEG-4 AVC, while VD-7700 ( Photo 4 ) is a 1U half-
rack decoder supporting both H.264/MPEG-4 AVC and
MPEG-2.

These can be used in a variety of applications including dig-
ital SNG, mobile units, field stations, and even for IP net-
work transmission including FLET’S network and Internet.
The codec function itself is identical to the VC-7500/VD-7500
board codecs we just introduced, but since the size and exter-
nal connection ports offer compatibility with conventional
MPEG-2 products VC-5700/VD-5700, system upgrading us-
ing these products can be done with superior cost efficiency.
The IP interface uses a robust FEC for error correction,
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Photo 3 VC-7700 encoder.

Photo 4 VD-7700 decoder.

so stable transmission is afforded even if the line’s quality is
less than ideal.

Through this paper, we introduced our H.264/MPEG-4 AVC
ultra-low latency devices. We are confident that these devi-
ces will contribute to more efficient bandwidth usage and the
provision of higher quality services, by their ability to deliver
both high quality videos and an ultra-low latency of a mini-
mum 10 mm, which were unattainable until now. However,
since constant progress in technology will enable further im-
provements in functional performance, or since demands dif-
fer according to specific applications being undertaken, NEC
will continue pursuing higher functional performance for its
new and current products based on market demands.

In closing, we would like to express our gratitude to all those
who contributed to the development of the codec device intro-
duced in this paper.

“FLET'Sis a registered trademark of Nippon Telegraph and Telephone East Corporation and
Nippon Telegraph and Telephone West Corporation.
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