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Abstract
In the virtual server integrated environment, users from different organizations must share resources correctly via
various types of software, so illegal access and information leak will be prevented in advance. In the cloud comput-
ing environment where dynamic placement of resources and creation/deletion of services occur frequently, howev-
er, managing and setting access control correctly is a large burden to the operation. To solve this issue, we have
developed the integrated access control management technology supporting multi-layer and multi-vendor software.
This paper introduces the overview of the technology developed and the proposal for its international standardization.
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1. Introduction

In recent years, virtual server integrated environments that
consolidate multiple servers belonging to different organiza-
tions into a server using the virtualization technologies have
been spreading. In such environments, users from different or-
ganizations must share resources correctly via various types of
software, so illegal access and information leak will be pre-
vented in advance. In the cloud computing environment where
dynamic placement of resources and creation/deletion of serv-
ices occur frequently, however, managing and setting access
control correctly is a large burden to the operation.

As the infrastructure technology to solve this issue, we have
developed the integrated access control management technol-
ogy. Its technical characteristics are as follows:

(1)Access control in the virtual machine (VM) layer through
the application (AP) layer is managed in an integrated man-
ner by extending role-based access control (RBAC: Role-
Based Access Control) that is widely used in authority
management.
(2)Through automation of access control setup linked with
ID management and resource management, changes in the
organizations, resource configuration, and services are prop-
erly supported.
(3)Standardization of the access control management sys-
tem has been offered to the DMTF (Distributed Manage-

ment Task Force) and its diffusion has been promoted as an
international standard.
This paper introduces the overview of the technology de-

veloped and the proposal of its international standardization.

2. Integrated Access Control Management System

2.1 Necessity of Integrated Access Control Management

The server integrated environment attained through virtual-
ization is a critical cloud computing infrastructure in terms of
cost reduction through resource consolidation. To let various
users share resources securely in this environment, access con-
trol management is required to prevent illegal access and
information leak.

Although traditional access control management has ach-
ieved measures for respective software such as automation of
authority setup for business applications and file sharing on
particular operating systems, integrated authority manage-
ment must be performed for multi-layer and multi-vendor
software in cloud computing. Two important requirements are:

● Authority management must integrate various access tar-
gets (resources) for respective software layers such as VM
and OS (multi-layer support).
● In each layer, authority setup for different software must
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be easy (multi-vendor support).
The integrated access control management infrastructure to

solve these issues is described in detail below.

2.2 Integrated Access Control Management Infrastructure
(IAM)

The IAM (Integrated Access control Manager) is the infra-
structure software that manages access control to various types
of software on the virtual server in an integrated manner.

Fig. 1 illustrates its overview. The IAM is located on the
management server and collaborates with the integrated ID
management feature. An agent is located on the virtual server
to be controlled for communication with the IAM. The IAM
consists of the following three elements:

(1)Policy Generation
The RBAC access description (RBAC policy) correspond-
ing to the role (user attributes such as the post and title)
acquired from the integrated ID management server is gen-
erated. The RBAC policy consists of three elements; the role,
resource, and resource operation right, and is stored in the
database in the format of the international standard XACML
(eXtensible Access Control Markup Language).
(2)Resource Management
Necessary resource information for policy creation is man-
aged. Resource information such as the guest VM, file, and
table is collected from the agent on the controlled server and
stored in the database with the structure based on the

Fig. 1   Integrated access control management infrastructure.

international standard management model CIM (Common
Information Model) 1), 2) . Further, to manage the resource
group explained later, the hierarchical resource manage-
ment model is employed.
(3)Policy Distribution
The RBAC policy is distributed to the access control soft-
ware on the specified virtual server. Before distribution, the
RBAC policy in the XACML format is automatically con-
verted into the setup file format of the software and auto-
matically set via the agent 3) .
We have developed - first in the world - the technology that
sets the common RBAC policy automatically for the multi-
layer and multi-vendor software group. The following sec-
tions will introduce the technology as a basis.

2.3 Simple Description of the RBAC Policy Using a
Resource Group

With the traditional RBAC policy, the access target is des-
ignated in a fine-grained manner using the file name, etc.
Therefore, description is very cumbersome in the server inte-
grated environment. The IAM has extended the RBAC policy
to designate access control totally using a resource group 2), 3) .

There are a variety of access target resources such as the
guest VM, file, database table, etc., for which different opera-
tions are available. To represent various operation authorities
in a common format, resource management employs the ex-
tended CIM model, based on which the relationship between
the resource and operation authority is managed. As a result,
policy description supporting the multi-layer and multi-ven-
dor software becomes very simple.

Fig. 2 illustrates an example. Through standardization of the
format between the resource group and operation authority,
highly abstract RBAC policies such as “Only the staff in the
accounting section can edit documents in the section” or “On-
ly the manager in the accounting section can manage the server
in the section” can be created without recognition of the set-
ting target software layer and type.

2.4 Automatic Setup of the RBAC Policy Reflecting the
Latest ID/Resource Information

The RBAC policy created in policy generation can be auto-
matically distributed and set up by designating the distribu-
tion destination virtual server and distribution schedule in
advance using the GUI. Fig. 3 illustrates the process flow in
this case.
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Fig. 2   Simple description of the RBAC policy using a resource group.

Fig. 3   Policy distribution/setup process flow.

1) Resource information is acquired from the resource man-
agement feature and the distribution destination virtual serv-
er contained in the resource group is identified. For example,
even though the virtual server has been moved through mi-
gration after policy creation, the correct distribution desti-

nation is determined as a result of updating the resource
management database.
2) To convert the role described in the RBAC policy into the
ID/role on the distribution destination virtual server, the in-
tegrated ID management feature is queried and the ID/role
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information is acquired.
3) Using the acquired ID/role information and resource in-
formation, the RBAC policy is converted into the setup file
format meeting the software on the distribution destination
virtual server. Fig. 4 illustrates the preview screen showing
conversion of the common RBAC policy into the file set-
ting format at the distribution destination. In this way, the
setup file (access control list file) based on the latest infor-
mation can be automatically generated using the common
RBAC policy. Therefore, inadequacy due to incomplete up-
dates and incorrect input is eliminated.
4) The converted file is distributed to the agent on the dis-
tribution destination virtual server and set in various access

Fig. 4   Setup file format conversion preview screen.

control software. In this case, the distribution schedule can
be designated according to routine maintenance, etc.

3. Implementation of the Integrated Access Control
Management System and Performance Demonstration

The IAM server has been implemented in the Java lan-
guage and its operation in RedHat Enterprise Linux 5 has been
verified. As the virtulization platform software, Xen allowing
for easy linkage with the guest VM management feature has
been employed. For communication with the agent, WS-Man-
agement as an international standard operation management
protocol has been adopted. Through development of the adap-
tor for the following software, authority setup has been auto-
mated:

● VM layer:Xen guest VM management software (libvirt)
● OS layer:Linux, Windows
● DB layer:MySQL, Oracle
● AP layer:Provides the adaptor development SDK for user
applications
To validate the effectiveness of the IAM server developed,

a demonstration test was conducted for three months from No-
vember 2009. In this test, a case of integrating the human
affairs/accounting system in a company with 3,000 users was
assumed. An environment in which the business server actual-
ly used by the company was virtualized was built. Manage-
ment cost evaluation and scalability performance evaluation
through pseudo operation were performed. Fig. 5 illustrates the

Fig. 5   Overview of the demonstration test system.
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overview of the demonstration test system. The scale of this
environment is as follows:

● Number of physical servers: 6
(connected via 1Gb-Ethernet)
● Number of guest VMs: 15
(12 business AP/DB servers, 2 file servers, 1 authentica-
tion server)
● Number of business applications: 3
(2 for human affairs, 1 for accounting)
The demonstration test resulted in the following:
(1)Up to 80% of the Authority Management Cost Re-
duced

As a result of measuring the working hours required for set-
up of the ID/access control setup for changes in system
administrators in the virtual server environment, reduction
of up to 80% compared with the traditional system using
manpower was verified. The rate of reduction will further
increase if the number of guest VMs increases.
(2)Sufficient Scalability Reserved for Business System
Authority Management in a Company with 10,000 Users

In the business server integrated environment with 10,000
users and 200 VMs, it was verified that ID/access control
package setup could be implemented within the routine
maintenance hours (up to 5 hours).
On the other hand, the following issues were identified:
● Integration know-how for migration of the existing sys-
tem is insufficient.
● Role design and policy design are difficult.

Against these issues, enhancement of the adaptor develop-
ment SDK, establishment of the simple design approach, and
enhancement of the collaboration with system's unique au-
thority management will be studied.

4. International Standardization of the Integrated Access
Control Management System

In the resource management system, it is indispensable to
newly specify software attributes relating to multi-layer ac-
cess control setup and extend the existing CIM model.

In a large-scale virtual server integrated environment such
as cloud, it is considered that interoperability of multi-vendor
products relating to access control collective management and
package setup is essential for efficient operation. Therefore, to
spread the resource management system and policy distribu-
tion system employed for the IAM as an international stand-

ard, we made a proposal for the DMTF, a multi-vendor system
operation standardization organization. Fig. 6 illustrates the
overview of the proposal (IAM profile).

Fig. 7 illustrates the class diagram representing the exten-
ded CIM model in the IAM profile. This figure is represented
in the implementation-independent system model language
(UML). The following two specifications form the core of the
IAM profile:

● Definition of the access control feature for the software
needing access control setup (ReferenceMonitor class in Fig.
7)
● Definition of the access control feature target resource
and its resource operation authority (RMTargetSettingData
class in Fig. 7)
After approval by the DMTF, this proposal was announced

as a Work in Progress (standardization scheduled) in Febru-
ary 2010 4) . We will continue the activities to complete
standardization in 2010. Through standardization by the
DMTF, access control collective management and package
setup in a multi-vendor environment will be easily achieved.

Fig. 6   Overview of the proposal for standardization by the DMTF.

Fig. 7   Class diagram specified by the IAM profile (partial).
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5. Conclusion: Issues in Application to the Cloud Service

With the IAM, authorities in the virtual server integrated
environment can be managed in an integrated manner and il-
legal access and information leak can be prevented. On the
other hand, there are issues in applying the IAM to the cloud
service.

First, management of not only the software in the VM lay-
er and AP layer but also management of the network layer is
important. The RBAC policy relating to the management op-
eration of the physical/virtual network must be supported.
Further, multitenant supporting authority management and the
technical scheme locating the responsibility in the event of il-
legal access or information leak are important.

We will develop an integrated access control management
system that solves these issues. This system will be applica-
ble to the private cloud used within a particular enterprise as
well as the public cloud used by a large indefinite number of
companies.

A part of this research is the result of “2007 Secure Plat-
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