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whenever they are wanted and at the expected service levels,” 
which means such systems need to be “dependable.”

The building of dependable IT system technologies is intro-
duced in this paper. Furthermore, readers are directed to refer 
to the paper3) published in Vol. 58, No. 5 of the NEC GIHO (in 
Japanese) for details regarding dependable network building 
technologies.

Large-scale general-purpose systems (mainframes) and fault 
tolerant systems were the principal dependable IT systems of 
the past. These days, however, there has been an increase in the 
number of open products adopted for such systems. Open 
products, for which external specifications are disclosed and in 
common, are on one hand able to offer a superior cost to per-
formance ratio using advanced technologies, but on the other 
hand they are offered in a diverse range of product groups, 
while numerous combinations exist between the versions, re-
sulting in more than just a few prominent unexpected failures 
(pitfalls).

NEC started building large-scale backbone systems (Open 
Mission Critical Systems and Solutions: OMCS) using open 
products since 1995. The following SI technologies have been 
established through the process using open products (known 
also as “best-of-breed” products):

Access to the Internet has been increasing in recent years due 
to the availability of broadband services and popularization of 
mobile phones. According to the information and communica-
tion white paper of fiscal 2005, the number of Internet users 
has reached 80 million1). However, the survey conducted on 
consumers by the Ministry of Public Management, Home Af-
fairs, Posts and Telecommunications, revealed that about 70% 
of the respondents indicated that their opinion demanded the 
“realization of a safe and secure living environment”2).

With such a rapidly changing environment, the services pro-
vided by businesses and public institutions through IT systems 
that were “convenient if available” have transformed into “in-
convenient if unavailable” services.

Services by banks intended for individual persons, for ex-
ample, are used by many people and also are rapidly expand-
ing and becoming more popular in recent years, due to the 
convenience in terms of time and location increased through 
the installation of ATMs at convenience stores and expanded 
business hours at branch offices. Furthermore, mobile phones 
are being used by many people due to the increasing modes of 
use, which are not limited to voice communications but are 
also used for e-mails, browsing web sites and for using mobile 
EC services, etc.

IT systems providing such services that are used by so many 
people require to make available to users “desired services 
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・Large-scale super parallel batch systems that realize the 
management at multiple centers and operations of uninter-
ruptible unmanned centers, which are operational around the 
clock 365 days a year, as disaster response strategies.
・Uninterruptible online systems that make it possible to ex-
pand systems without interrupting operations.
・Fully open accounting systems using a multiple layer ar-
chitecture through hubs and a high-speed server switching 
technology.
・Interoperability using multiple platforms and daily settle-
ment systems that support real-time management.
・Super parallel thread control middleware that processes 
several tens of thousands of transactions per second and mo-
bile internet gateway systems, which make it possible to per-
form the centralized management of hundreds of devices.
NEC established the OMCS-SI technology by sorting out, 

organizing and systematizing SI technologies, such as those 
mentioned above, accumulated through system building. The 
three mainstays that support the OMCS-SI technology are the 
project management technology, application development 
technology and platform building technology 4).

Defining the requirements in the upstream design stage of IT 
systems is considered critical. Requirements are often catego-
rized into functional requirements and non-functional require-
ments. The perspective often tends to emphasize a focus on the 
functional requirements which is directly linked to service 
content. With the OMCS platform building technology non-
functional requirements are treated as system requirements 
and are categorized into the following six characteristics (MC 
characteristics*). A design evaluation index is defined and sort-
ed out for each of these.

1. High availability: Service is not interrupted.
2. High performance: Guarantee of service level.
3. High operability: Monitoring of service.
4. Highly collaborative: Interconnection of services and pro-
tocols.
5. High confidentiality: Service security.
6. High expandability: Phased expandability through opti-
mized investments.
One of the most important features that must be incorporated 

into dependable IT systems, providing the desired services 
whenever they are wanted and at the expected service levels, is 
“high availability.” This is realized by incorporating a mecha-
nism for preventing the interruption of services during prede-

Table  Categorization of causes for system failure.

* Mission critical characteristics: General term used for features that need to 
be incorporated into computer systems, other than those essential functions 
that must be provided.

3. Viewpoint and Perspective for Design of 
Dependable IT Systems
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termined service provision time periods or minimizing service 
interruption time.

In order to “prevent the interruption of services” of IT sys-
tems, failure countermeasures based on a failsafe concept be-
comes essential. The cause of system failure is classified based 
on the assumption that “failure will certainly occur,” to sort out 
the strategies to ensure that incidents occur in a manner where 
they will fall on the safer side of the system. These are catego-
rized into strategies against the causes of failure that need to be 
implemented in advance (advance strategies) and those that 
are implemented after a system failure occurs (post strategies) 
(Table).

Technical responsive strategies can be sorted based on such 
categorizations determined by the causes of failure. System 
failures, arising from software bugs, can occur due to downed 
processes from referencing to unauthorized addresses or pro-
cess stalling from deadlocks. For downed process failures can 
be localized through early detection using process monitoring 
mechanisms and service monitoring mechanisms, before auto-
matically executing process reboots or the confinement of rel-
evant tasks.

The basic design policy for high availability in the OMCS 
platform building technology is “when in doubt, switch**”. 
This is based on the failsafe concept. It monitors the antici-
pated fail sections, and once it detects a failure and determines 
that the interruption of services will cause irreparable condi-
tions such as a breakdown in the consistency of data or partial 
or total interruption of services, if processes are allowed to 
continue, it degenerates the system by isolating the target sec-
tion or switches to the stand-by mode with which the entire 
system falls to the safer side.

An example for realizing this concept is summarized using 
an online transaction processing system (OLTP system).

The structure and operation of typical OLTP systems that use 
an open system are shown in Fig. 1. Request messages trans-
mitted by client systems, such as bank ATMs, for example, are 
received by an application node and processed by the business 
application (Application A to Application X), which is con-
trolled by the transaction monitor. The business application 
exchanges data with the database node as required. For exam-

ple, response messages, such as responses to balance inquiries, 
are returned to client systems.

If requests from business applications cannot be received by 
the database node for some reason, the service of the OLTP 
system is interrupted and a system failure results. Various types 
of malfunctions that trigger such a failure can be considered, 
such as the downing of database software, stall of an operating 
system, downing of an operating system (PANIC), CPU fail-
ure, corrupt memory, defective disk or LAN failure. With re-
gards to all failures that can potentially occur, it is necessary to 
design and package mechanisms for detecting early indica-
tions relating to failures, mechanisms for detecting failures 
that have occurred, mechanisms for notifying persons or sys-
tems that need to be notified about the detected incidents, im-
plementations on sections in which failures have occurred, as 
well as implementations to be performed once failures have 
been resolved. For example, active or inactive, as well as the 
stall monitoring of tasks and processes must be performed with 
a critical processes monitoring mechanism, while automatic 
rebooting must be in place when processes are down. A func-
tion that forcibly shuts down a node and switches over to a 
standby node, if a process at that node is not resumed after at-
tempting rebooting a number of times (three times, for exam-
ple) during a prescribed period of time (five minutes, for ex-
ample), is also available as an advanced function.

Similar monitoring is also conducted on hardware as well. 
For example, redundant LAN cards (network interface cards; 
NIC) must be installed with one for current and another for 
standby network devices, with the standby system sending 
health check packets to the current system. When a network 
failure occurs and operation of the current system is interrupt-

** More accurately, this is about switching from the current system to a standby 
system, as well as the comprehensive cutoff and degeneration of all current 
systems.

4. Case Examples of Packaging Technology for 
Dependable IT Systems

Fig.1  OLTP system structure and operation.
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ed, the health packet transmitted by the standby system will 
break off. In such circumstances the NIC of the current system 
will be deactivated and the IP address assigned to the current 
system will be assigned to the standby system, while the NIC 
of the standby system becomes activated (Fig. 2, IP failover). 
An IP failover is usually completed within a few seconds and 
therefore, failures in the network, such as NIC, will be con-
cealed from communicating parties.

It is possible to shorten the service down time by implement-
ing clusters at multiple nodes. Nodes that configure clusters 
detect failures by mutually performing health checks. When a 
node is down (PANIC), an operating system stalled or when a 
critical process is down the health check process becomes dis-
continued and the server is separated from the cluster in which 
the failure occurred (Fig. 2, cluster reconfiguration). It usually 
takes tens of seconds to a few minutes to reconfigure a cluster. 
Since rebooting and the recovery of applications takes place 
after a cluster is reconfigured, a few minutes to tens of minutes 
of time will be required for services to resume (Fig. 2, node 
failover). For this reason any failure that involves reconfigura-
tion of a cluster may result in service interruptions that are 
visible to clients.

The extent to which such service down time can be mini-
mized is a critical issue for the high availability design of de-
pendable IT systems. For example, although the time required 
to resume services from the time the downing of an operating 
system (PANIC) occurs at a database node that configures an 
OLTP system is ordinarily a few minutes to ten minutes, the 
tolerance value for the service down time can be 60 seconds or 
less for some systems. Since it is difficult to realize the swi-

tchover from the current to a standby system using a database 
node switching technology to meet such requirements, it will 
be necessary to employ a hot standby technology in such cir-
cumstances. 

Furthermore, it is also possible to adopt a technology that 
enables multiple servers to share a single database and then 
simulate the very same database as both current and standby 
databases from the application (Fig. 3).

There are, however, a number of issues that must be consid-
ered for the design of such a package, including:
・Criteria for determining that the current server is down.
・Means to trigger switchovers to standby connections.
・Methods for releasing records (forcibly disengaging re-
maining locks) that are locked in transactions being pro-
cessed at the time an application server goes down.
NEC completed the aforementioned high-speed database 

switchover technology in 2000, which has subsequently been 
adopted in a number of actual systems. While some products 
provide a failure detection mechanism in the database layer, 
the point to keep in mind here is the perspective on whether or 
not the “database is available for use from the application.” On 
an even further macro level it is possible to monitor the data-
base layer from simulated application programs. However, on 
one hand the scope of service downs that can be detected be-
comes broader but on the other hand, the service down time 
will becomes longer in such circumstances. In order to mini-
mize the service down time as well as to localize the downed 
service, it is necessary to detect failures on each level of the 
configuration components, subsystems and overall system, as 
well as have coordination between the individual detection 
mechanisms.

Fig. 3  High-speed database switchover technology using common-
type database.

Fig. 2  Cluster structure.
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Realizing systems with such advanced dependability is dif-
ficult using best-of-breed products alone and it would, there-
fore, be necessary to complement shortages by using middle-
ware (known as “complementing middleware”). NEC has been 
sequentially commercializing VALUMO-ware products with 
complementing functions that offer a high degree of versatility 
incorporated into systems during system building in the field 
thus far.

In this way, NEC has built large scale IT systems equipped 
with high reliability safely, surely, and speedily.

VALUMO-ware, related to high availability clusters in par-
ticular, have been adopted for the IT systems of customers re-
quiring a high degree of reliability, as illustrated with the SI 
case example described in Section 2.

Even more diversified business models will be created and 
realized as IT network systems in the ubiquitous society of the 
future. With such evolution the fusion of IT technologies as 
well as network technologies will progress and we recognize 
that dependability more than ever before will be required for 
critical infrastructures.

Descriptions provided in this paper were primarily based on 
the concept of dependability for IT systems, as well as relevant 
building technologies. NEC intends to continue refining the SI 
technologies, with an emphasis on OMCS, NGN and IT-NW 
integration solutions in order to promote service businesses 
that support the ubiquitous society.
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