MasterScope

SystemManager Ver. 6.3

Manager (Windows Version)

Duplication Setup Guide

(For WSFC)

June 2016




Revision History

Edition

Ver. Date Page Details
Revised Revised
1st 2014.03 New document




1.

4.

Contents

Preface ..uveeeiiereeieiicineteriereresiesinreesesineeesssrnenessosnneesssrnneesssrnntessssnnnessssnneessssnntessssanesssssaneessssnnees 1
1.1 Supplemental INfOrMATION ...cccvvvvviiiiiiiceeeeee e e e e e e e e e e ae e 1
1.2 APPLCAION TANGE...uviiiiiiiiiiiiiiiiee e et e e e e e eetb b e e e e e e eeetababeaeaaeeeeesssarsaaaaeeeaanenes 1

Configuration PrOCEAUTE ...........ccceeveuuueuunneennnnneunneneennnnssnnnnnsssssesssssssssssssssssssssssssssssssssssssssssnsssnns 2
2.1 SEtting UP WSTEC ... e e e et e e e e e e e e eearreaeaaeeean 2
2.2 Setting UP SYSteMMANAZET ... ....uvviiiiiieiiiiiiieie e e et e e e e e et e e e e e e e setaarreeeeeeeeeaebaraeaaaaaeans 2
2.3 Setting up SystemManager service monitoring FESOULCES........uveeeeeeeeieerrrreeeeeeeeiiiivrrereeeeeens 7

231 Creating resources by Creating 8 NEW SOIVICE ..............eeeeeeeeeeeeeireeeeeeeeeessssisseeessseeeesisisss 8

232 Creating resources using the high availability wizard................ccccccceeevvcvviiaeeeeeeenn. 19

Uninstalling SyStemMMAanager ...........uveeeeeieerrereriiiieeeeerrereeiiieeeeeeerrssesmeeeseessssssssssesssssssssssssnnnns 29
3.1 Deleting WSFC resource Settings.........coooviiiiiiiiiiiiiiiiii 29
3.2 Uninstalling SystemIManager...........eiiiiiiiiiiiiiiiee ettt eeeectre e e e e eeeetrareeeeeeeeeaearaeeeas 29
3.3 DEletiNg fI1ES ..vviiiiiiiiiciiiieee e e ee e e e e e a e e e e e e e traraaaaeeeeentaaaaeeas 29

OthEr NOES ciiiiieeiiiiiiieieiieec ittt e eessirrre e e e e eeesssbtteseeeeeesssssssstssssesasssssssssssssssensssssssssssseannnns 30
4.1 RegIStErINgG LICOIMSES . uuviiiiiiiii ittt e e et e e e e e e ettt a e e e e e e eeeeattbaeeeaeeeeeennnsssneeas 30

il



1. Preface

This document describes the procedure for using Windows Server Failover Clustering (hereafter
referred to as WSFC) to set up a cluster configuration that has two nodes (for duplication). WSFC
is a Microsoft product that can be used to switch running processes between nodes in a duplicated
system.

In this document, a host system included in a cluster is referred to as a node.

1.1 Supplemental information

If the incorrect procedure is used to upgrade the OS on a cluster server, failovers might occur at
unexpected times. In the worst case, this might damage the system.

1.2 Application range

This document applies to WSFC of Windows Server 2012 and Windows Server 2012 R2.

® Microsoft® and Windows® are either registered trademarks or trademarks of Microsoft
Corporation in the United States and/or other countries.

® Other system names, company names, and product names are trademarks or registered
trademarks of their respective companies.



2. Configuration Procedure

This chapter describes a procedure for configuring a MasterScope SystemManager (hereafter
referred to as SystemManager) cluster environment.

2.1 Setting up WSFC

Install WSFC and set up the cluster environment in advance.

2.2 Setting up SystemManager

Install the SystemManager manager on the Windows computers to be used as active and standby
nodes.
For details about the installation, see the “MasterScope Media Release Notes”.

Notes:

v' Install SystemManager on the active node first, and then on the standby node.

v" The shared disks must be referenceable when installing the manager on an active server
node.The shared disks need not be referenceable by the standby server node.

v' Use the same drive and folder names as the installation destination for SystemManager on
both active and standby nodes.

v" Replace the virtual host names and shared disks according to each environment.



The following shared resources are assumed:

- Virtual host name: vhostl
- Shared disk: X drive

The image of the manager duplication configuration is shown below.

Node 1
192.168.5.11

SystemManager manager

Self hostname: vhostl

#hosts
192.168.5.10 vhostl

"I EEEEEEEEEEEEEEEEEEEEENEEENEEE,

Node 2
192.168.5.12

SystemManager manager

Self hostname: vhostl

#hosts
192.168.5.10 vhostl

WSFC virtual host
192.168.5.10

SEEEEEEEEE NN NN EE NN NN NN NN NN NN NN NN NN NN NN NN NN EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE,

N NN EE NN NN NN NN NN EEENEEEENEEEES

VRN
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/

Console node

/4

SystemManager console
Manager host name
vhostl

#hosts
192.168.5.10 vhostl

|

Agent node

SystemManager agent
Manager host name
vhostl

#hosts
192.168.5.10 vhostl

The agent and console are assumed to be connected to the virtual host.

The following describes the procedure for installing the SystemManager manager functions.




First, install the SystemManager manager on the active server node.
The image of installation on the active server node is shown below.

WSFC virtual host
192.168.5.10

U EEEEEEEEEEEEEEEEEEEEEEEEEEN PSS NN SN NN NN NN NN EEEEEEEEEEN,

S

Node 1 Active node Node 2 Standby node
192.168.5.11 192.168.5.12

SystemManager manager

Self hostname
vhostl

Data area folder
X:¥ MasterScope_Share e

Install the initial data N
Yes

#hosts #hosts
192.168.5.10 vhostl 192.168.5.10 vhostl
P —

X:¥ MasterScope |Share
\

| Configuration file ,,_J

e I NN NN NN NN NN NN NN NN NN NN NN NN NN NN NN NN NN EEEEEEEEEEEEEEEEEEY

Shared disk

*
NN NN NN NN NN NN NN NN NN NN NN NN NN NN NN NN NN NN NN NN NN EEENEEEEEEEEEEEEEEEER®

NN NN NN EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEs®

*

Specify each item in the Product Installation Settings dialog box for the SystemManager manager
on the active server node as described below.

e Specify any values for Install directory path, Agent port and Viewer port. For details about the
setting values for each item, see the “MasterScope Media Release Notes”.

e Specify the virtual host name for Self hostname and any folder on the shared disk for Data
Directory.

e Select Yes for Change Data Directory and Store initial setting data .

A setting example is shown below.

Setting item name Setting value Remarks

Install directory path C:¥Program Files¥NEC¥UMF¥Operations Local disk path
Self hostname (optional) vhostl Virtual host name
Agent port 12520 (Any value)
Viewer port 12521 (Any value)
Change Data Directory Yes (Fixed)

Data Directory X:¥MasterScope_Share Shared disk path
Store initial setting data Yes (Fixed)

¥Manager¥sg” is automatically added to the data area folder, and the setting information that must
be shared is stored here.

After the installation is completed, confirm that “¢Manager¥sg” has been created in the data area
folder.



Then, install the SystemManager manager on the standby server node.
The image of installation on the standby server node is shown below.

WSFC virtual host

oS TEEENENEEEEEEEEEEEEEEEEEEEEEE

Shared disk 7

*
e a s NN NN NN NN NN NN NN AN NN NN SN E NN NN NN NN NN NN NN EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEmnme®

. 192.168.5.10 .............................,“
H Node 1 Active node Node 2 Standby node .
» | 192.168.5.11 192.168.5.12 -
E SystemManager manager SystemManager manager .
E Self hostname Self hostname .
H vhostl vhostl .
. Data Directory .{ Data Directory E
. X:¥MasterScope_Share | X:¥MasterScope_Share »
E Store initial setting data s Store Initial setting data .
. Yes 3 No :
: #hosts il | #hosts :
. 192.168.5.10 vhostl : 192.168.5.10 vhostl .
[ —— . — :
. : Specify the shared disk.\ :
. X:¥ MasterScope _:Share . .
. v However, the shared disk .
E | Configuration file ,J need not be reference able. .
: ;

*

Specify each item in the Product Installation Settings dialog box for the SystemManager manager
on the standby server node as described below.

e Specify the same values as for the active node except for the Store initial setting data setting
item.

¢ Select No (only on the standby server in the cluster) for Store initial setting data.

A setting example is shown below.

Setting item name Setting value Remarks

Install directory path C:¥Program Files¥NEC¥UMF¥Operations Local disk path
Self hostname (optional) vhostl Virtual host name
Agent port 12520 (Any value)
Viewer port 12521 (Any value)
Change Data Directory Yes (Fixed)

Data Directory X:¥MasterScope_Share Shared disk path
Store initial setting data No (only on the standby server in the cluster) (Fixed)

After the installation is completed, change the service startup type on both the active and standby

nodes.

In the Start window displayed by pressing the Windows key, click Administrative Tools and then

Services, then, stop the MasterScope UMF Operations Manager_ N service (For “N”, see “4.1.1.3.

Default values for each product” in the “MasterScope Media Release Notes”.), and then change

the Startup type in the properties from Automatic to Manual. “MasterScope UMF Operations
5



Manger_1” is used in the example below.

MasterScope UMF Cperations Manager_1 Properties I:L...-

Leneral | Log On | Recovery | Dependencies |

Service name: M azterScope UMF Operations Manager_1

Dizplay name: M azterScope UMF Operations Manager_1

D ezcription:; -"‘

Path to executable:
"C:\Program Files [#86]%M E C\UMPLO perationstM anagersbinhS vaMonkar. e

 —
Startup type: @ W
Service status: Stopped

Stop Fauze Resume

You can specify the start parameters that apply when pou start the service
frorn here.

Start parameters: | |

| ] | | Cancel | | Apply |

Figure 2-1 Service Properties

* |f using the bundled DB, change the [Startup type] for the bundled DB service to [Manual]
in the same way.



2.3 Setting up SystemManager service monitoring
resources

Add the service monitoring resources to WSFC in order to monitor SystemManager service
abnormalities.

In the Start window displayed by pressing the Windows key, click Administrative Tools and then
Failover Cluster Manager, then create resources using one of the following methods.

 To create resources by creating a new service:

See “2.3.1 Creating resources by creating a new service” Normally, this method is used to perform
setup.

¢ To create resources using the high availability wizard:
See "2.3.2 Creating resources using the high availability wizard" A floating IP address other than
the cluster floating IP address is required.



2.3.1 Creating resources by creating a new service

(1) Creating resources

Right-click Role from the tree in the left pane, and then select Create Empty Role from the
displayed pop-up menu.

File Action View Help

o 2@

2 Failover Cluster Manager
a u'] farcluster. faadir.com

_an_a

Y Configure Role... | age disks and storage pools used in the cluster View »
3 i‘aﬁq Virtual Machines... , Help
Refresh disks can be added 1o Cluster Shared Volumes of assigred exclustvely 1o chusterad roles. Navigats to
o Wdd, rernanve, and mansge chistered disks,
p
e
Chustered storage pools ate groups of physical disks that are logically combined and managed as one of mere
nwmml}nwm snaaoe Spaces subsystern. The vihual disks of shorage pocks can be added to
and managed a5 ch d disks. Mavigate to Pools to manage chestered shorage pools.
lisablzvigats
] Disks [#] Pocls

This action creates an empty clustered role, Cluster resources will need to be added manually, This option is intended for advanced users,

Figure 2-2 Creating an Empty Role




The New Role node is created. Right-click this node and change the name to any name in the
Property dialog box. “MasterScope_Service” is used in the example below.

General | Failover
ﬁ % '!s. Mew Fole

-
| | MasterScope_Service

Prefemed Owners
Select the preferred owners for this clustered role. Use the buttons
to list them in order from most preferred at the top to least preferred

at the bottom.

[ Fw245
[ Fw247

Figure 2-3 Property Setting for Role



Right-click the MasterScope_Service node and select Add Storage.

File Action View Help
e 20 @
E Failover Cluster Manager o I Actions
e | Al 0 (51 © |1
es
3 Nodes MName Status Type Ovmer Node Prioity Infomati | 25 Configure Role...
4 () Storage _Servicr—— (@0, . FW245 Medium Virtual Machines... »
&3 Disks &5 | Start Role
g Pools ﬂ S m Create Empty Role
4 Networks View »
E] Cluster Events M Move L [ Refresh
(%) | Change Startup Pricrity » Help
E Information Details...
E] il : = I E Vi
1} StartRole
[|_,3 Add Storage | )
i StopRole
Fw
B Move >
Mare Actions v )
M Change Startup Priority »
x Remove . .
Information Details...
[ | properties [ show Critical Events
<& Add Storage
<] = 51 [ Add Resource »
— B3 More Actions »
- %m Prefemed Owners: Anynode | | 9@ Remove
[Z] Prop
Status: Running Help
Priority: Medium
Owner Node: FW245
Summary |Hm

| Roles: MasterScope_Service

Figure 2-4 Adding Storage
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Select the check box for the disk in the Add Storage dialog box, and then click the OK button.

Select the digk or digks that you want to add.

Available dizks:

Mame Statusz Capacity
| 5 Cluster Disk 2 (#) Orline |

Lluster sk 3 L!j Irilre:

aFk. || | Cancel

Figure 2-5 Add Storage Dialog Box
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Next, right-click the MasterScope_Service node, select Add Resource and then Generic Service.

File Action View Help
= 2
2 Failover Cluster Manager Ro Actions
2 -
Pl &Ec:a:::fwadmcom 5 P =
(51 Nodes Mame Status Type Owner Node Priorty Informati | ¥ Configure Role...
alch ‘sgnge 55 MasterScope_Service %"mn - FW245 Medum Virtual Machines... »
Disks E
B Pools % | StopRole 7 Create Empty Role
& Networks B | Move , view >
{4] Cluster Events & Refresh
(%) | Change Startup Priority L3
[ Hel
B | information Details. H Hep
() | Show Critcal Events | Masterscope Service &
% | Add Storage & Start Role
@‘ Add Resource » Client Access Point i StepRele
Mone Actions > Generic Application I Move »
3 |Remore icSa % Change Startup Priority »
B | e . Generic Service M Information Details...
{ [ show Critical Events
<% Add Storage
<[ [ ] > || B Add Resource »
E) More Actions »
7 % MasterScope_Service Preferred Owners: Any node ¥ Remove
B
mm:. " ,. H Hep
Owner Node: FW245
Summary | Resources
|| Roles: MasterScope_Service I

Figure 2-6 Adding Resources

12



The Select Service dialog box is displayed. Specify MasterScope UMF Operations Manager_n
(For “n”, see 4.1.1.3. Default values for each product” in the “MasterScope Media Release Notes”.),
and then click the Next button. “MasterScope UMF Operations Manager_1" is specified in the
example below.

Select Service Select the service you want to uze from the list:

Confirmation

Configure Generic Mame Drescrption

Service MasterScope UMF Operations Agent_1

5 MasterScope UMF Operations Agent_LATYL-HP
nENT

MasterScope UMF Operations Manager_mop

Masterscope UMF Operations Remate Agent_L...

Masterscope UMF Operations Remote dgent_w...

Microzoft iISCS! Initiator Service M anages Internet SCSI (ISC51) sezsions from th .

Microzoft Software Shadow Copy Provider t anages software-bazed volume shadow copi... |«

| Mext> | | Cancel

Figure 2-7 Select Servide Dialog Box

Click the Next button in the Confirmation dialog box.

13



¥ Confirmation

Select Service ‘Y'ou are ready to make a Generic Service.

Confirmation

Configure Genenc
Service MasterScope UMF Operations Manager_1 (MasterScope

UMF Operations Manager_1)
Parameters: This Generic Service has no startup parameters.

Service: ™~

Surmmarny

To continue, click Mext,

< Previous I _ﬁe:-:t F I Cancel

Figure 2-8 Confirmation Dialog Box

Click the Finish button in the Summary dialog box.

ﬂ Summary

Select Service The new resource was successfully created and configured,
Confirmation
Configure Generic
Service
- ™
Surnrmary .

Saervice: MasterScope UMF Operations Manager_1 (MasterScope

" UMF Operations Manager_1)
Resource: Generic Service
Parameters: This Generic Service has no startup parameters.
LV

To view the report created by the wizard, click View Report, iew Report...

To cloze thiz wizard, click. Finizh,

Figure 2-9 Summary Dialog Box

14



* If using the bundled DB, add the resource for the bundled DB service in the same way. Set up

the resource dependencies so that the bundled DB is dependent on SystemManager.
Service name is [fdb_wfdbn].

n indicates a service number of 1 or higher.
(The value is set during installation of MasterScope products.)

15



(2) Starting resources

If the service is not started automatically, start the service by performing the following procedure.

1. Inthe Failover Cluster Manager dialog box, right-click the icon of the created resource
(MasterScope_Service in this example).
2. Select Start Role from the displayed pop-up menu to start the service.

File Action

View Help

4 <| 7(m Hm

24 Failover Cluster Manager
- Q] fwcluster fwadir.com
77 Roles
3l Nodes
4 | Storage
&3 Disks
B Pools
43 Metworks
1] Cluster Events

0 Queries w |ld v v

Status
[ MasterScope_Senvice ®

Type

OwnerMode ~ Priorty

B

Start Role

I

Stop Role

Move
Change Startup Priority

»

Information Details
Show Critical Events
Add Storage

Add Resource

Ex0=zkE8@ H:

More Actions
Remove

Properties

| Actions i
|Rotes s

Configure Rele...

i
Virtual Machines... »
[ Create Empty Role

View »

asterScope_Service
Start Role
Stop Role
Meove »
Change Startup Pricrity L
Information Details...

Show Critical Events

Add Storage

Add Resource »

v %m_s-m-

Prefemad Owners:  Any node

Status: Stopped

FW245

Mare Actions »
Remove

Properties

BEOX0OBEH H L LS

Help

|| Roles: MasterScope_Service

Summary | Resources

Figure 2-10 Making Resources Available Online
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In addition, if the service has been started on the standby node, start the service on the active
node by performing the following procedure.

1. Inthe Failover Cluster Manager dialog box, right-click the icon of the role (MasterScope_Service in
this example).

2. Select Select Node... from the displayed pop-up menu.

3. Inthe Move Clunstered Role dialog box, select the destination node to move the standard services.

File Action View Help
= 2
B4 Failover Cluster Manager
4 83 fwcluster.fwadir.com Saarch o I Quesies »|id ~
T Roles -
i Nodes Name Status Type Owner Node Priority &5 Configure Role...
a aétjuuge 73 MasterScope_Senvice ® @ |sarr - W45 Medium Virtual Machines... »
Disks i Start Role |
& Pools 25 | stop Role [0 Create Empty Role
3 Networks »
[ Cluster Events [E IMM » )
(W) | Change Startup Pricrity » D
ﬁ Informiation Details—. -
[8] | Show Critical Events
- T - Start Role
[3 Add Storage -
H Add Resource 3 -k Stop Role
1 M, ]
B} | More Actions » B Move
% Change Startup Priori 3
x Remove 9 P ity
1 B Information Details...
P ;
B @ Show Critical Events
B Add Storage
<] " 31| P Add Rescurce »
B} More Actions 3
v @ MasterScope_Service Prefemed Owners: Anynode | | %¢ Remove
[] Properties
Status: Running Help
Priority: Medium
Owner Node: FW245
Summary | Resources
Roles: MasterScope_Service

Figure 2-11 Moving Resources
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Select the destination node for moving 'MasterScope_Service'
from 'FW245",
Look for:

L Search

Cluster nodes:

=

Figure 2-12 Selecting Node to Move

This concludes the WSFC setup.
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2.3.2 Creating resources using the high availability wizard

(1) Creating resources

To create resources using the high availability wizard, the floating IP address setting is required.
This IP address must be different from the cluster IP address.
The value described in “”

” is assumed for the WSFC shared disk and the following value is assumed for the floating IP
address.

- Shared disk;: P drive
- |P address: 172.28.160.251

Note
2 Replace the shared disk and IP address according to each environment.

Right-click Role from the tree in the left pane, and then select Configure Role... from the displayed
pop-up menu.

= Failover Cluster Manager [= ==
File  Action Viewr Help
« | 2(0 B
|34 Failover Cluster Manager Roles (0) Actions
a4 B2 fwcluster faadir.com - ¥
) -.: Boley Configure Role... - | En ~ _'R‘,d & B
3 Hod Status Tipe Cwmer Node Prioty i | %5 Configure Role...
4 Sors  Mirtual Machines... C Virtual Machines... r
‘—l‘_::] E Create Empty Role 'J. Create Empty Role
3 Netw View E Wigw 3
(1] Cust Refresh 0 Refresh
Help H Hep

No dams found.

This 3ction ensbles you to select 3 role that you can configure for high svailability.

Figure 2-13 Creating Resources
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A wizard dialog box to configure the role is displayed. Click the Next button.

@ Before You Begin

Before v'ou Begin This wizard configures high availability for a role. After you successfully complete this wizard, if & clustered
S elect Fole zerver failz while running the rale, another clustered server automatically begins running the role [a
process known as failover]. If the role itzell fails, it can be automatically restarted, sither on the zame

zerver ar on another server in the cluster, depending on options that you specify,

IF you want to cluster a comples application such as a mail server or database application, see that
application's documentation for information about the comrect way bo install it

[] Do ot show this page again

Figure 2-14 High Availability Wizard

The Select Role dialog box is displayed. Select Generic Service, and then click the Next button.

@ Select Role

Before You Begin Select the role that you want to configure for high availability:

Select Role

Select Service _@IDHCP Server z Description:

Client Access Point 'ul!"‘ Digtributed Tranzaction Coordinator [DTC) “'ou zan configure bigh availability for

elect Slorsas 8 Fie Sorve et o & pheser P
Replicate R egigty Ea GenE'!c ﬂppllcatlon information, see Eunfiguring'ﬁeneric
Settings ! Generic Script Apphcations, Scrpts, and Services.

CHEETT

Confirmation

) ) = Huper' Replica Broker
Configure High C— ISCSI Target Server

Avvailability

'C— I5MS Server

Surnmary

| < Previous || Hext » ||| Cancel

Figure 2-15 Selecting Service or Application
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The Select Service dialog box is displayed. Specify MasterScope UMF Operations Manager_N
(For “N”, see 4.1.1.3. Default values for each product” in the “MasterScope Media Release
Notes”.), and then click the Next button. “MasterScope UMF Operations Manager_1" is specified
in the example below.

& High Avail ability Wizard x|
it—iﬂ‘ Select Service

Befare 'vou Begin Select the service you want to uze from the ligt:

Select Role

Mame Dezcription -
tdasterS cope UMF Operations Agent_LATYL-HF
tasterS cope UMF Operations Agent_zhengshilit

Client Access Point

Select Storage las :ope UMF Operations Manager_1
Fieplicate Fegistry tasters cope LUMF Operations Manager_mop
Seftings tdasterscope UMF Operations Remote Agent_L...
el Masterscope UMF Dperations Remate Agent_w...
Cor High Microzoft iISCS| Initiator Service M anages Internet SCS1 [ISCS1) sezsions from th...
anfigure Hi . ; .
Availgbility d Microzaft Software Shadow Copy Provider Manages software-bazed wolume shadow copi...
Microzoft Storage Spaces SMP Host service for the Microsoft Storage Spaces .. |+
Summary
| < Previous | " Mewt > I | Cancel

Figure 2-16 Selecting Service
The Client Access Point dialog box is displayed. Specify the virtual host name for the name used

by the client (MasterScope_Sv in this example) and the floating IP for the IP address
(172.28.160.251 in this example), and then click the Next button.

21



@ Client Access Point

Before You Beain
Select Role

Select Service
Client Access Point
Select Storage

Replicate Registry
Settings

Confirmation

Configure High
Povailability

Summary

Type the name that clients will use when accessing this clustered role:

Name: || Masterscope_5v |

The MetBIOS name is limited to 15 characters. Cne or more IPv4 addresses could not be configured

ﬂaubomatidv. For each network to be used, make sure the network is selected, and then type an

address.

Metworks Address

172.28.160.128/25 172.28.160.251
172.28.160.0/24

Figure 2-17 Client Access Point
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The Add Storage dialog box is displayed. Select the check box of the cluster disk containing the
shared disk (P drive in this example) specified in “2.2 Setting up SystemManager”, and then click
the Next button.

@ Select Storage

Befare You Begin Select only the storage volurmes that you want to asgign to thiz clustered role.

'ou can azzign additional storage bo thiz clustered role after you complete this wizard.
Select Role

Select Service

Client Access Paint

Select Storage

Replicate Reqgiztiy
Settings

Confirrnation

Configure High
Aevailability

Surnmary

| < Previous || Hewt » || Cancel

Figure 2-18 Selecting Memory Area

The Replicate Registry Settings dialog box is displayed. Click the Next button without specifying
anything.

@ Replicate Registry Settings

Befaore vou Beqin Programs or services may store data in the registry,  Therefore, it iz important to have this data available on
the hode an which they are running. S pecify the registry keys under HEEY_LOCAL_MACHIME that should
Select Role be replicated to all nodes in the cluster.

Select Service

Client Access Point

Select Storage

Confirmnation

Confiqure High
Availability

Add.. || Modip. || Remove

Summarny

| £ Previouz || Hest » ||| Cancel

Figure 2-19 Replicating Registry Settings
23



The Confirmation dialog box for the standard service configuration is displayed. Check the settings,
and then click the Next button.

@ Confirmation

Before You Begin

You are ready to corfigure high availabilty for a Generic Service.

Select Role

Select Service
Client Access Point
Select Storage
Replicate Registry

Settings
Confirmation

Configure High
Awailability

Summary

Service:

Storage:
Network Mame:
ou:

IP Address:
Parameters:

To continue, click Next.

MasterScope UMF Operations Manager_1 (MasterScope
UMF Operations Manager_1)

Cluster Disk 3

MasterScope_Sv
CN=Computers,DC=fwadir,DC=com
172.28.160.251

This Generic Service has no startup parameters.

(s

Figure 2-20 Confirming Standard Service Configuration

When the Summary dialog box is displayed, click the Finish button.

@ Summary

Before You Begin
Select Role

Select Service
Client Access Point
Select Storage

Replicate Registry
Settings

Confimation

Configure High
Auailability

Summary

High availabilty was successfully configured for the role.

Service:

Storage:
Network Name:
ouw:

IP Address:
Parameters:

Generic Service

MasterScope UMF Operations Manager_1 (MasterScope
UMF Operations Manager_1)

Cluster Disk 3

MasterScope_Sv

CN=Computers, DC=fwadir,DC=com
172.28.160.251

This Generic Service has no startup parameters.

To view the report created by the wizard, click View Report.
To close this wizard, click Finish.

Figure 2-21 Completion of Resource Creation
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After the creation is completed, confirm that the standard service resources have been created in
the Role window displayed by clicking the Role node in the Failover Cluster Manager dialog box.
= Failover Cluster Manager = I:'-

File Action Miew Help

S

3_.’3 Failover Cluster Manags I-RSPRS ) Actions
a ‘i;J fweluster fwadir.cor| [ - - -
Search - _Qusnes - I!n v re
@ Roles = ,Roles
5 Nodes Nam: tat Tum Cuwmer Bad Prinit 39 Configure Role...
4 |, Storage % MasterScope_Sv .@) Funning Generic Service Pw247 Medium | Virtual Machines... 3
il Disks B CreateE Rol
Q Pools - Create Empty Role
4 Networks View 4
Cluster Events G| Refresh
E Help

Figure 2-22 Failover Cluster Manager Dialog Box (After the resources are created)

* |f using the bundled DB, add the resource for the bundled DB service in the same way. Set up
the resource dependencies so that the bundled DB is dependent on SystemManager.
Service name is [fdb_wfdbn].

n indicates a service number of 1 or higher.
(The value is set during installation of MasterScope products.)
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(2) Starting resources

If the standard services are not started automatically, start them by performing the following

procedure.

1. Inthe Failover Cluster Manager dialog box, right-click the icon of the created resource
(MasterScope_Sv in this example).
2. Select Start Role from the displayed pop-up menu to start the standard services.
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Figure 2-23 Making Resources Available Online
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In addition, if the service has been started on the standby node, start the service on the active
node by performing the following procedure.

1. In the Failover Cluster Manager dialog box, right-click the icon of the created resource
(MasterScope_Sv in this example).

2. Select Select Node from the displayed pop-up menu.

3. In the Move Clusterd Role dialog box, select the destination node to move the standard
services.
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Figure 2-24 Moving Resources
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Select the destination node for moving ‘MasterScope_Sv' from
'F247

Look for:
KB Search

Cluster nodes:

i Mame

Fiw245

Figure 2-25 Selecting Node to Move

This concludes the WSFC setup.
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3. Uninstalling SystemManager

3.1 Deleting WSFC resource settings

Delete the resources created in “2.3 Setting up SystemManager service monitoring resources”.
Be sure to stop the target resources (standard services) by selecting Stop Role in the Failover
Cluster Manager dialog box before deleting resources.

3.2 Uninstalling SystemManager

Uninstall SystemManager by performing the procedure described in the SystemManager Release
Memo.

3.3 Deleting files

After SystemManager is uninstalled, files and directories remain on the shared disk.
Manually delete directories on the shared disk specified during installation.
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4. Other Notes

4.1 Reqistering licenses

Register licenses for a cluster environment on both the active and standby nodes.
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