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About this Guide

This guide provides a hands-on “Quick Start” set of instructions for configuration and setting the
EXPRESSCLUSTER X integration with IBM Resiliency Orchestration on RHEL 7.4 / CentOS 7 (1708) operating
system with two nodes. The guide assumes its readers to have Linux system administration &
EXPRESSCLUSTER X knowledge and skills, installation and configuration of IBM Resiliency Orchestration,
EXPRESSCLUSTER X, and Linux Server. The guide includes systematic instructions to integrate and
configure of IBM Resiliency Orchestration with EXPRESSCLUSTER X.

Where to go for more information

Refer to additional documentation under the “documentation” directory on the EXPRESSCLUSTER X
distribution CD or archive file.

For any further information, please visit the EXPRESSCLUSTER X web site at
https://www.nec.com/EXPRESSCLUSTER

The following guides are available for instant support:

GettingStartedGuide.pdf — This guide explains general cluster concepts and overview of EXPRESSCLUSTER
functionality.

InstallationGuide.pdf — This guide explains EXPRESSCLUSTER X installation and configuration procedures
in detail.

ReferenceGuide.pdf — This is a reference of commands that can be put in EXPRESSCLUSTER X scripts and
maintenance commands that can be executed from the server command prompt.

MaintenanceGuide.pdf — This guide is intended for administrators and system administrators who want
to build, operate, and maintain. The guide describes maintenance-related information for
EXPRESSCLUSTER.

HardwareFeatureGuide.pdf — The guide describes features to work with specific hardware, serving as a
supplement to the Installation and Configuration Guide.

LegacyFeatureGuide.pdf — The guide covers topics of EXPRESSCLUSTER X 4.0 WebManager.

The above stated guides can also be found at:
https://www.nec.com/en/global/prod/expresscluster/en/support/manuals.html

The EXPRESSCLUSTER X team can also be contacted via the following E-mail address:
info@EXPRESSCLUSTER.jp.nec.com

Information about IBM Resiliency Orchestration is available on the below URL.
https://www.ibm.com/support/knowledgecenter/ja/SSBK5V 7.3.1/iro731 welcome.html
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mailto:info@EXPRESSCLUSTER.jp.nec.com
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1 Overview

1. This guide describes how to integrate & configure IBM Resiliency Orchestration (hereinafter
referred to as “IBM RO") with NEC EXPRESSCLUSTER X (hereinafter referred to as “ECX”).

2. Perform system planning to determine requirements and specify configuration settings prior to
start of actual system installation and configuration.

3. Prepare the Primary and Secondary servers including OS installation and configuration if necessary.

4. Install, configure, and verify IBM RO on the Primary server.

5. Install and configure ECX Server on the Primary and Secondary servers.

6. Create and configure ECX failover group to enable continuous protection and automatic recovery
for mirror disk resource & floating IP address resource.

7. Upload the configuration file on the server and start the cluster to complete the deployment.

8. Create and configure IBM RO recovery group and application group.

9. Edit and execute workflows of groups in RO.

10. View generated reports.
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2 System Requirement and Planning

2.1 System Requirements

Machine 1: Primary/RO Server
- EXPRESSCLUSTER X (ECX) 3.3/4.0/4.1
- IBM Resiliency Orchestration (RO) 7.3
Machine 2: Secondary Server
- EXPRESSCLUSTER X (ECX) 3.3/4.0/4.1

Machine 1 Machine 2
Primary/RO Server | Secondary Server

Machine 3
Client system/Desktop

one for OS, one for cluster partition and one
for data partition)
OS disk: 40 GB or more space available

Mirrored & Data disk: As per requirement
(20MB partition available for
EXPRESSCLUSTER management)

The same size for each server system

CPU 1 GHz Pentium 4 or better 1 GHz Pentium 4 or better
Memory 4 GB or more 1GB or more
Disk 1 physical disks (having at least 3 partitions,

1 physical disk with 40 GB
or more space available

(o} Red Hat Enterprise 7.4
Cent0S-7 (1708)

Windows 7 or Later

Software Java 1.8.0_212 enabled web browser Java 1.8.0_212 enabled web browser
Network 2 100Mbit or faster Ethernet network 1 100Mbit or faster Ethernet network
interface cards Tahle 1 System Reauiremedpterface card
6|Page
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3 Base System Setup

3.1 Management Console/Test Client (Machine 3)

Setup a Windows desktop or laptop with specified OS and network configuration from
previous section. A Java enabled web browser should also be installed to enable access to
ECX WebUI or WebManager.

3.2 Setup the Primary/RO Server (Machine 1)

1. If necessary, install required hardware components and a supported OS as specified in
Chapter 2.

2. Verify basic system boot and root login functionality and availability of required
hardware components as specified in Chapter 2.

3. Configure network interface names
a. Rename the network interface to be used for internal ECX management and data
mirroring network communication between servers to Interconnect.

4. Configure network interface Settings:
a. Inthe “System” tab go to “Administration” further go to “Network”.
b. Inthe Network Connections window, double-click Public.
c. Inthe dialog box, click the statically set IP address: option button.
d. Type the IP address, Subnet mask, and Default gateway values (see Table 1 System ).
e. Go back to the Network Connections window. Double-click Interconnect.
f. Inthe dialog box, click the statically set IP address: option button.
g. Type the IP address and Subnet mask values (see Table 1 System ).
Click OK.
h. On the terminal, run the command “service network restart”.

5. Configure the Data Disk:

a. Make sure the disk device or LUN is initialized as a Linux Basic disk device.

b. Create swap partition of 2*size of RAM.

c. Create a mirrored disk cluster partition on the disk with specified size in Table 1 and
make sure it is 20MB or greater. Assign partition name as specified in Table 1 to the
partition but do NOT format it.

d. Create a mirrored disk data partition on the disk with specified size in Table 1. Assign
partition name as specified in Table 1 to the partition and format it.

e. Verify the mirrored disk cluster and data partitions are visible in command prompt
using “fdisk” command under their respective assigned partition names.

6. Enable ssh:
a. Change “PermitRootLogin” to Yes in /etc/ssh/sshd_config.
b. Restart sshd with “systemctl restart sshd”
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3.3 Setup the Secondary Server (Machine 2)

Perform steps 1-6 in Section 3.2 on the Secondary Server.
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4 EXPRESSCLUSTER Server Installation & Setup

4.1

9|Page

Install EXPRESSCLUSTER on the Primary & Secondary Server (Machine 1 & 2)

1.
2.

3.
4.

5.

Install the ECX on Machine 1 & 2.
Register ECX licenses
o  EXPRESSCLUSTER X for Linux
o  EXPRESSCLUSTER X Replicator for Linux

First restart the Primary server and then restart the secondary server.

Configure a cluster
o  Failover Group: failover
= fipl: floating IP resource

] md1: mirror disk resource

. md2: mirror disk resource
o  Monitoring Resource
. usrw: user mode monitor resource
. mdw1: mirror disk monitor resource
. mdw?2: mirror disk monitor resource
= mdnw1: mirror connect monitor resource
= mdnw2: mirror connect monitor resource
=  fipwil: floating IP monitor resource

Start the Cluster & group on cluster manager.
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5 Install & Configure Resiliency Orchestration

Please refer to IBM Resiliency Orchestration 7.3 Installation Guide.pdf and install the IBM RO on Primary

server.
After Installing & configuring the RO software, we can access the RO application from client machine with

following URL. http://<RO-server IP address>:8080/PanacesGUI/

e RO homepage & login with support user which you created during the RO installation.

a B http://10.0.7.133:8080/PanacesGUI/pages/Login.do ~ C || Search... P~
@ Cluster Manager @ Cluster Manager @ Cluster Manager B 1BM Resiliency Orchestratio... % |
File Edit View Favorites Tools Help

IBM Resiliency Orchestration

©Copyright 188 Corporation 2003, 2018, All Rights Reserved.

Figure 1 IBM RO Login page

e After Login, you will get following page.

a B ttp://10.0.7.133:8080/PanacesGUl/app/landing/index ~ &/ search. o~
@ Cluster Manager % | @ Cluster Manager @ Cluster Manager 1BM Resiliency Orchestration.. * ||
File Edit View Favorites Tools Help

IBM Resiliency Orchestration

©Copyright IBM Corporation 2003, 2018. All Rights Reserved.

Figure 2 IBM RO WebUI
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5.1 Edit sudoers

e Execute visudo command to edit sudoers.
e Add the below 2 lines.

panacesuser ALL=(ALL) ALL

panacesuser ALL=(ALL) NOPASSWD: ALL

5.2 RO Configuration
e 1 Application Group that includes 1 recovery group.
o ECX: Application Group

o TestingECX: Recovery Group
e RO folder path : /opt/panaces/
e Scripts folder path for ECX: /opt/panaces/scripts/ECX/TestingECX
e RO service path: /opt/panaces/bin/

11| Page
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6 Create & Copy Custom scripts on Each Servers.

1. Create a folder /opt/panaces/scripts/ECX on RO server (Primary server).
2. Create a folder /opt/panaces/scripts/ECX/TestingECX on RO server (Primary server).

3. Change permission of the folders.

sudo chown panacesuser:panacesusergroup /opt/panaces/scripts/ECX

sudo chown panacesuser:panacesusergroup /opt/panaces/scripts/ECX/TestingECX

sudo chmod 775 /opt/panaces/scripts/ECX

sudo chmod 775 /opt/panaces/scripts/ECX/TestingECX

4. Copy ECX_Replnfo.tcl and getrpo.tcl to /opt/panaces/scripts/ECX/TestingECX on RO server and

following script will be available on ECX official web page:

5. Change owner and owner group and permission of ECX_Replinfo.tcl and getrpo.tcl.

sudo chown panacesuser:panacesusergroup ECX_ReplInfo.tcl

sudo chown panacesuser:panacesusergroup getrpo.tcl

sudo chmod 776 ECX_Replinfo.tcl

sudo chmod 776 getrpo.tcl

6. Edit parameters in ECX_Replnfo.tcl and getrpo.tcl script.
o fipis the floating IP address in ECX cluster.
o port is the port to communicate with WebUl or WebManager.

o mdName is mirror disk resource name.

o recoveryGroup is RO recovery group name you will create.
7. Copy checkstatus.sh and movegrp.sh on both ECX servers {RO server (Primary server) &
Secondary server} and following scripts will be available on ECX official web page:

o Copy scripts to anywhere in both servers & give the executable permission.
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7 Create DR Site on RO Dashboard

Follow the below steps to create DR site.
Production site has already been created. (SCC_Site).

e After Login to RO dashboard, click Discover icon and you will get below screen.

= C @ Notsecure | 10.0.7.133:8080/PanacesGUI /app/application/app ht h+d Incognite e

IBM Resiliency Orchestration sport. £® Hep % (B I=g

it Do >

) Application Groups(0) | Recovery Groups(0) I Application Recovery (0)

TYPEI Application Recovery on AWS ¥

Name Action Virtual Application Recovery ¥

No records to display
VM Protection with Zerlo ¥

Oracle Recovery with Dataguard on
AWS

MSExchange DAG Low Touch
Wizard
Discover Recovery Group >

Discover Application Group ¥

Figure 3 Discover Tab
e Mouse over Discover tab on left corner.

& C @ Notsecure | 10.0.7.133:3 app/application/appList.htm Yr  Incogrito
IBM Resiliency Orchestration support I? Help ’Q‘ B

it oo >

ﬁ” Discover

| Recovery Groups(0) I Application Recovery (0)
0‘ Monitor

Manage Application Recovery on AWS ¥

Drills Virtual Application Recovery &

Reports VM Protection with Zerto &

Oracle Recovery with Dataguard on
AWS

MSExchange DAG Low Touch
Wizard
Discover Recovery Group ¥

Discover Application Group ¥

Figure 4 Discover tab options

e Inside the Discover tab, select Sites.

13| Page

\Orchestrating a brighter world N ‘




& C @ Notsecure | 10.0.7.13.

IEM Resiliency Orchestration

ﬁ@ﬁ Discover >

Discover » Sites

l Application Recovery (0)

Monitor Subsystems.

Manage Replication Appliance
Drills Credentials Action

Reports Site Controller

e ——
Converged

Management Service

MSExchange

ADC Profile oo

Vcenter Resource Mapping

Figure 5 Selecting Sites

e Click on Sites tab and you will get following screen, wherein default site is SCC_Site (In this
document, SCC_Site is Production site.)

Sess Soboysiems  Replcofion dpplimce  Credestils  Se Controller  Management Senice  ADC Profile  Voester Mapping  {nefig Mositoring Posile  Crosps Gomestvests ()8 ()0 Lsersmeon
{1 Sites List
Create Mew Sk
SITE WAME ADDRESE SITE INCRAREE SITESTENSS
< i W B

Byt T Cormation 20, 20 i ihs Rl

Figure 6 Default site

e Click on Create New Site

< C @ Notsecure | 10.0.7.1; fr  Incognito @) 3

IBM Resiliency Orchestration MONITOR MANAGE DRILL REPORTS

Sites  Subsystems Replication Appliance ~ Credentials  Site Controller jice  ADC Profile pping  Config Monitoring Profile  Groups Current Fvents: ()0 {0 Usersupport
e .

[0 Sites List

Create Hew Site

SITE NAME ADDRESS. SITE INCHARGE SITESTATUS

SCC site drmadmin 1A @ &

©Copyright [8M Corporation 2003, 2018, Al Rights Resend,

Figure 7 New Site

e Input Site Name and Site Address of DR Site & click Save
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IBM Resiliency Orchestration MONITOR MANAGE DRILL REPORTS

Sites  Subsystems Replication Appl

Credentials ADCProfile  Veenier Mapping _ Config Monitoring Profie  Groups
) )
itiCreate Site

Curent Events: @#0 (D0 User:support

View Sites
Create New Site
Site Name.

Sites
Secondary-RO | sce sie dmadmn
site Type OnPremise -]
Sitein-charge support El
india

Site Address

Figure 8 Creating DR Site

After creating DR site, you will see the screen below.

<« G @ Notsecure | 10.07.133:

IBM Resiliency Orchestration |

’ Incognito &3
MONITOR MANAGE DRILL REPORTS

Create New Site
SITE MAME

ADDRESS

SITE INCHARGE siTE sTATUS

SCC site drmadmin A &R

Secondary-RO India support NjA =
i 2003, 2018,

Figure 9 Sites List
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8 Create Component Subsystem

The below steps show how to create a Component Subsystem.
Component for Primary server has already been created. (AgentNode)
You need to create component for Secondary server.

1. Click Discover and Mouse over Discover

<« (<]

IBM Resiliency Orchestration support ):P Help E=2 [E3

4 omeoer >

3% Discover

Groups(0) l Application Recovery (0) |
Monitor
Manage Replication Appliance Application Recovery on AWS 3
Drills Credentials Action Virtual Appiication Recovery ¥

Reports Site Controller

VM Protection with Zerlo b4

Converged Oracle Recovery with Dalaguard on
>

Management Service

MSExchange DAG Low Touch

ADC Profile Wizard

Veenter Resource Mapping

Configuration Monitoring Profile Discover Recovery Group >

Figure 10 Subsystem option

2. Select Subsystems

& C @ Notsecure | 10.0.7.133

IBM Resiliency Orchestration MONITOR MANAGE DRILL REPORTS

Sites  Subsystems Replication Appliance Credentials ~Site Controller Management Service ADC Profile  Vcenter Mapping  Config Monitoring Profile ~ Groups

103 Subsystems

Refresh  Create new | - Subsystem- v [Go | Subsystems
Subsystems
COMPONENT COUNT
[ components |[Datasets | Protection Schemes | Network | Components:
HAME 19 ADDRESS e sme ramus [ ALL 0 crepenTIAL STATUS e a— Datasets: o
— Protection Scheme: 0 |
Agenthode 10.0.7.133 Linux SCC_Site ACTIVE NA NA E ﬁ
Networks of

Figure 11 Selecting the Subsystem

3. Select Create new drop down & select required components Linux

<« C ® Notsecure | 10.0.7.133 fr  Incognitc @ i

IBM Resiliency Orchestration MONITOR MANAGE DRILL REPORTS

Sites  Subsystems  Replication Appliance  Credentials  Site Controller Management Service ADC Profile  Vcenter Mapping  Config Monitoring Profile  Groups

@ Subsystems

~Subsystem-
Component Subsystem
X

Refresh  Create new Linux v [Go]
COMPONENT CoUNT

[ components |[Datasets | Protection Schemes | Network Sotens Companents: 1

Openviis ~ Protection Scheme: 0 |
NEtApDONTAP o]

HPUX
Windows

Aoentiiode 10073 Une sccste  ACTIVE A na
Hetuorks: of

CISCOS000R
Vs

Database Subsystem
D82

15 Exchange
Sybase -

Figure 12 Select required component
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4. Click Go

< c @ Not secure | 10.0.7.133:8080/PanacesGUl/pages/discovery_ss_listdo?token=5ITE-OCOA-IMC1-JTO5-8R6X-WTPG-3PP3-QQZR

IBM Resiliency Orchestration 1 v MONITOR MANAGE DRILL REPORTS

Sites  Subsystems  Replication Appliance  Credentials  Site Controller Management Service ADC Profile  Vcenter Mapping ~ Config Monitoring Profile  Groups

{{23 Subsystems

Refresh  Create new | Linux v
Subsystems
a || Datasets || Pratection Schemes || Network
NAME 1P ADDRESS TYPE SITE STATUS ALL v CREDENTIAL STATUS PASSWORD REFRESH
AgentNode 10.0.7.133 Lk SCC_Site ACTIVE NA NA =&

Figure 13 Select Subsystem

5. After clicking on Go tab, will get following screen:

< 2N G

IBM Resiliency Orchesiration MONITOR  MANAGE DRILL REPORTS

Ses  Subsystems  Replication Appliance Credentisls  Site Controfler  Mansgement Service  ADC Profile  Voenter Mapping  Config Monitoring Profile  Groups.

{3 Component Discovery

View Subsysiem st | “Subsystems

New Component Discovery CoMPONENT LIST

Trpe: Linux - Fom—.
1P Address: Ping | | Lookup by name
Hame:
Companent sete: sce_site
P p—
Credentiats:/d select a credential- ¥ Test Credentials
Auvign w Osgonimslion: Default ¥
Cold Capabe
Configuration Hoeitoring Alert Frofie Select

save

Figure 14 Component Discovery

6. New Component Discovery
o Input IP Address of secondary server

o Input Name
o Select Secondary Site as Component Site

o Select Add new credential
= Input root to User Name

* |nput the password of root to Password

17 |Page
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® Notseaure | 10071

MON|

Sites  Subsystems  Replication Appliance ~ Credentials ~Site Controller

E@ Component Discovery

Edit

omponent Discovery

Type:
1P Address:
Name:

Component Site:

=

Credentials:/&
User Name::

Authentication:
Password:

Port No(S5H):
Assign to Organization:
Cold Capable

Configuration Monitoring Alert Profile

ITOR  MANAGE

ADC Profile pping  Config g Profile  Groups

Linux

10.0.7.134 -
Linux_10.0.7.134 =

Secondary-RO ¥ *

Lookup by name

Server Managed Remotely

Test Credentials

* Edit Credentials

Add new credential ¥

Password  SSH - Vault
Fetch from vault --Select-- ¥

Default ¥

All selected M

Incognito. @)

View Subsystem List

Subsystems

COMPONENT LIST

Agenthiode
Linux 100.7.1..

CCopyigh BN Carporatin 200, 208, Al Righs Resned

Figure 15 Adding credentials for the component discovery

7. After Save the Component Discovery, you can see the subsystem for Primary & Secondary node.
Incognito @Y

& € @ Notsecure | 10.0.7.133:508

IBM Resiliency Orchestration MONITOR
Sites  Subsystems Replication Appliance  Credentials

@ Subsystems

Subsyst

[Compancats | Datasets | Protection schemes | [etwork |

MANAGE

‘site Controller

DRILL  REPORTS

ADC Profile pping  Config Monitering Profile  Groups

Refresh  Create new - Subsystem-

Subsystems

COMPONENT COUNT

Components: 2

nAME 1P ADDRESS Twee  sme
Agenttiode 10.0.7.133 Linw  SCC_Site
Linux 10.0.7.134 10.0.7.134 Linwc  Secondany-RO

18| Page

STaTUS ALL CREDENTIAL STATUS PASSWORD REFRESH

AcTIVE NA

L2

NA

ACTIVE NA

Figure 16 Subsystem ready

Datasets:

Protection Scheme

B B
EP EP

Netviorks:
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9 Create Recovery Group
1. Click Discover and Click Discover Recovery Group

IBM Resiliency Orchestration

248 Discover >

suppon L@ pep & @

O3} Application Groups(0) | Recovery Groups(0) T Application Recovery (0) ]
— =
Name Action

NO records to aisplay

Figure 17 Discover Recover Group

After clicking you will get following page:

IBM Resiliency Orchestration DISCOVER ~MONITOR = MANAGE  DRILL RERORTS

Application Recovery on AWS 3
Virtual Application Recovery ¥
VM Protection with Zerto %

Oracie Recovery with Dataguard on

MSExchange DAG Low Touch
Wizard

Discover Recovery Group >

Discover Application Group %

{0} Create Recovery Group

Group Details

TyrET v
~choose the DR Solution Signature - .
a5 | mntes v

5 | minutes v

o | minutes v

fo Jlma -+

This server is part of a Cluster.
Part of Flextod

Assign to Organization: Default .

Figure 18 Parameters for recovery group

2. Group Details

19|Page

@)

o

@)

Input Group Name

proerees il mrrrer]

Select VM Replication with OtherReplicator as Solution Signature

Input EXPRESSCLUSTER X as Other_Replicator
Check This server is part of a Cluster.
Click Next
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3 C A Not secure | 10.0.7.133:3080

{:} Create Recovery Group

Group Details

Groun Define Solution Group
Details i Details
Group Name: Test-Ecx
Description: ECX Group details
4
Group Priority: TYPET ¥
Solution Signature: VM Replication with OtherReplicator v

Other Replicator EXPRESSCLUSTER X

Configured App RPO: 15 Minutes ¥ -
Configured Data RPO: 15 Minutes ¥ -
Configured RTO: 50 Mi

Configured Data Lag Objective: 10 mMB v -

' This server is part of a Cluster.
Cluster timeout: 120 fsec -

Part of FlexPod
Assign to Organization: Default v

Next » Cancel

Figure 19 Create Recovery group
3. Define Group Relationship

o Server Component
= Select Primary server as PRIMARY COMPONENT
= Select Secondary server as Secondary COMPONENT

<« C @ Notsecure | 10.0.7.132:8080/PanacesGUI/pages/CreateFunctionalGroup.de?methodToCall=nextToGroupSubsystemsDetails

IBM Resiliency Orchestration DISCOVER MONITOR MANAGE DRILL REPORTS

{E} Create Recovery Group

Define Group Relationship

Group Define Solution Group
Details i Details i
—_—— —

) MNote:Primary and Remote Subsystems need to be configured together. Click on each component to configure group subsystems.

CConfiguration Pracess * Required
Step1: Server Component” » Step2: Application Datset » Stepd: Daiz Protsction®»  Stepd: Network Component

« Back | | Mext = Cancel

Figure 20 Defining Group Relationship

o Network Component
= Select PRIMARY COMPONENT

= Select Secondary COMPONENT
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incognito ()

@ Notsecure | 10.0.7.13
REPORTS

cy Orchestration DISCOVER MONITOR MANAGE DRILL

{@} Create Recovery Group
Define Group Relationship

Discover Network Component Sub-system.

Group Define Solution Group
Details. Relationship Details.
|
Select Components
@ Note:Primary an jure group subsystems.
onfiguration Process  PRIMARY COMPONENT REMOTE COMPONENT * Requir
Stept: Server Componer fwork Component
7 Agenthlode- Agentiode-
Servar Component Primary Primary lrver Companant *
@ Linux_10.0.7.134 =l Linwx_10.0.7.134 By @
= ié & Close Window oy ié
st @
Protection®
[=]=]
[=]=]
@
- 2003, 2035, 4

Figure 21 Selecting Primary and Secondary Component

o Configuration Details: Name

* License
= Select Recovery [Management, Monitoring]

= Click Save

C  ® Notsecure | 10.07.133:8080/F

IBM Resiliency Orchestration DISCOVER  MONITOR MANAGE DRILL REPORTS

{Eﬁ Recovery Group Configuration
Configuration Details : TestingECX

Group Define Solution Group
Details Relationship Details Configuration

|['stit1p || Business Processes | License |
for this group. Note: The groups has to be in MAINTENANCE/UNMANAGED to perform this. |

[ ontinuity... | Reo/o || prlls || Events |

I bl more of the
I Recovery [Management, Monitoring]

Test

©Copyrght B Corporation 2003, 201, Al Rights Resenved

Figure 22 Configuring Recovery Group
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4. Click Finish

< @ @ Notsecure | 10.0.7.133:3080/P Ul/ap c: ht RG Incognito €

IBM Resiliency Orchestration support 1? Help  ¥F

iH oscom >

03} Application Groups(0) | Recovery Groups(1) | Application Recovery (0)

TYPE | Application Recovery on AWS ¥

Name DR Sites Cyber DR Sites. Action Virtual Application Recovery ¥

Default (1)
= 'VM Protection with Zeo ¥
@ TestingECX Primary-RO- Kii
DR Impaired Secondary-RO
Oracle Recovery with Dataguard on
View Al s

MSExchange DAG Low Touch
Wizard

Discover Recovery Group ¥

Discover Application Group ¥

Figure 23 Completing configurations

5. Click tool icon (Change Continuity) in Action

& C @ Notsecure | 10.0.7.133:80 app/application/appListhtm#tab=RG Incognito @)

IBM Resiliency Orchestration support E’ Hep ¥ =

11 Do >

£ Application Groups(0) | Recovery Groups(1) | Application Recovery (0)
— . Application Recovery on AWS  »
Name. DR Sites Cyber DR Sites Action Virtual Application Recovery %
Default (1)
- VM Protection with Zeto &
@ TestingEGX. Primary-RO- Kii
DR Impaired Secondary-RO
Oracle Recovery with Dataguard on
View All o

MSExchange DAG Low Touch
Wizard

Figure 24 Setting Actions

6. Click Manage Group

& C @ Notsecure

IBM Resiliency Orchestration

ﬁgﬁ Discover > Clear All

TestingECX continuity operation

3 Application Groups(0) i
UNMANAGED Change Continuity State
— . Application Recovery on AWS ¥
Current Status : UNMANAGED
Name Virtual Application Recovery ¥
Default (1)
- VM Prolection with Zerio ¥
@ TestingECX Primary-RO- XN/
DR Impaired Secondary-RO
Oracle Recovery with Dataguard on
View Al AWS

Figure 25 Managing Group
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7. Click OK

< C @ Notsecure | 10.0.7.133 GUI/app/application/appList htm#tab=RG Incognito €

IBM Resiliency Orchestration 10.0.7.133:8080 says support l? Help ﬂ' E:' =

AN- -0271: Fail change o )
i!ﬁ Discover > PAN-SBCM-0271: Failed to change group execution mode for
TestingECX. PAN-SBCM-3517: At least one feature should be enabled

Clear All

for the group to be managed. Please contact IBM Resiliency
L Test  orehestration technical support
) Application Groups(0) [

U Ea

= . | S— Application Recovery on AWS ¥
Current Status : UNMANAGED

Name Virtual Application Recovery ¥

Default (1) ‘

Figure 26 Finishing the configuration
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10 Create Application Group

1. Click Discover & then Click on Discover Application Group

14 oeower >

0 Application Groups(0) | Recovery Groups(1) | Application Recovery (0)
— - Application Recovery on ANS ¥
Name DR Sites Cyber DR Sites Action Virtual Application Recovery
Default (1)
= VM Protection with Zerto
@ TestingECX Primary-RO- ¥,

DR Impaired Secondary-RO .
Oracle Recovery with Dataguard on

View All S

MSExchange DAG Low Touch
Wizard

Discover Recovery Group

Figure 27 Configuring Application Group
2. Organization Selection Click Next

<« C @ Notsecure | 10.0.7.133:8080/PanacesGUI/pages/CreateModifyAG.do?operation=CREATE_AG&menuval=Discovery&menusubval=Gro Y  Incognic €

IBM Resiliency Orchestration DISCOVER MONITOR MANAGE DRILL REPORTS

‘ {Q} Create Application Group ‘

Organization Selection

Assign to Organization: Default v

@ Comyight 1M Corperation 2003, 2018, Al Rights Reserved.

Figure 28 Creating new Application group

3. Application Group Details
o Input Application Group Name

o Select Recovery Groups and click Next

<« C A Notsecure | 10.0.7.133:8080/PanacesGU/pages/ApplicationGroup.do?methodToCall=nextToBasicDetails&menuval=Discovery&menusubval=Groups&operation=CRE.. ¥ Incognite @) £

IBM Resiliency Orchestration DISCOVER  MONITOR MANAGE DRILL REPORTS

Help

{Eﬂu Create Application Group ‘

Application Group Details

Application Group Name:
Description:
4
Application Group Priority TYPET v
Select Recovery Groups: TestingECK

§Copyright 1BM Corporation 2003, 2018. Al Rights Reserved.

Figure 29 Application Group Details
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4. Create Recovery Order - Name
o Drag and drop Recovery Group Name to Recovery Order

< C  © Notsecure | 10.07.133

IBM Resiliency Orchestration DISCOVER MOMITOR MANAGE DRILL REPORTS

42} Create Application Group

Create Recovery Order - ECX Groups -
~Show All- | 6o |
s st e a e same e

[5] TestingECX

JHove Funbieal Grougs I
H
H
1
1
H
1
1
1
H
i
i
H
1
i
1
1 Recovery Level | Recovery Order
Aopl cation st
£
P T B er— >
Order Groups in parailel SrtFalover Dependency from Here

Tr ot ofFaiue dipandznses € ke 2t dnun - e Selsstan o e g Spmasning 2t top el B 2 preup smzeseng memsdey shove wl o Siesoier ned and 2 an

«Back | | Next»  Camcel

2o M Comeranon 203 08 & g Rt

Figure 30 Setting recovery order

5. Application Group Details
Input Configured RTO and Configured RPO and Click Finish

= C A Notsecure | 10.0.7.133:8080/PanacesGUI/pages/A ationGroup.do?methodToCall=nextToObjectives&menuval=Discovery& menusubval =Groups&operation=CREA. * ‘rv:vg"i‘ﬂe 8

IBM Resiliency Orchestration DISCOVER MONITOR MANAGE DRILL REPORTS
Current Events: ()0 §) 0 Userisupport

{:} Create Application Group

Application Group Details

Configured RTO: 5 | minutes v -
Configured RPO; 5 | mMinutes v -
RPO Impact:[?] ] TestingECX

©CopymghtIBM Corporaten 2003, 2018. Al Rghts Resened.

Figure 31 Configuring RPO and RTO for the application

6. Click tool icon (Change Continuity) in Action

3 Incogrito. (@)
1BM Resliliency Orche: suppot L@ pep B B IE

40 e >

0O} Application Groups(1) Recovery Groups(1) I Application Recovery (0)

- - Application Recovery on AWS %
Name LAction Virlual Application Recovery %
Ecx X
S i o i

Oracle Recovery with Dataguard on
w Al >

MSExchange DAG Low Touch
Wizard

Discover Recovery Group %

Figure 32 Setting Actions
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7. Click Manage Group and Click OK

&« C @ Notsecure | 10.0.7.133:8080/P app/a ation/appList.ht P Incognito &

IBM Resiliency Orchestration 10.0.7.133:8080 says support £ pep ¥ 3

$4f Discover > Group Mode Change OperationManage Groupsuccessfully performed
on groupECX

O ecx
) Application Groups(1) “

UNMANAGED

Clear All

Application Recovery on AWS ¥

Current Status : UNMANAGED ‘

Xo~

Virtual Application Recovery

VM Prolection with Zerio ¥

0 Recovery group is under maintenance.

DR Impaired Oracle Recovery with Dataguard on
View All AWS

MSExchange DAG Low Touch
‘Wizard

Discover Recovery Group &

Discover Application Group

Figure 33 Finishing the recovery settings
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11 Edit BCO Workflow of Recovery Group

The below steps is how to show a list of BCO Workflows.

1. Click Manage

support

Recovery Groups(1) I Application Recovery (0)

Application Recovery on AWS 3

Action Vinual Application Recovery  »

x®
VM Protection with Zerto >

Oracle Recovery with Dataguard on
>

MSExchange DAG Low Touch
wizara

Figure 34 Creating Workflow of Recovery Group

2. Click a group name that you want to edit

& C @ Notsecure | 10.0.7.133: PanacesGUI/app/overview?context=manage&tab=rec-g fr  Incognito &

IEM Resiliency Orchestration support l? Hep & 3

Q sSites

3 Application Groups Recovery Groups @ Executing Workflows

Group Health

JABE.L X
Recovery Groups RPO RTO Pending Data Validation Config Exposures
Default (1/1)
i N/A N/A Jj
© ;;s‘tmg.ECdX . 23 No Validation task executed Critical 0
mpaire: Unknown Non o
Critical

view All

Figure 35 Editing Group name

After clic
< c @ Neo
IBM Resiliency Orchestration support ﬂ’ Help E=] = IB

Manage >

roup name, you will get below screen

kon G

10. 3

@ TestingECX (vM Replication with EXPRESSCLUSTER X, DR Impaired)

RTO RPO Pending Data Events Validation Config Exposures.
NrA WA Data Lag N/A Critical 0 No Validation task executed | Critical
Last Unknown Serious 0 Non Critical 0
Updated Last Scan
Relationship
Primary-RO Secondary-RO
(Primary) ] (Remote)

Figure 36 Settings actions for workflows
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4. Click View all workflows
Need to edit BCO Workflows by clicking a pen icon and publish the workflow.
A workflow consists of some actions.
You can edit an action by double-clicking the action icon

= c

I8M Resiliency Orchestration

BCO Workflows BP Workflows
Version Status Execution Status Dry Run Status
NermalFullCopy DRAFT NOT EXECUTED NOT EXECUTED o7
NormaiCopy ORAFT NOT EXECUTED NOT EXECUTED o
Failover ORAFT NOT EXECUTED NOT DXECUTED o’
Fallback DRAFT NOT EXECUTED NOT EXECUTED o7
FallbackResyne ORAFT NOT EXECUTED NOT EXECUTED o
ReverseNormalCopy ORAFT NOT EXECUTED NOT EXECUTED o7

Figure 37 Defining Workflows

» NormarlFullCopy
It is needless to edit a workflow because ECX copies data on a mirror disk constantly.

Only publishing is needed.

o Click Next

<« C @ Notsecure | 10.0.7.133 3 ¥ k € i fit - Incognito €

IBM Resiliency Orchestration E IBM

Manage > [ | vestingecx

TestingEC NormalFullCopy

Edit Workflow Publish Workflow
ECX Group deta
Add > Qo B oW € Highlight Category - Q @ F ¥ BB
e 3 e
s & mn | Custom action ... ro | Custom action ... o | Custom action ...
30 [ workdow E——J" B portow G—J" B | oridiow
-
Version : 0 Key Value pairs Save Now Export Next

Figure 38 Normal Full Copy Workflow
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o Click Publish Workflow

= C @ Notsecure | 10.0.7.133 ¥ Incognito &3

IBM Resiliency Orchestration

Manage > |[5) | TestingECX

TestingECX NormalFullCopy
BCO

Bl e Edit Workflow Publish Workflow
Key-Value List
Key
value
Select approvers for execution
() drmadmin
Enable Single Step

Figure 39 Publish Normal Full Copy workflow

> Failover

Here need to define a complete workflow of Failover between Primary & Secondary site, as you
will calculate the RTO for this functionality through to ECX.

o Input Name and Description

Custom

Custom @ View Help

Action Properties
Name

Failover|

Description(max:255 char’s)

Execution Mode Adto

Inform Upon Inform on failure

Skip this action

Sync Name

Retry on failure

Is Retryable

Abort upon

Figure 40 Name and Description

Select a Primary server as Server/Machine Name

Select Script as Type of Custom Action

Check Enable Sudo

Input root as Sudo Username

Input the path of movegrp.sh as Command/Script to be executed with absolute path

O O O O O
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Custom

Custom © View Help

Ron-bi tin Action Properties

Server/Machine Name AgeniNode
Type Of Custom Action Command (®)Script
1BM Resiliency Orchestration
Integration e Script

¥ Enable Sudo

Sudo Usemame (Target

Username)

root

Command/Script to be executed

ro_testmovegrp.sh | View Script
with absolute path - 8 s

Log file path for custom script

Server Where the Command/Script

AgentNode
should be located -

Timeout (Sec) 180

Enable Dry Run

Figure 41 Defining scripts

o Delete 2nd and 3rd action by clicking trash can icon

o After following the above steps, you will get below screen

IEM Resiliency Orchestration support }:’ Hep 3 B

Edit Workflow Publish Workflow

Failover

Add > [ RS € Highiight Category - Q @ & ¥ 28

Version:2  Key Value pairs SaveNow  Export  Next

Figure 42 Failover workflow of recovery group
o Click Next
o Click Publish Workflow

> Fallback

Input Name and Description

Select a Secondary server as Server/Machine Name

Select Script as Type of Custom Action

No need to check Enable Sudo

Input the path of movegrp.sh as Command/Script to be executed with absolute path

o O O O O

Delete 2nd and 3rd action by clicking trash can icon

O

o After following the above steps, you will get below screen
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IBM Resiliency Orchestration sppot @ Hen B 3

#  Manage >

Test_ECX Fallback

Edit Workflow Publish Workflow
Add > [ RS €3 Highiight Category - Q @ x ¥ B8
)
s €& e Failback
w Workflow
0
Version:1  Key Value pairs SaveNow  Export  Next

Figure 43 Fallback workflow of recovery group
o Click Next
o Click Publish Workflow

» FallbackResync
It is needless to edit a workflow because ECX copies data on a mirror disk constantly.

Only publishing is needed.

o Click Next
o Click Publish Workflow
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12 Edit BP Workflow of Recovery Group

The below steps is how to show a BP Workflows.
Mandatory workflow is only ReplicationinfoWorkflow.

ReplicationinfoWorkflow is executed to get mirror disk information from ECX.
In this workflow, ECX_Replnfo.tcl is executed.
ECX_Replnfo.tcl calculates RPO and Pending Data of mirror disk, and sends these information to RO.

> ReplicationinfoWorkflow

o Input Name and Description

@ View Help

Name ECX_Repinfo]

Description(max:255 char's) s i Cisboatt action

Execution Mode o

Inform Upon Inform on failure

Skip this action

Sync Name

Retry on failure

Is Retryable

Abort upon

Figure 44 Name and Description

Select AgentNode as Server/Machine Name

o Select IBM Resiliency Orchestration Integration Tcl Script as Type of Custom Action
Input the path of ECX_ReplInfo.tcl as Command/Script to be executed with absolute
path
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Server/Machine Name

Type Of Custom Action

Command/Script to be executed
with absolute path

Log file path for custom script

Server Where the CommandScript
should be located

Timeout (Sec)

@ View Help

AgentNode
Command () Seript

1BM Resiliency Orchestration
Integration Tel Script

Enable Sudo

SX/ECX_Repinfp.tcl | View Script

AgentNode

180

Enable Dry Run

Figure 45 Defining scripts

Click Publish Workflow
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13 Execute BCO Workflows of Recovery Group

After executing 4 BCO workflows that you created in the previous steps, the RTO is displayed on RO
dashboard.

Please note that ECX failover group moves if you execute Failover/Fallback workflow.
The below step shows how to execute BCO workflows.

1. Click Manage

& C  ® Notsecure | 10.0.7. P GUI/app/overview?context=undefined&ttab=rec-grp T Iw:ognitoe H

IBM Resiliency Orchestration support E’ Hep (3

0! Application Groups Recovery Groups @ Executing Workflows

Group Health

Recovery Groups Pending Data Validation Config Exposures

Default (1/1)

TestingECX f NIA it
. o 2 : No Validation task executed Critcal 0
mpaires Unknown Non 0

Critical

View All

Figure 46 Group Health

2. Click a group name
3. Click Execute in Continuity Workflows

& C @ Notsecure | 10.0.7.133:8080

IBM Resiliency Orchestration support E’

manace > [ | emocc

Continuity Workflows View all workflows
‘Workflow Name Version Status Execution Status Dry Run Status

» Failover PUBLISHED EXECUTING NOT EXECUTED 213 steps PoY

Related Application Group

Name Recovery Groups

ECX TestingECX

Figure 47 Workflow execution
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4. Click On Workflow name (Failover) & see the RTO (Time taken)

IBM Resiliency Orchestration

ation with EXPRESSCLUSTER X, DR Impaired)

RPO Pending Data Events Validation Config Exposures
@ 00:00:18 0% ® 00:00:00 0% Data Lag oMB Critical 0 No Validation task executed Critical 0
@ 01:0000 LastUpdated ~ 3minutes ago  Serious. 0 Non Critical 0
Last Scan :
RTO Summary

Curent RTO - 00:00:16  Recovery Time - 05 Aug, 2019 13:10:16  Deviation-0%  Configured RTO - 01:00:00

RTO Breakup(sec)

RTO Steps

Figure 48 RTO on group page

5. You can see the failover on ECX end which is executed by IBM RO.

- X
a & nitp://10.0.7.134 - & Search.. oL~
2 Cluster Manager & Cluster Manager & Cluster Manager [ 1BM Resiliency Orchestration s .. _|
File Edit View Favorites Tools Help
File View Senice Tool Help
@ Operation Mode |" ‘p ” j” (3 H " @‘
Il RO-Cluster : Group Name: failover Details
'3 Servers
o 1§ RO1 Properties Value
RO2 Comment
[3 Groups Status Online
7 & failover Started Server RO1
FIP Resource Status
X WD FIP [Cnline:
o @ Monitors [wD [Online
Type Received Time Time ¥ Server Name Module Name Event ID Message
019 08:47.7 019 08:47.29 RO o 1 Moving group failover has completed [
0191 08:47.7 0191 08:47.29 RO rc 1 |Activating group failover has completed i
01941 08:43.7 01941 08:42.57! RO m Monitoring fipw1 has started. r
0194 08:41.6! 0194 08:40.82 RO c 0 Activating group failover has started
2019/06/20 11:08:40.834 2019/06/20 11:08:40.812 RO2 \rc 21 Stopping group failover has completed.
019/ 0 7 019/ 0 RO; rm 2 Monitoring fipw1 has stopped
01941 08:32.67: 01941 0 RO: i lgu Stopping group failover has started.
01941 0 7 01941 0 RO rc 50 Moving group failover has started
0191 0 2 0191 0 RO: apisv 37 [There was a request to move all groups from the clpgrp command(IP=_ff7.10.0.7.134).
2019/06/20 11.07.23.421 2019/06/20 11.07.23.397 RO2 c 51 Moving group failover has completed
019 07:23.40 019 07 RO. o 1 Activating group failover has completed
0191 07:18.66! 0191 07:18. RO m Wanitoring fipw1 has started.
01941 07:16.66: 01941 07 RO: rrT 0 Activating group failover has started
0191 07.17.55 0191 o7 RO [rc 1 Stopping group failover has completed
2019/06i20 11.07.17.555 2019/06i20 11.07.15.556 RO1 m 2 |Monitoring fipw 1 has stopped.
019 07:09. 019 07 RO o lgl Stopping group failover has started
0191 07:08. 0191 07:08. RO rc 50 Woving group failover has started
01941 07:09. 01941 07 RO apisv 37 IThere was a request to move all groups from the clpgrp command(IP=fff:10.0.7.133).
0191 02.55. 0191 RO i 51 WMoving group failover has completed
2019/06/20 11:02:55.243 2019/06/20 11:02:54.186 RO1 c 11 \Activating group failover has completed il

Figure 49 EXPRESSCLUSTER X Cluster Manager
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14 Execute BP Workflow of Recovery Group

ReplicationinfoWorkflow is executed every 10 minutes automatically to calculate RPO.

After executing the workflow, the RPO and Pending Data is displayed on RO dashboard. Group page is
updated every 10 minutes.

1BM Resiliency Orchestration wpport £ Hep W (B 1D

® Test_ECX (VM Replication with EXPRESSCLUSTER X, DR Impaired)

Pending Data Events Validation Config Exposures

Data Lag oMB Critical 0 No Validation task executed Critical a

® 00:00:16 0% @ 00:00:00
@ 01:00:00 LastUpdated 4 minutes ago  Serious. 0 Non Critical 0

Last Scan :

Summary

Current Data RPO : 00:00:00

Configured Data RPO : 00:15:00

Relationship

SCC_Site test_cent_dr
(Primary} (Remote)

AgentNode

Linux
132.168.137.40

192.168.137.75

Figure 50 RPO on group page

IBM Resiliency Orchestration wpport £® hep & @

#  Manage >

@ Test_ECX (VM Replication with EXPRESSCLUSTER X, DR Impaired)

RTO RPO Pending Data Events Validation Config Exposures

® 00:00:16 @ 00:00:00 0% Data Lag oMB Critical 0 No Validation task executed Critical 0
@& 01:00:00 LastUpdated 4 minues age | Serious 0 Non Critical 0

Last Scan :

Start Replication Refresh Details

Replication Info:

Mirror disks on both servers are working fine.

Relationship

SCC_Site test_cent_dr
(Primary) (Remote)

I Linux_192.168.137.75 I

Figure 51 Pending Data on group page
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15 Edit BCO Workflows of Application Group

Failover and Fallback workflow must be edited.
1. Click Application Groups in Manage page

2. Click a group name that you want to edit
3. Click View all workflows

> Failover

o Click Add

IBM Resiliency Orchestration support ﬁ’ Help

ECX Failover Edit Workflow Publish Workflow
EC. B
Add 3 O R T € Highlight Category - Q @ Al % m
(= (S (-}
S & & |Cusiom action .. &0 |Custom action .. - Custom
B ordow J B oo G_jw B oo
®
Version:0  Key Value pairs SaveNow  Export  Next

Figure 52 Defining scripts

o Select VM Replication with OtherReplicator in Select Solution Signature

IBM Resiliency Orchestration support ﬂ’ Hep &

£ Manage >

ECX Failover

ECX

Edit Workflow Publish Workflow

Add < [ RSN € Highight Category - e @ X ¥ &

Actions Action Groups Workflows

| select Solution Signature ~
SnapMirror —¢€ € e

= Jon ... /0 | Custom action .. e Gustom

VM Replcation with . B oo A U orton

OtherReplicator ~ °

M Replication with
ZertoVirtualReplcation

VMwareVMs to AWS
zLPAR Protection With CSM I
ZzLPAR Protection with IBM

Version:0  Key Value pairs SaveNow  Export  Next

Figure 53 Defining scripts
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o Click recovery group name

IEM Resiliency Orchestration spot (@ Hep & 3
Manage 5
ECX LS Edit Workflow Publish Workflow
Add < O B T € Highiight Category - Q @ & ¥ B

Actions Action Groups Workflows

| wM Replication with OtherRepli... ¥ |

test > - - o

g Custom acton.. - Custom

L S0
ow é_/] Worflow e——/] Worflow

Test_ECX

Version:0  Key Value pairs saveNow  Export  Next

Figure 54 Defining scripts

o Click Failover

IEM Resiliency Orchestration spot (@ Hep & 3
Manage 5
ECX AL Edit Workflow Publish Workflow
Add < 0N T € Highiight Categery - e @ & ¥ 3B

Actions Action Groups Workflows

VM Replication with OtherRepli... ¥

ullCopy
— e ]
NormalC 3 +  ton.. Custom action ... i Custom

o 5
opy ow B ordiow e——/] B odon
E °
Falover 1 4

Version:0  Key Value pairs saveNow  Export  Next

Figure 55 Defining scripts

o Click Next
o Click Publish Workflow
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> Fallback

o Click Add

o Select VM Replication with OtherReplicator in Select Solution Signature
o Click recovery group name

o Click Fallback

o Click Next

o Click Publish Workflow
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16 Execute BCO Workflows of Application Group

After executing Failover and Fallback workflow, you can see RTO on group page.

Please note that ECX failover group moves if you execute Failover/Fallback workflow.

IEM Resiliency Orchestration

RTO Events

Critical 0

00:00:13 0%
© s Serious 0

& 00:15:00

RTO Summary (8 seconds ago)
Current RTO -00:00:13 Recovery Time -06 Aug. 2019 09:50:13 Deviation - 0% Cenfigured RTO - 00:15:00

RTO Steps

Figure 56 RTO on group page
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17 Edit Drill Workflows of Application Group

In this section, we will create Drill workflows of application group.
After executing Drill workflow, Drill report is generated automatically.

The below steps is how to show a list of Drill Workflows.

1. Click Drill

€ C @ Notsecure | 10.0.7.133:3080/P pp/drilllsting/inde % Incognio @

IBM Resiliency Orchestration support ﬁ, Hp ¥ 3

Executing Scheduled Summary
For immediate 7 days

Application Groups ¥ Al

Group Name Published Executing Last Executed Next Scheduled

ECX 1 0 Switchover
DR Impaired 20 Jun, 2018 13:29:57

Figure 57 Executing drills

2. Click Summary
3. Click a group name that you want to edit

&«

IBM Resiliency Orchestration Q E:.

G ® Notseaure | 10.07:133:8080/PanacesGUI/app/workflowListing/groupWorkflow/2?token=5HOA-MXHA-4HQH-OLB2-AZWS-UGA2-NKWH-ZS4H#drilI=true fr  Incognito @ i

Drill Listing
@ Workflow Calendar
Version Status Execution Status Dry Run Status
PUBLISHED SUCCESS NOT EXECUTED 3
Switchover o’ 0 Workflows
B Template (%3]
DRAFT NOT EXECUTED NOT EXECUTED 7 0 Workflows
Switchback 0 Lo 2y
B Tempiate
DRAFT NOT EXECUTED NOT EXECUTED y Workflow Published by you +
FailoverTestExercise 0 Lo 2y
DRAFT NOT EXECUTED NOT EXECUTED 3
IntegrityCheck 0 o’
B Template
DRAFT NOT EXECUTED NOT EXECUTED Vs
BackupHealthCheck ersion: 0 ho X
B Template

Figure 58 Defining drill for Application group
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For example, we will edit Switchover to output the below reports.

Status of primary server
Status of secondary server
Time taken to move ECX failover group (RTO)

RPO

Y V V VY V

Pending Data of mirror disk

1. 1%t action: Output status of primary server
o Input Name and Description
Select a Primary server as Server/Machine Name
Select Script as Type of Custom Action
Check Enable Sudo
Input root as Sudo Username
o Input the path of checkstatus.sh as Command/Script to be executed with absolute path
2. 2" action: Output status of secondary server
o Input Name and Description
o Select a Secondary server as Server/Machine Name
o Select Script as Type of Custom Action
o Input the path of checkstatus.sh as Command/Script to be executed with absolute path

O O O O

3. 3" action: Move ECX failover group from primary server to secondary server
o Input Name and Description
Select a Primary server as Server/Machine Name
Select Script as Type of Custom Action
Check Enable Sudo
Input root as Sudo Username
o Input the path of movegrp.sh as Command/Script to be executed with absolute path

4. 4% action: Output RPO and Pending Data
o Input Name and Description
Select AgentNode as Server/Machine Name
Select IBM Resiliency Orchestration Integration Tcl Script as Type of Custom Action
Check Enable Sudo
Input root as Sudo Username
Input the path of getrpo.tcl as Command/Script to be executed with absolute path

o O O O

O O O O O
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After editing action, you will get the below screen.

IBM Resiliency Orchestration sppot @ Hen & =

FCX SKEchovey Edit Workflow Publish Workflow
Add S [ RS ] € Highignt Category - Q @ X ¥ 38

)
e e e \
S & e | Primary check vy |Secondary check v - Fallover (" |GetRPOanaP...||
B orou e_/ﬂ B ™ worctow e——j B vonton c——j\ B workson .‘I
| —

Version:0  Key Value pairs SaveNow  Export  Next

Figure 59 Swichover workflow

Click Next and Publish Workflow.
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18 Execute Drill Workflows of Application Group

Click Drill
Click Summary

Click a group name

P wNPR

Click Execute

< C @ Notsecure | 10.0.7.133:50

IBM Resiliency Orchestration

Drill Listing Are you sure?
@ Workflow Calendar
Version Status Execution Status Dry Run Status % Cancel
ISHED ESS NOT EXECUTED 3 e
Switchover B B Povd 0 Workflows
B Template @L% o
NOT EXECUTED NOT EXECUTED Va 0 Workflows
Switchback Lo X
B Template
DRAFT NOT EXECUTED NOT EXECUTED ya Workflow Published by you +
Failover TestExercise Version: 0 Lo
NOT EXECUTED NOT EXECUTED "
IntegrityCheck o
B Template
DRAFT NOT EXECUTED NOT EXECUTED ,‘
BackupHealthCheck Version: 0 Lob
B Template

Figure 60 Execute drill workflow for application group

Drill workflow will be stopped if you execute the workflow while any servers or ECX cluster are not
running.
You need to restart workflow manually if workflow is stopping.

1. Click AWAITING INPUT

IBM Resiliency Orchestration

¥ Drils 5 o | ecx

Drill Listing

® Workflow Calendar

Version Status Execution Status Dry Run Status

PUBUSHED AWAITING INPUT NOT EXECUTED @steps PoY 0 Workflows

1 Workflows

NOT EXECUTED NOT EXECUTED

Workflow Published by you

DRAFT NOT EXECUTED NOT EXECUTED

FailoverTestExercise

DRAFT NOT EXECUTED NOT EXECUTED

IntegrityCheck

DRAFT NOT EXECUTED NOT EXECUTED

BackupHealthCheck
v

Figure 61 Execute awaiting dril workflow
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Click Awaiting Input

IBM Resiliency Orchestration support

¥

ECX Switch ; AWAITING INPUT (1)
} e T p—

rslor @ start Tim: Q1

@, | @ showCanvas

Action Time Initiated Time Elapsed Status
» B Primary check 06 Aug, 2019 16:05:51 1s EXECUTED
U Secondary check 06 Aug, 2019 16:06:52 1mdis
B Faiover @ NOT EXECUTED )

¥ Get RPO and Pending Data @ NOT EXECUTED( )

Figure 62 Execute awaiting action

Click Continue as Success

sppot [0 wep B B

/ Switchover

IBM Resiliency Orchestration

AWAITING INPUT (1)

Eox Subctos / 4 Executed, 0 Failed, 2 Not Executed
(0]
Q@  showCanvas
Action Time Initiated Time Elapsed Status
» B Primary check 06 Aug, 2019 16:05:51 1s

B Ssecondary check 06 Aug, 2019 16:05:52 1m 41s

Action execution failed. Inform on action completion is configured. Workflow requires User Input

Erfor Message
PPAN-COSA-1010: Execution of script failed. Script name: /root/ro_| h. More Info: No such file or directory or could not read the file

Detailed Message
lopt/panaces2: No such file or directory or could not read the file

Figure 63 Continue as Success
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19 Confirm Drill Report

We can see Drill reports in Drill page.

IEM Resiliency Orchestration DISCOVER ~MONITOR  MANAGE  DRILL

[=Z Reports

dvanced Reports|

|

Reports Across All Groups

= Date Range:
DR Drill Test Report K| From: 18 o &

lviewy] DLegens

Compliance Reports

‘Select Report: Date Range:
BCP Test Report = From: B B
Select Groups:
(Hold Ctrl key to select muitiple)

-All My G roups-

test

Test_ECX

View

Snapshot Manager Report
e snequency [E— starus scmon
Summary Not Contgures ot Conigured Dsabied Edit Schedule st emaitrecipients
Detai Not Cortigures ok Conigurcd Csatied Edit Schedule it emait-recipients

Figure 64 Sample report

The Drill report in next page is generated after executing the workflow in section 18
Time Elapsed of Failover action represents RTO.
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Group Mame ECX

Workflow Mame Switchover

Status SUCCESS

Start Time Aug 7, 2019, 11:43 AM
End Time Aug 7, 2019, 11:44 AM
Time Elapsed 00:00:24

Approver Details
Rejected Details

Success Failed Mot Executed
4 0 ]
Mame Status Time Initiated Time Elapsed Status Details
Primary check |EXECUTED 2019-08-07 00:00:01 Executed the script/fcommand wsing sudo: froot!
11:43:53.0 re_testicheckstatus.sh
Additional Details: Exit Code =D
Oufput = ========================
CLUSTER STATUS
Cluster : cluster
cluster ..._..... - Start
<gerver=
*rosenver ... : Onling
lankhib1 - Mormal Kemel Mode
LAM Heartbeat
Ivmhost .......... Online
lankhib1 - Kernel Mode LAN
Heartbeat
<group=
failover ._...... Online
current . roserver
fip1 : Online
md1 : Online
md2 : Online
<monitor=
fipw1 : Online
midnw : Online
mdnw2 : Online
midw 1 : Onling
mdw2 : Onling
useny - Online
Cn component AgentMode (192 168.137.40)
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Name Status Time Initiated Time Elapsed Status Details
Secondary EXECUTED 2019-08-07 00:00:01 Executed the script/command using sudo: froot/
check 11:43:54 0 ro_testicheckstatus sh
Additional Details: Exit Code =0
Oulput = ========================
CLUSTER STATUS
Cluster : cluster
cluster ..__...... Start
<gervers
roserver ......... Online
lankhib1 - Kernel Mode LAM
Heartbeat
*lvmhost .......... Online
lankhib1 - Mormal Kemel Mode
LAM Heartbeat
<group=
failover .__.....0 -
current I roserver
fip1 i-
md1 -
md2 L.
=monitor=
fipw1 : Offline
midnw 1 : Online
mdnw2 : Online
midw : Onlineg
mdw2 : Onlineg
userw : Onling
On component Linux_192.168.137.75
(192.168.137.75) Provided Reason: test
Failover EXECUTED 2019-08-07 00:00:19 Executed the script/command using sudo: froot/
11:43:550 ro_testfmoveagrp.sh
Additional Details: Exit Code =0
Output = Command succeeded.
On component AgentMode (192.168.137.40)
Provided Reason: test
Get RPO and |EXECUTED 2019-08-07 00:00:03 Status : Mirmor disks on both servers are working
Pending Data 11:44:140 fine.
RPO :Dh:0Om:0s
DatalLag: 0D MB
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