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Preface

Preface
Who Should Use This Guide

The HA Cluster Configuration Guide for Microsoft Azure (Windows) is intended for administrators who
want to build a cluster system, and for system engineers and maintenance personnel who provide user
support.

The software and setup examples introduced in this guide are for reference only, and the software is
not guaranteed to run.

Scope of application

This guide covers the following product versions.

. EXPRESSCLUSTER X 4.1 for Windows (Internal version: 12.10)
*  Windows Server 2016 Datacenter

. Microsoft Azure portal: Environment as of January 16, 2019

* AzureCLI 2.0

If the product versions that you use differ from the above, some display and configuration contents
may differ from those described in this guide.

The display and configuration contents may also change in the future. Therefore, for the latest
information, see the website or manual of each product and service.

How This Guide is Organized

Chapter 1 Overview: Describes the functional overview.

Chapter 2 Operating Environments: Describes the tested operating environment of this
function.

Chapter 3 Cluster Creation Procedure: Describes the procedure to create an HA cluster
using Azure DNS.

Chapter 4 Cluster Creation Procedure: Describes the procedure to create an HA cluster
using an public load balancer.

Chapter 5 Cluster Creation Procedure: Describes the procedure to create an HA cluster
using an internal load balancer.

Chapter 6 Error Messages: Describes the error messages and solutions.

Chapter 7 Notes and Restrictions: Describes the notes and restrictions on creating and

operating a cluster.



EXPRESSCLUSTER X Documentation Set

The EXPRESSCLUSTER X manuals consist of the following six guides. The title and purpose of
each guide is described below:

Getting Started Guide
This guide is intended for all users. The guide covers topics such as product overview, system
requirements, and known problems.

Installation and Configuration Guide

This guide is intended for system engineers and administrators who want to build, operate, and
maintain a cluster system. Instructions for designing, installing, and configuring a cluster system with
EXPRESSCLUSTER are covered in this guide.

Reference Guide

This guide is intended for system administrators. The guide covers topics such as how to operate
EXPRESSCLUSTER, function of each module and troubleshooting. The guide is supplement to the
Installation and Configuration Guide.

Maintenance Guide

This guide is intended for administrators and for system administrators who want to build, operate, and
maintain EXPRESSCLUSTER-based cluster systems. The guide describes maintenance-related
topics for EXPRESSCLUSTER.

Hardware Feature Guide

This guide is intended for administrators and for system engineers who want to build
EXPRESSCLUSTER-based cluster systems. The guide describes features to work with specific
hardware, serving as a supplement to the Installation and Configuration Guide.

Legacy Feature Guide

This guide is intended for administrators and for system engineers who want to build
EXPRESSCLUSTER-based cluster systems. The guide describes EXPRESSCLUSTER X 4.0
WebManager, Builder, and EXPRESSCLUSTER Ver 8.0 compatible commands.

Vi



Preface

Conventions

In this guide, Note, Important, Related Information are used as follows:

Note: Used when the information given is important, but not related to the data loss and damage to

the system and machine.

Important: Used when the information given is necessary to avoid the data loss and damage to the
system and machine.

Related Information: Used to describe the location of the information given at the reference

destination.

The following conventions are used in this guide.

Convention Usage Example
Indicates graphical objects,
such as text boxes, list boxes, | Click Start.
Bold ; : .
menu  selections,  buttons, | Properties dialog box
labels, icons, etc.
Angled
bracket Indicates that the value
within  the | specified inside of the angled | clpstat -s[-h host name]
command bracket can be omitted.
line
Prompt to indicate that a
> Windows user has logged onas | > clpstat
root user.
Indicates path names,
Monospace commands, system  output
SP (message, prompt, etc.), | C:\Program Files
(Courier) . ) i
directory, file names, functions
and parameters.
Monospace | Indicates the value that a user I
Enter the following:
bold actually enters from a command
. - > clpcl -s -a
(Courier) line.
Indicates that users should
Monospace replace italicized part with
italic b P > ping <IP address>
. values that they are actually
(Courier) . ;
working with.

Vii



Contacting NEC

For the latest product information, visit our website below:

https://lwww.nec.com/en/global/prod/expresscluster/
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Overview

Chapter 1 Overview
1.1 Functional overview

This guide describes how to configure an HA cluster based on EXPRESSCLUSTER X (hereinafter
referred to as “EXPRESSCLUSTER”) using Azure Resource Manager on a Microsoft Azure cloud
service.

I
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Figure 1-1 HA Cluster on a Cloud Service (Using Azure DNS)

Operational availability can be increased by clustering virtual machines (VMs in Figure 1-1) using a

Microsoft Azure region and availability set in a Microsoft Azure environment.

. Microsoft Azure region
Physical and logical units called a Microsoft Azure region are provided.
It is possible to build all nodes in a single region (such as Japan East or Japan West). However, if
all nodes are built in a single region, there is a possibility for nodes to go down due to a network
failure or natural disaster, causing interruption to the flow of business. Distributing nodes into
multiple regions can improve the operational availability.

« Availability set
Microsoft Azure allows each node to be deployed in a logical group called an availability set.
Locating each node in an availability set minimizes the impact of planned maintenance or
unplanned maintenance due to a physical hardware failure of the Microsoft Azure platform. This
guide describes the configuration using an availability set.
For details about an availability set, see the following website:
Manage the availability of Windows virtual machines in Azure:
https://docs.microsoft.com/en-us/azure/virtual-machines/windows/manage-availability



1.2 Basic configuration

10

This guide assumes two types of HA clusters. One is an HA cluster using Azure DNS of the Resource
Manager deployment model. The other is an HA cluster using a load balancer of the Resource
Manager deployment model. (Both HA clusters are configured as a unidirectional standby cluster.)
The following table describes the EXPRESSCLUSTER resources to be selected depending on the

Microsoft Azure deployment model in use.

Purpose

EXPRESSCLUSTER resource to use

Accessing the cluster by using a DNS name
(Use Azure DNS recordset)

Azure DNS resource

Accessing the cluster by using a virtual IP
address(global IP address)
(Use public load balancer)

Azure probe port resource

Accessing the cluster by using a virtual (private) IP
address
(Use internal load balancer)

Azure probe port resource

Accessing the cluster by using a virtual (private) IP
address, with the clustered application configured as
Always On

(Use internal load balancer and configure Direct
Server Return, hereinafter called "DSR")

Azure probe port resource

Refer to the following when creating a DSR configuration.

https://jpn.nec.com/clusterpro/blog/20181031.html (Japanese only)




Overview

HA cluster using Azure DNS

In this configuration, two virtual machines are deployed the same resource group so that the cluster
can be accessed by using the same DNS name. The EXPRESSCLUSER Azure DNS resource uses
Azure DNS to enable access with a DNS name. For details about Azure DNS, see the following

website:
Azure DNS: https://azure.microsoft.com/en-us/services/dns/
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Figure 1-2 HA Cluster Using Azure DNS

These two virtual machines use the same availability set to minimize the impact of planned
maintenance or unplanned maintenance due to a physical hardware failure of the Microsoft Azure

platform.
The cluster in Figure 1-2 is accessed by using the DNS name of the Azure DNS zone.

EXPRESSCLUSTER manages record sets and DNS A records of the Azure DNS zone to find an IP
address according to the DNS name. A client need not be conscious about the switching of virtual
machines upon failover occurrence or group migration.

The following table describes the EXPRESSCLUSTER resources and monitor resources required
for a HA cluster configuration using Azure DNS.

11
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Resource or monitor resource

type Description Setting
Azure DNS resource Manages the record sets (A records) of
the Azure DNS zone to find an IP Required
address according to the DNS name.
Azure DNS monitor resource Monitors that the results of name
resolution are normal in relation to the Required

Azure DNS record set.

IP monitor resource

Monitors whether communication with
the Microsoft Azure Service
Management APl is possible, and also
monitors health of communication with
an external network.

When an public
load balancer is
used, required to
monitor
communication
between clusters
that are configured
with virtual
machines, and
also to monitor
health of
communication
with an internal
network.

Custom monitor resource

Monitors communication between
clusters that are configured with virtual
machines, and also monitors health of
communication with an internal network.

When anpublic
load balancer is
used, required to
monitor whether
communication
with the Microsoft
Azure Service
Management API
is possible, and
also to monitor
health of
communication
with an external
network.

Multi target monitor resource

Monitors the statuses of both the IP
monitor resource and custom monitor
resource. If the statuses of both monitor
resources are abnormal, a script in
which a process for network partition
resolution (NP resolution) is described is
executed.

When an public
load balancer is
used, required to
monitor health of
communication
between an
internal network
and external
network.

Other resources and monitor
resources

Depends on the configuration of
application, such as a mirror disk, that is
used in an HA cluster.

Optional




Overview

HA cluster using a load balancer
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Figure 1-3 HA Cluster Using an Public Load Balancer

A client application can connect a virtual machine on an availability set in a Microsoft Azure
environment to a cluster node by using a frontend IP address. By using a VIP (Virtual IP), a client
need not be conscious about the switching of virtual machines upon failover occurrence or group
migration.

A cluster built in a Microsoft Azure environment in Figure 1-3 is accessed by specifying a global IP
address of the Microsoft Azure Load Balancer (Load Balancer in Figure 1-3).

Active and standby nodes of a cluster are switched by using probes of Microsoft Azure Load
Balancer. To use Microsoft Azure Load Balancer probes, use a probe port provided by the
EXPRESSCLUSTER Azure probe port resource.

Activating the Azure probe port resource starts a probe port control process in standby for alive
monitoring (access to a probe port) from Microsoft Azure Load Balancer.

Deactivating the Azure probe port resource stops a probe port control process in standby for alive
monitoring (access to a probe port) from Microsoft Azure Load Balancer.

The Azure probe port resource also supports the Microsoft Azure internal load balancer (Internal

Load Balancing: ILB). For the internal load balancer, a Microsoft Azure private IP address is used
as a VIP.

13
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Figure 1-4 HA Cluster Using the Internal Load Balancer

The following are examples of two HA cluster configurations using a load balancer. Select a load
balancer to use depending on your purpose.

Purpose

Load balancer to use

Creating procedure

Disclosing operations outside
the Microsoft Azure network

Public load balancer

See " Chapter 4
Cluster Creation
Procedure (for an
HA Cluster Using an
Public Load
Balancer)” in this
guide.

Publishing operations within
the Microsoft Azure network

Internal load balancer (ILB)

See " Chapter 5
Cluster Creation
Procedure (for an
HA Cluster Using an
Internal Load
Balancer)” in this
guide.

The following table describes the EXPRESSCLUSTER resources and monitor resources required
for a HA cluster using a load balancer.

14
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Resource or monitor

Description Setting
resource type
Azure probe port Provides a mechanism to wait for alive
resource monitoring from a load balancer on a specific Required
port of a node in which operations are running.
Azure probe port Performs alive monitoring of a probe port control
monitor resource process, which starts upon activation of the .
. . Required
Azure probe port resource, for a node in which
the Azure probe port resource is running.
Azure load balance Monitors whether a port with the same number
monitor resource as a probe port is open for a node in which the Required

Azure probe port resource is not running.

IP monitor resource

Monitors whether communication with the
Microsoft Azure Service Management APl is
possible, and also monitors health of
communication with an external network.

When an public load
balancer is used,
required to monitor
communication
between clusters
that are configured
with virtual
machines, and also
to monitor health of
communication with
an external network.

Custom monitor
resource

Monitors communication between clusters that
are configured with virtual machines, and also
monitors health of communication with an
internal network.

When an public load
balancer is used,
required to monitor
whether
communication with
the Microsoft Azure
Service
Management API is
possible, and also to
monitor health of
communication with
an external network.

Multi target monitor
resource

Monitors the statuses of both the IP monitor
resource and custom monitor resource. If the
statuses of both monitor resources are
abnormal, a script in which a process for
network partition resolution (NP resolution) is
described is executed.

When an public load
balancer is used,
required to monitor
health of
communication
between an internal
network and
external network.

PING network partition
resolution resource

When an internal load balancer (ILB) is used,
monitors health of communication between
subnets by checking whether to communicate
with a device that is always on and can return a
response to ping (ping device).

When an internal
load balancer (ILB)
is used, required to
monitor health of
communication
between subnets.

Other resources and
monitor resources

Depends on the configuration of application,
such as a mirror disk, that is used in an HA
cluster.

Optional

15




1.3 Network partition resolution

Virtual machines configuring an HA cluster mutually performs alive monitoring through a heartbeat
communication. If the virtual machines exist in different subnets, an undesirable event, such as an
application starting more than once, occurs if a heartbeat ceases. To prevent a service from starting
more than once, it is necessary to identify whether other virtual machines went down or whether the
applicable virtual machine was isolated from a network (network partitioning: NP).

The network partition resolution feature (NP resolution) sends ping to or checks a LISTEN port of a
device that is always on and can return a response to ping etc. (access destination). If there is no
reply, this feature judges that the device entered the NP status and executes the specified action
(such as a warning, recovery action, and server shutdown).

The access destination used on Microsoft Azure described in the following table.
(*) A private IP address of an internal load balancer (ILB) cannot be used because it does not reply
to ping.

EXPRESSCLUSTER
Scope of N resources, monitor resources,
disclgsure access destination Procedure and commands to be used for
NP resolution
Outside the Microsoft Azure Service | Checking a « Custom monitor resource
Microsoft Azure Management API LISTEN port « clpazure_port_checker
Virtual network (management.core.wind command
ows.net)
each cluster server Ping * |P monitor resource
Inside the Servers, excluding a Ping * PING network partition
Microsoft Azure cluster server, that exist resolution resource
Virtual network within the Microsoft
Azure network(*)
Web servers that exist HTTP * HTTP network partition
within the Microsoft resolution resource
Azure network

For details about NP resolution, see the following:
*  Chapter 5, “Network partition resolution resources details” in the Reference Guide.

Setting the NP resolution destination
You need to examine the NP resolution destination and method depending on the location of clients
accessing a cluster system and the condition for connecting to an on-premise environment (for
example, using a dedicated line).

How to judge the network partition status
EXPRESSCLUSTER provides the clpazure port checker command to check the TCP port
listening status. Use this command as Script created with this product of the custom monitor
resource or multi target monitor resource.
For details about the clpazure port checker command, see the following subsections.

16




Overview

Checking the TCP port listening status
(clpazure port checker command)

clpazure_port_checker Checks whether a LISTEN port exists among TCP ports of the

Command line

specified server.

clpazure_port_checker -h hostname -p port

Description

Options

Return
values

This command checks whether a LISTEN port exists among TCP
ports of the server specified for an argument.

If there is no response five seconds (fixed) after the command
execution, it is judged that an error (timeout) has occurred.

In case of an error, an error message is output to the standard output.
Executing this command from the custom monitor resource makes it
possible to judge the network partition status.

For the configuration example of network partition resolution using this
command, see "3.3 Configuring the EXPRESSCLUSTER settings”
and "5.3 Configuring the EXPRESSCLUSTER settings"

-h hostname Specify the determining server as hostname (by
using an FQDN name or IP address). This option
cannot be omitted.

Specify the determining port number as port (by

-p port

PP using a port number or service name). This option
cannot be omitted.

0 Normal

1 Error (communication error)

2 Error (timeout)

3 Error (invalid argument or internal error)

17



1.4 Differences between on-premises and
Microsoft Azure

The following table describes the functional differences of EXPRESSCLUSTER between on-
premises and Microsoft Azure. "Y" indicates that the relevant function can be used and "N" indicates
that the relevant function cannot be used.

Function On-premise Microsoft Azure

Resource Manager
deployment model

Creating a shared disk type cluster Y N

Creating a mirror disk type cluster Y Y

Creating a hybrid disk type cluster Y N

Using the floating IP resource Y N

Using the virtual IP resource Y N

Using the Azure probe port resource N Y

Using the Azure DNS resource N Y

For the procedure to create a 2-node cluster using a mirror disk on an on-premise or Microsoft Azure
environment, see the following subsections.

The difference of the procedure to create a cluster between an on-premise environment and
Microsoft Azure environment is whether or not configuring the Microsoft Azure settings in advance
is required.

HA cluster using Azure DNS

For Microsoft Azure, execute steps 1 to 6 in the following table after logging in to the Microsoft
Azure portal (https://portal.azure.com/).
For Microsoft Azure, execute steps 7 to 17 after logging in to each virtual machine.

18

?\fgp Procedure On-premise Microsoft Azure
Before installing EXPRESSCLUSTER

1 Creating a resource Not required See 32 anﬁggrmg Microsoft
group Azure” in this guide.

> Creating a virtual Not required See 32 anﬁggrmg Microsoft
network Azure” in this guide.

3 Creat!ng a virtual Not required See 32 anﬁggrmg Microsoft
machine Azure” in this guide.

4 Setting a private IP Not required See 32 Co_nflgu_rmg Microsoft
address Azure” in this guide.

5 Adding Blob storage

Not required

See "3.2 Configuring Microsoft
Azure” in this guide.

Creating a DNS

See "3.2 Configuring Microsoft

6 zone Not required Azure” in this guide.
Setting up the DNS | See the manual provided with .
! server the OS or DNS server. Not required
See the following:
« "Settings after configuring
hardware" in Chapter 1,
. . “Determining a system
8 i?tmgrgrp(;gglon for configuration” in the See "3.2 Configuring Microsoft

resource

Installation and
Configuration Guide.

+ "Understanding mirror disk
resources" in the Reference
Guide.

Azure” in this guide.
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Step
No.

Procedure

On-premise

Microsoft Azure

Adjusting the OS

9 startup time
10 S:tsxfcl)(rllr(] %gt]t‘iang See "Settings after configuring
- - hardware" in Chapter 1,
11 ;::t(t:';ﬁzmg the firewall “Det.ermin?ng a system . Same as "On-premise"
— configuration" in the Installation
1o | Synchronizingthe | 54 Configuration Guide.
server time
Disabling the power
13 ; .
saving function
Installing the Azure . See "3.2 Configuring Microsoft
14 CLI Not required Azure” in this guide.
15 Regi_sterin_g t_he Not required See 32 anfiggring Microsoft
service principal Azure” in this guide.
in the " -
16 EXPRESSCLUSTE Installation and Configuration Same as "On-premise
Guide.
After installing EXPRESSCLUSTER
Registering the See Chapter 4, “Registering
17 EXPRESSCLUSER the license." in the Installation | Same as "On-premise"
license and Configuration Guide.
See "Creating the configuration
Creating a cluster: git: ?f asntzge clt!ste:hm The COM heartbeat, BMC
18 Setting the heartbeat ptero, ‘reatingtne . heartbeat, and disk heartbeat
method cluster conf!guratlon data" in cannot be used.
the Installation and
Configuration Guide.
The network partition
resolution resource is used.
See the following:
+ "Creating the configuration
Creating a cluster: data of a node cluster" in " L
19 Setting. the NP Chapter 5, “.Creat.ing the " 2)6(?3;E?)Sggrlifbgsu{'lggRt;]:ttings” in
resolution cluster configuration data".in this guide
processing the Installation and ’
Configuration Guide.
« Chapter 5, “Network partition
resolution resources details”
in the Reference Guide.
In addition to the references for
on-premises, see the following:
" . . . » "Understanding Azure DNS
. See "Creating the confllg_uratlon resources" in the Reference
Creating a cluster: data of a node cluster” in Guide.
20 Creating a failover Chapter 5, “Creating the > "Understanding Azure DNS

group and monitor
resource

cluster configuration data".in
the Installation and
Configuration Guide.

monitor resources" in the
Reference Guide.

» "3.3 Configuring the
EXPRESSCLUS settings" in
this guide.

19




HA cluster using a load balancer
For Microsoft Azure, execute steps 1 to 5, and 7 to 8 in the following table after logging in to the
Microsoft Azure portal (https://portal.azure.com/).
For Microsoft Azure, execute steps 6, and 9 to 15 after logging in to each virtual machine.

20

Step
No.

Procedure

On-premise

Microsoft Azure

Before installing EXPRESSCLUS

TER

Creating a resource
group

Not required

See either of the following

depending on the load balancer

to use:

« "4.2 Configuring Microsoft
Azure" in this guide

» "5.2 Configuring Microsoft
Azure" in this guide

Creating a virtual
network

Not required

See either of the following

depending on the load balancer

to use:

« "4.2 Configuring Microsoft
Azure" in this guide

« "5.2 Configuring Microsoft
Azure" in this guide

Creating a virtual
machine

Not required

See either of the following

depending on the load balancer

to use:

« "4.2 Configuring Microsoft
Azure" in this guide

« "5.2 Configuring Microsoft
Azure" in this guide

Setting a private IP
address

Not required

See either of the following

depending on the load balancer

to use:

« "4.2 Configuring Microsoft
Azure" in this guide

« "5.2 Configuring Microsoft
Azure" in this guide

Adding Blob storage

Not required

See either of the following

depending on the load balancer

to use:

« "4.2 Configuring Microsoft
Azure" in this guide

« "5.2 Configuring Microsoft
Azure" in this guide

Setting a patrtition for
the mirror disk
resource

See the following:

+ "Settings after configuring
hardware" in Chapter 1,
“Determining a system
configuration" in the
Installation and
Configuration Guide

 "Understanding mirror disk
resources" in the Reference
Guide.

See either of the following

depending on the load balancer

to use:

« "4.2 Configuring Microsoft
Azure" in this guide

« "5.2 Configuring Microsoft
Azure" in this guide

Creating and
configuring a load
balancer

Not required

See either of the following
depending on the load balancer
to use:

+ "4.2 Configuring Microsoft

Azure" in this guide
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Sl\;[gp Procedure On-premise Microsoft Azure
+ "5.2 Configuring Microsoft
Azure" in this guide
8 Settlnlg the inbound Not required - "4.2 C"c>'r1f|gL.Jr|ng.Mlcrosoft
security rules Azure" in this guide
9 Adjusting the OS
startup time
10 Shts\fkrlsg t?t‘ian See "Settings after configuring
CT] ?(. S?h fg i hardware" in Chapter 1,
11 Set?ﬁ Ing the firewa “Determining a system Same as "On-premise"
! r? v— configuration" in the Installation
12 | Synchronizingthe | 5n4 Configuration Guide.
server time
Disabling the power
13 ; )
saving function
. See Chapter 3, “Installing
Installing EXPRESSCLUSTER" in the
14 EXPRESSCLUSTE ; . ; Same as "On-premise”
R Installation and Configuration
Guide.
After installing EXPRESSCLUSTER
Registering the See Chapter 4, “Registering
15 EXPRESSCLUSER the license" in the Installation | Same as "On-premise"
license and Configuration Guide.
See "Creating the configuration
Creating a cluster: (é?]t: ?éfsn?dcereﬂzﬁte:r{e;n The COM heartbeat, BMC
16 Setting the heartbeat | b ’f. : gd heartbeat, and DISK heartbeat
method cluster configuration data” in cannot be used
the Installation and '
Configuration Guide.
The network partition
resolution reso_urc.:e is used. See either of the following
See the following: .
A . . . depending on the load balancer
« "Creating the configuration .
; . . to use:
Creating a cluster: data of a node cluster" in . See "4.3 Configuring the
17 Settlng. the NP Chapter 5, .Creatllng the o EXPRESSCLUSTER
resolution cluster configuration data". in settinas® in this quide
processing the Installation and "g S guide.
Configuration Guide » See "5.3 Configuring the
M . EXPRESSCLUSTER
« Chapter 5, “Network partition L e .
. O settings® in this guide.
resolution resources details
in the Reference Guide.
See the following in addition to
the description of "On-premise."
« "Understanding Azure probe
port resources” in the
See "Creating the configuration feeference G_U|de.
. ) e » "Understanding Azure load
Creating a cluster: data of a node cluster" in . "
Creating a failover Chapter 5, “Creating the balance monitor resources” in
18 ' the Reference Guide.

group and monitor
resource

cluster configuration data" in
the Installation and
Configuration Guide.

» "Understanding Azure load
balance monitor resources” in
the Reference Guide.

See either of the following
depending on the load balancer
to use:
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Step
No.

Procedure

On-premise

Microsoft Azure

+ See "4.3 Configuring the
EXPRESSCLUSTER
settings® in this guide.

+ See "5.3 Configuring the
EXPRESSCLUSTER
settings” in this guide.




Operating Environments

Chapter 2 Operating Environments
2.1 HA cluster using Azure DNS

See the following:
+  "Getting Started Guide" > "Chapter 3, Installation requirements for EXPRESSCLUSTER" >
"Operation environment for Azure DNS resource and Azure DNS monitor resource"

x86_64
oS Windows Server 2016 DataCenter
EXPRESSCLUSTER | EXPRESSCLUSTER X 4.1 for Windows(Internal version: 12.10)
Microsoft Azure | Resource Manager
deployment model
Location Japan East
Mirror disk size Disk size: 20 GB
(1 GB for a cluster partition and 19 GB for a data partition)
Azure CLI 2.0
Python 2.7

The Azure CLI and Python must be installed because Azure DNS resource use them.
Python is installed together with the Azure CLI 2.0.

For details about the Azure CLI, see the following website:

Get started with Azure CLI:
https://docs.microsoft.com/en-us/cli/azure/get-started-with-azure-cli?view=azure-cli-latest

Azure DNS must be installed because Azure DNS resource use it. For details about Azure DNS, see
the following website:
Azure DNS: https://azure.microsoft.com/en-us/services/dns/

2.2 HA cluster using a load balancer

See the following:

+  "Operation environment for Azure probe port resource, Azure probe port monitor resource, Azure
load balance monitor resource" in Chapter 3, "Installation requirements for EXPRESSCLUSTER"
in the Getting Started Guide.
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Chapter 3 Cluster Creation Procedure
(for an HA Cluster Using

Azure DNS)
3.1 Creation example

This guide introduces the procedure for creating a 2-node unidirectional standby cluster using
EXPRESSCLUSTER. This procedure is intended to create a mirror disk type configuration in which
node-1 is used as an active server.

The following tables describe the parameters that do not have a default value and the parameters
whose values are to be changed from the default values.

*  Microsoft Azure settings (common to node-1 and node-2)

Setting item | Setting value
Resource group setting
Resource group TestGroupl
Region Japan East
Virtual network setting
Name Vnetl
Address space 10.5.0.0/24
Subnet Name Vnetl-1
Subnet Address range 10.5.0.0/24
Resource group TestGroupl
Location Japan East
DNS zone setting
Name clusterl.zone
Resource group TestGroupl
Resource group location Japan East
Record set test-recordl

. Microsoft Azure settings (specific to each of node-1 and node-2)

Setting item Setting value
node-1 | node-2
Virtual machine setting
Disk type Standard HDD
User name testlogin
Password PassWord_123
Resource group TestGroupl
Region Japan East
Network security group setting
Name | NetSecGroup-1
Availability set setting
Name AvailabilitySet-1
Update domains 5
Fault domains 2
Diagnostics storage account setting
Name Automatically generated (testgroupldiag679)
Replication Locally-redundant storage (LRS)
IP configuration setting
IP address | 10.5.0.120 | 10.5.0.121
Blob storage setting
Name node-1Blobl | node-2Blob1
Source type None (empty disk)
Account type Standard HDD
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Cluster Creation Procedure (for an HA Cluster Using Azure DNS)

EXPRESSCLUSTER settings (cluster properties)

Setting item Setting value
node-1 | node-2
Cluster Name Clusterl
Server Name node-1 | node-2
Timeout Tab: Heartbeat | 210
Timeout

EXPRESSCLUSTER settings (failover group)

Resource name Setting item Setting value
Mirror disk resource Name md
Details Tab: Data Partition | G:
Drive Letter
Details Tab: Cluster | F:
Partition Drive Letter
Azure DNS resource Name azurednsl

Record Set Name

test-recordl

Zone Name

clusterl.zone

IP Address

(node-1) 10.5.0.120
(node-2) 10.5.0.121

Resource Group Name

TestGroupl

User URI http://azure-test

Tenant ID XXXXXKXXX-XXXX-XXXK-XXXX-
XXXXXXXXXXXX

File Path of Service | C:\Users\ testlogin\examplecert.pem

Principal

Azure CLI File path

C:\Program Files(x86)\Microsoft
SDKs\Azure\CLI2\wbin\az.cmd
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EXPRESSCLUSTER settings (monitor resource)

Monitor resource name Setting item Setting value
Mirror disk monitor | - -
resource
Azure DNS monitor | Name azurednswl
resource
Custom monitor resource | Name genwl
Script created with this product | On
Monitor Type Synchronous
Normal Return Value 0

Recovery Action

Execute only the final action

Recovery Target

LocalServer

IP monitor resource

IP monitor resource

Name ipwl

Server to monitor node-1

IP address 10.5.0.121

Recovery Action Execute only the final action
Recovery Target LocalServer

Name ipw2

Server to monitor node-2

IP address 10.5.0.120

Recovery Action Execute only the final action

Recovery Target

LocalServer

Multi target monitor

resource

Name mtwl

Monitor resource list genwl
ipwl
ipw2

Recovery Action

Execute only the final action

Recovery Target

LocalServer




Cluster Creation Procedure (for an HA Cluster Using Azure DNS)

3.2 Configuring Microsoft Azure

1) Creating aresource group
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a resource group following

the steps below.

1. Select Resource groups or the resource group icon in the menu on the left side of the window.

Microsoft Azure

Create a resource
Home
Dashboard
Al services
FAVORITES
Al resources
Resource groups

& App Services

% Function Apps

R sQL databases

& Azure Cosmos DB

I virtual machines

4 Load balancers

B storage accounts
Virtual networks

@ Azure Active Directory

@ Monitor

@ Advisor

@ security Center

® Cost Management + Bill...

) Help + support
¥ subscriptions

% App registrations

If there are existing resource groups, they are displayed in a list.

P search resources, services, and docs

home O vostbeard [

@ choose your default view

Azure services

3 = B & =

<5 $ &

Virtual Storage AppServices  SQLdatabases Azure Database Azure Cosmos  Kubemnetes  Function Apps Azure Cognitive
machines accounts for PostgresQL DB services Databricks Senvices

Make the most out of Azure

: : 0 ? >

Connect to Azure via 2n
authenticated browser-based
shell

Leam Azure wiith free online Monitor your apps and Secure your 2pps and
courses by Microsoft infrastructure infrastructure

Optimize performance
reliabilit, security, and costs

Azui

Microsoft Leamn (5 re Monitor

Recent resources Useful links

tresources > See all your resources

NAME TYPE LAST VIEWED Getsta
s Virtual machine (classic) 2hago
& Virtual machine (classic) 14hago
® Resource group 14 hago
Cloud sevice (classic) 21hago
Z Virtual machine 3dage
® Resource group 3dago
Z virtual machine 3dago
Vit machine e ping features that help you solve
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2. Select +Add at the upper left of the window.

Microsoft Azure P Seareh resources, services, and docs

Home > Resource groups

Create a resource Resource groups X
Home

+ add Edit columns Q) Refresh L Exporttocsv
Dashboard

Subscriptions:
Al services

B Al locations ~ | [ Altags ~ v
FAVORITES

23 items
All resources

NAME SUBSCRIPTION Locamion

Resource groups.
& App services
% Function Apps
= 5QL databases
& Azure Cosmos DB
I8 virtual machines
@ Load balancers
B storage accounts
Virtual networks
@ Azure Active Directory
& monitor
@ advisor
@ Security Center

® Cost Management +

®

2 Help + support

$ subscriptions

% App registrations

3. Specify Resource group, Subscription, and Region, and click Review+Create.

Microsoft Azure P Seareh resources, services, and docs

Home » Resource groups > Create a resource group
Create a resource Resource groups « X Create a resource group X

Home

=+ add

dit columns *=* More

Dashboard Basics Tags Review + Create

Al services:
Resource group - A container that holds related resources for an Azure solution. The resource group can include all the

e e resources for the solution, or only those resources that you want to manage as a group. You decide how you want to

allocate resources to resource groups based on what makes the most sense for your organization. Leam more

All resources

Resource groups

& app Services TestGroup! hAd
%> Function Apps
M st RESOURCE DETAILS

* Region @ Japan East v

& Azure Cosmos DB
Virtual machines

@ Load balancers

[ storage accounts
Virtual networks

@ Azure Active Directory

& monitor

@ advisor

@ Security Center

® Cost Management + Bill.

) Help + support

$ subscriptions

-

% App registrations
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2) Creating a virtual network
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a virtual network following
the steps below.

1. Select +Create a resource or the + icon in the menu on the left side of the window.

Microsoft Azure D Search resources, services, and docs

) rome (O pasrooxd SN

@ choose your default view

Create a resource

Home Azure services
Dashboard — o

(& = o] @ & & e @
All services

virtual Storage App Services  SQLdatabases Azure Datsbase AzureCosmos  Kubemetes  Function Apps ure Cognitive
FAVORITES machines accounts for PostgresQL DB services Databricks Services

Al s
resources Make the most out of Azure

%) Resource groups

& App services a
- 7 0 @

%> Function Apps

% SOLdatabases Leam Azure with free online Monitor your apps and Secure your apps and Optimize performance Connect o Azure via 2n

; courses by Microsoft infrastructure infrastructure reliabilly, security, and costs suthenticated browser-based
7 Azure Cosmos DB Y Mic = = v / shell

0 virtual machines Microsoft Learn I3 Azure Monitor > Security Center > Azure Advisor > Cloud Shell >

4 Load balancers

B storage accounts Recent resources  see all your recent resources > See all your resources > Useful links

Get started or go deep with technical docs [
Our articles include everything from quickstarts, samples, and
Virtual machine (classic) 2hago tutorials to help you get started, to SDKs and architecture guides for
designing applications.

Virtual networks NAME TYPE LAST VIEWED

@ Azure Active Directory

fel Hel

& Monitor

Virtual machine (classic) 14hago

Discover Azure products [3

B Advisor 59} . Resource group 14hago Explore Azure offers that help tum ideas into solutions, and get info
on support, training, and pricing.

@ security Center o Cloud service (classic) 21hago

\ Keep current with Azure updates [J

o ErzilmE T (e Virtual machine 3dago Learn more and what's on the readmap and subscribe to

Y notifications to stay informed. Azure.So raps up all the news

M Help+ support Resource group 3dago from last week in Azure.

# subscriptions (¢ Virtual machine 3dago News from the Azure team [

B Anp reqitrations ; B Hear right from the team developing features that help you solve

< ca Virtual machine 3dago problems in the Azure blog -

Microsoft Azure P Seareh resources, services, and docs

Home > New

Create a resource New [m}
Home
Dashboard ke
Hlemims Azure Marketplace seeall  Featured Seeall
FAVORITES
Got started Virtual network
Al resources Quickstart tutorial
Recently created
¥ Resource groups
Compute Load Balancer
Gupsoies (IO B o el
Networking 1
# Function Apps 4
- Sterage Application Gateway
= 50l databases PP Y
Web Learn more
P Azure Cosmos DB
Mobile .
M Virtual machines Virtual network gateway
Containers Learn more
4 Load balancers
Databases
B Storage accounts Virtual WAN
Analytics @
Learn more
Virtual netwo
Al + Machine Learning
Azure Active Directe
@ Azure Active Directory Internet of Things DNS zone
G Monitor Quickstart tutorial
- Mixed Reality
P
% Advisor Integration M Cisco ASA - BYOL 4 NIC (preview)
s Learn more
@ security Center Security
2 CostM: it + Bill..
e Identity Citrix ADC 12.0 VPX Enterprise
) Hielp + support Developer Tools Edition - 200Mbps (preview)
Learn more
¥ subscriptions Management Tools
3 Network security group
% App registrations Software as a Service (Saa$) Quickstart tutorial

29



30

3. Specify Name, Address space, Subscription, Resource group, Location, Name of Subnet,

and Address range, and click Create.

Microsoft Azure

Create a resource
Home
Dashboard
Al services.
FAVORITES
Il resources
%) Resource groups
& App senvices
% Function Apps
R sQL databases
& Azure Cosmos DB
8 Virtual machines
4 Load balancers
B storage accounts
Virtual networks
@ Azure Active Directory
& Monitor
@ Advisor

@ security Center

®) Cost Management + Bill..

Help + support

@
[
$ subscriptions

w App registrations

P Search resources, services, and docs

Home > New > Create virtual network

Create virtual network 0o x

* Name

* Address space @
10500416 v
10.5.0.0 - 10.5.255.255 (65536 addresses)
* Subscription

~
* Resource group
* Location

Jzpan East v
Subnet

+
|Z
H
<

Vnetl-1

* Address range @

Senice endpoints @
Disabled [T

Firewall @

Create Automation aptions
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3) Creating a virtual machine
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create virtual machines and disks
following the steps below.
Create as many virtual machines as required to create a cluster. Create node-1 and then node-2.

1. Select +Create a resource or the + icon in the menu on the left side of the window.

Microsoft Azure A Search resources, services, and docs

@ chooseyourdefauitview (@) Home () pasboard [

Create a resource

Home Azure services
Dashboard — o =

o @ o] ® = H 8 @
All services

virtual Storage AppServices  SQLdatabases AzureDatsbase AzureCosmos  Kubemetes  Function Apps Azure Cognitive
FAVORITES, machines accounts for PostgresQL DB services Databricks Services

Make the most out of Azure
%) Resource groups

& App services A

= > a) fed L4

Connect to Azure via 2n

% Function Apps

R sl databases

Lear Azure with free online Monitor your apps and Secure your 2pps 2nd Optimize performance, e
& zure Cosmos DB courses by Microsoft infrastructure infrastructure reliability, security, and costs hell
8 virtual machines Microsoft Leamn [ izure Monitor > Security Center > Azure Advisor 7 Cloud Shell >
@ Load balancers
B Storage accounts Recent resources  see zll your recent resources > See all your resources Useful links
Virtual networks NAME TyeE LAST VIEWED Get started or go deep with technical docs (2

Our articles include everything from quickstarts, samples, and
Virtual machine (classic) 2hago tutorials to help you get started, to SDKs and architecture guides for

@ Azure Active Directo
i designing applications.

fe Hel

@ Monitor Virtual machine (classic) 14hage

Discover Azure products [2

B Advisor ® - Resource group 14hago Explore Azure offers that help tum ideas into solutions, and get info
on support, training, and pricing
® security Center o Cloud service (classic) 21hago
5 Keep current with Azure updates [
TR G & Virtual machine 3dago Leam more and what's on the roadmap and subscribe to
notifications to stay informed. Azure.Sou raps up all the news
Help + support. ® Resource group 3dago from last week in Azure.
$ subscriptions 2 virtual machine 3dago News from the Azure team 7
% App regitrations -~ N Hear right from the team developing features that help you solve
< o Virtual machine 3dago problems in the Azure blog -
Microsoft Azure O Search resources, services, and docs

Home > New

Create a resource New [m)
Home
¥ Dpashboard -
Hlemims Azure Marketplace sessll  Featured Seeall
* FAvORITES
Get started Windows Server 2016 Datacenter
Quickstart tutorial

Recently created

%) Resource groups
Red Hat Enterprise Linue 7.2

& app services B vt tutorial
Networking

%> Function Apps

= o Storage Ubuntu Server 18.04 LTS

= SQL databases
Web Leam more

& Azure Cosmos DB
Mobile )

8 virtual machines SQL Server 2017 Enterprise
Containers Windows Server 2016

4 vLoad balancers Leam mare
Databases

IS storage accounts analytics SUSE Linux Enterprise Server

Y SUse  software purchase
Virtual netw

Al'+ Machine Learning Leam more

@ Azure Active Directory

Internet of Things Service Fabric Cluster

& monitor Mixed Reslity Quickstart tuterial
@ advisor Integration
g Web App for Containers

@ security Center Security Quickstart tutorial
2 Cost Management + Bill... Identity
A ot Function App
W Help + support Developer Tools Quickstart tutorial
® subscriptions Management Tools

_ Batch Service
& App registrations Software as a Service (Saa$)

v Quickstart tutorial
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Select Windows Server 2016 Datacenter.

When the Basics tab appears, specify the settings of Subscription, Resource group, Virtual
machine name, Region, Image, Size, Username, Password, and Confirm password.
Select Availability set from Availability options, and click Create new under the Availability
set field. When the Create new blade appears, specify the settings of Name, Fault domains,
and Update domains. Then click OK.

Microsoft Azure P Search resources, services, and docs

Home > New > Create a virtual machine
Create a resource Create a virtual machine X
Home

Dashboard

s Disks Networking Management Guestconfig Tags —Review + create

Hlmms Create a virtual machine that runs Linux or Windows, Select an image from Azure marketplace or use your own customized image.
Complete the Basics tab then Review = create to provision a virtual machine with default parameters or review cach tab for full
customization.
Looking for classic V

FAVORITES

te VM from Azure Market;

Al resources
Resource groups PROJECT DETAILS
Select the subscription to manage deployed resources and costs. Use resource groups lice folders to organize and manage all your

& App Services resources
¥
Function Apps + Subscription © ~
= sQL databases
& Azure Cosmos DB
8 virtual machines
INSTANCE DETAILS
4 Load balancers * Virtual machine name @ ‘ node-1 \/‘
B8 storage accounts
Japan East v
Virtual networks
_ [ Avaitzoity set ~]
@ azure Active Directory
@ Monitor (new) AvailabilitySet-1 ~
@ Advisor
e *Image @ Server 2016 Datacenter v
‘Security Center mage sks
® cost Management + Bill.. | Stondard 1 .

} Help + support

§ s

Microsoft Azure P Search resources, services, and docs
Home > New > Create a virtual machine Create new
EERamEERIGE Create a virtual machine Group two or more VMs in sn svailsbility set to ensure that st lesst one
& Home : able during planned or unplanned maintenance ever
¥ Dashboard Basics Disks Networking Management Guestconfig —Tags reate .
—_ * Name
e Create a virtual machine that runs Linux or Windows. Select an image from Azure marketplace or use your own customized image. [[Avaiabilityset-1 v

he Basics tab then Review = create to provision a virtusl machine with defsult parameters or review each tab for full

K FAVORITES

Looking for classic V m Azure Mar

s PROJECT DETAILS

_ Select the subscription to manage deployed resources and costs. Use resource groups lice folders to organize and manage all your
& App services resources

% Function Apps

* Subscription @ ~

R sQL databases

&5 Azure Cosmos DB
8 virtual machines
INSTANCE DETAILS
@ Losd balacen sl e e == 7
B8 storage accounts
* Region @ Japan East e
Virtual networks
_ Availa [ Avaitzoity set v]
@ Azure Active Directory
© Monitor * Avallail e
@ Advisor
® * Image @ Server 2016 Datacenter hd
‘Security Center mages and disks
® cost Management + Bill.. *szco | standara a1

2 welp + support

s
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5. Click Change size to display the Select a VM size blade.
From the list, choose a size (Al - Standard in this guide) suitable for your virtual machine and
click Select.
Regarding the Virtual machine name, node-1 is for node-1, and node-2 is for node-2.
Click Next: Disks >

Microsoft Azure P Search resources, services, and docs
Home >
Create a resource Create
defauit filters
Home customiz
Looking 1
Dashboard e Add filter
PROJECT .
Al services. Showing 191 VM sizes. | Subscription: | Region:Japanfast | Currentsize: Standard A1
Select the
FAVORITES rEoUreE ymsize OFFERING FamILY verus RAM(GE)  DATADISKS MAX10PS TEMPORARY STOR..  PREMIUM DISK SUP. COST/MONTH (EsTI...
Al resources * Subscri
= a0 Standard General purpose 1 075 1 14500 No ¥2001
Resource groups !
A0 Basic General purpose 1 075 1 16300 No ¥1,838
& App Services
5 A1 Standard General purpose 1 175 2 2500 No 2820
Functi
TR INSTANCI
M e v M 8asic General purpose 1 175 2 2300 No 415
&5 Azure Cosmos DB A2 Standard General purpose 1 H 2 20500 No 6748
* Region
9 Virtual machines I+ Standard General purpose 2 35 4 44500 Ne ¥IT677
Availabil
@ voad balancers P Basic General purpase 2 s 4 2300 No ¥12083
| JSEEEREnTns Az Standard Geners! purpose 2 a a ax500 No ¥14173
Virtual networks
A2m w2 Standard General purpose H 16 4 4500 No ¥19426
@ Azure Active Directory
a2 Standard General purpose 4 7 H 84500 No s 347
@ Monitor
5 Az 8asic General purpose 4 7 3 8300 No 21680
@ Advisor ADMINIS
[ ——— *Userna A4 Standard General purpose 8 1 16 161500 No ¥70687
® Cost Management + Bill.. S assne M Basic General purpase 8 1 16 16:300 No 63,350
- >

2 welp + support

urrency that include only Azure infrastructure cos
or. Final charges will appear in your loc

¥ subscriptions - m Prices presented are

applic:

tion and location. The prices don't include any

ost analysis and billing views.

% App registrations

When the Diéks tab appears, go through the following steps to add a blob to be used for a
mirror disk (cluster partition or data partition).
From the DATA DISKS list, click Create and attach a new disk.

Microsoft Azure P Search resources, services, and docs

6.

Home > New > Create a virtual machine

Create a resource Create a virtual machine X
Home

Dashboard Basics Disks Networking Management Guestconfig Tags Review + create

All services.

Azure VMs have ane operating system disk and a temporary disk for short-term storage. You can attach additional data disks, The size of
PAVORITES the VM determines the type of storage you can use and the number of data disks

Learn

DISK OPTIONS

All resources.

Standard SSD ~
%) Resource groups

& App Services °
#> Function Apps

— DATA DISKS
= SQL datal

You can add and configure additional data disks for your virtual machine or attach existing disks. This VM also comes with a temporary
& Azure Cosmos DB disk.

B Virtusl machines wn NAmE size @) oiskTveE HOST CACHING

@ Load balancers Create and attach anew disk  Attach an existing disk

= storage accounts

Virtual networks

~  ADVANCED

@ nzure Acti ctory
@ Monitor

@ Advisor

@ security Center

® cost Management + Bill.

Help + support

$ subscriptions
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7. The Create a new disk blade appears.
Specify the settings of Disk type, Name, Size (GiB), and Source type. Then click OK.

Microsoft Azure

Create a resource
A+ Home

¥ Dashboard

Al services.

* FavORITES

S All resources

) Resource groups

& App services

% Function Apps

R sQL databases
& Azure Cosmos DB
8 virtual machines.
4 Load balancers
B storage accounts

Virtual networks

@ Azure Active Directory
@ Monitor
& Advisor

@ security Center

0st Management + Bill.

& Help + support

fs

@ App registrations

Click Next: Networking >.

P Search resources, services, and docs

Home > New > Create a virtual machine > Create a new disk

Create a new disk

VM. Disk pricing varies based on factors including disk size, storage
Disks

[ stendard HOD

[[node-181061

None (empty dis)

ESTIMIATED PERFORMANCE @
109 limit 500

Throughput limit (M8/s) 60

The Networl{ihg tab appears.

Specify the settings of Virtual network, Subnet, Network security group, and Configure
network security group.
Click Create new under the Configure network security group field to display the Create
network security group blade. Specify the setting of Name and then click OK.

Microsoft Azure

Create a resource
A Home
¥ Dashboard
Al services
* FAVORITES
£ All resources
¥%) Resource groups
& App Services
% Function Apps
R sQL databases
& Azure Cosmos DB
8 Virtual machines
4 Load balancers
B8 storage accounts
Virtual networks
@ Azure Active Directory
@ Monitor
@ Advisor

@ security Center

® Cost Management + Bill...

2 Help + support
¥ subscriptions

% App registrations

34

Click Next: Management >.

P Search resources, services, and docs

t  Guestconfig Tags Review + create

configuring network interface card (NIC)
 plzce behind an sxisting load balanci

gs. You can control ports, inbound

ill be crested for you.

Ag ced
Okeid
The selected VM size does not support accelerated netorking
of an existing Azure load balanzing salution. Leam mere
@ no

Next : Management >

.

Home > New > Create a virtual machine > Create network security group

Inbound rules @
1000: default-allow-rdp

Any
RDP (TCP/3389)

+ Add an inbound rule

Outbo
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The Management tab appears.

Click Create new under the Diagnostics storage account field to display the Create storage
account blade.

Specify the settings of Name, Account kind, and Replication. Then click OK.

In the Diagnostics storage account field, the default value is automatically generated and
entered.

Click Next: Guest config >.

Microsoft Azure R search resources, services, and docs
Home > New > Create a virtual machine Create storage account
Create a resource Create a virtual machine
Home * Name

testgroupldiag2 10

corewindows.net

All services untkind @

Canfigure monitoring and management options for your VM,
ge (general purpase v1) ~

FAVORITES

MONITORING

Al resources mncz O

Resource groups.

& App services
% Function Apps

ly-redundant storage (.

= soL databases
1DENTITY
& azure Cosmos DB

ed managed identity @

B8 virtual machines
@ Load balancers AUTO-SHUTDOUN
Enable a

[ storage accounts

Virtual networks

4 Azure Active Directory
@ Monitor

@ Advisor

@ security Center

® Cost Management + Bill...

D Help + support

Microsoft Azure R search resources, services, and docs

Home > New > Create a virtual machine
Create a resource Create a virtual machine X

Home

Dashboard Basics Disks Networking Management Guestconfig Tags Review + create
All services Add additional configuration, agents, scripts or applications via virtual machine extensions or cloud-init.

FAVORITES
EXTENSIONS
All resources Extensions provide post-deployment configuration and automation.

Resource groups Eensions @ Select an ex

& App services

cLoup T
% Function Apps

- Cloud initis a ¥
= S0l databases wite files or to

a Linux VM as it boots for the first time. You can use cloudinit to install packages and

more
& Azure Cosmos DB
98 virtual machines o The selected image does not support cloud init.
@ Load balancers
B storage accounts
Virtual networks
4 Azure Active Directory
@ Monitor
@ Advisor

@ security Center

® Cost Management + Bill...

2 Help + support
1 susovtors

% App registrations
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11. Click Next: Review + create >.

Microsoft Azure

Create a resource
# Home
¥ Dashboard

Al services
* FAvORITES

All resources
V%) Resource groups
& App services
% Function Apps
= 5QL databases
& Azure Cosmos DB
I8 virtual machines
@ Load balancers
B storage accounts

Virtual networks
@ Azure Active Directory
& monitor
@ advisor
@ Security Center
® Cost Management +
D Help + support
$ subscriptions

% App registrations

12. The Review + create tab appears. Check the contents. If there is no problem, click Create.
The deployment starts and takes several minutes.

Microsoft Azure

Create a resource

Home

Dashboard

All services

FAVORITES

All resources

Resource groups
& App services
% Function Apps
= 5QL databases
& nzure Cosmos DB
I8 virtual machines
@ Load balancers
B8 storage accounts

Virtual networks

@ azure Active Directory

& Monitor

@ advisor

@ Security Center

® Cost Management + Bill.
®

2 Help + support

% subscriptions

% App registrations

P Search resources, services, and docs

Home > New > Create a virtual machine

Create a virtual machine

Basics Disks Networking Management Guestconfig Tags Review + create

Tags are name/value pairs that enable you to categorize resources and view consolidated biling by applying the same tag to multiple

resources and resource groups. Learn more

Note that f you create tags and then change resource settings on other tabs, your tags will be automatically updated.

NAmE VALUE RESOURCE

[ previous | [ Next: Review - create

P Search resources, services, and docs

Home > New > Create a virtual machine

Create a virtual machine
+/ Validation passed
Basics Disks Networking Management Guestconfig Tags Review + create

PRODUCT DETAILS

Standard A1 Pricing not available for this offering

by oft
Ter use | Pri

TERMS

By clicking "Create”, | (2) agree to the legal terms and privacy statementls) associated with the Marketplace offering(s)lsted above;

oft may share my contact, usage and transactional information with the provider(s) of the offerings
oft does not provide rights for third-party offerings. See the Azu

and (6) agree that Micr
billing and other transactional activities. Mic

‘ace Terms for additional details.

BASICS

scrip

group TestGroup1
Virtual machine name node-1

Japan East
Availzbility set

(new) AvailabilitySet-1
testiogin

s license? No

Standard HDD

emplat
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4) Setting a private IP address

Log in to the Microsoft Azure portal (https://portal.azure.com/) and change the private IP address
setting following the steps below. Since an IP address is initially set to be assigned dynamically,
change the setting so that an IP address is assigned statically. Change the settings of node-1 and

then node-2.

1.

Microsoft Azure

Create a resource

Azure services e

@ choose your defaut view

R search resources, services, and docs

Home () Dashboard

Home
Dashboard — @ @ =
Al services -
Virtual Storage App Services  SQLdatabases Azure Datsbase  Azure Cosmos
FAVORITES machines accounts for PostaresQL

Al resources
Resource groups

& App services A

% Function Apps

% SOLdatabases Learn Azure with free onl

& Azure Cosmos DB courses by Microsoft
I8 virtual machines Microsoft Leam [
@ Load balancers

S storage accounts

Virtual networks NAME
4 Azure Active Directory )
@ Monitor £)
@ pdvisor ®
@ security Genter
® cost Management + Bill.
S welp + support ©

4§ subscriptions

% App registrations

2.

Microsoft Azure
Home > Resource groups
Create a resource Resource groups

Home

=+ add dit columns
Dashboard

Subscriptions:

All services

Recent resources  se

Make the most out of Azure

> 0

Monitor your zpps and
infrastructure

line Secure your apps and

infrastructure.

Azure Monitor Security Center

esources
TYPE LAST VIEWED
Virtual machine (classic) 2hago
Virtual machine (classic) 14h age
Resource group 14hago
Cloud service (classic) 21hago
Virtual machine 3dago
Resource group 3dago
Virtual machine 3dago
Virtual machine 3dago

Select TestGroupi from the resource group list.

P Search resources, services, and docs

Q) Refresh + Export to CsV

Alllocations

FAVORITES
Al resources
Resource groups

& App Services

% Function Apps

= soL databases

& Azure Cosmos DB

8 virtual machines

@ Load balancers

B8 storage accounts
Virtual networks

@ Azure Active Directory

@ wonitor

@ advisor

@ Security Center

® Cost Management + Bill...

)

2 Help + support

® subscriptions

% App registrations

SUBSCRIFTION

Select Resource groups or the resource group icon in the menu on the left side of the window.

<7

Function Apps

&

Cognitive
Services

Azure
Databricks

Kubemetes
services

g -

Connect to Azure via an
authenticated browser-based
shell

Optimize performance,
reliability, security, and costs

Cloud Shel

v | | Ags M

No grouping v

LocaTIoN
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3.  The summary of TestGroupl is displayed. Select virtual machine node-1 or node-2 from

item list.

Microsoft Azure

Create a resource
# Home
¥ pashboard
Al services
* FAvORITES

All resources

) Resource groups.

& App services
% Function Apps

= 50l databases
& Azure Cosmos DB
8 Virtual machines
4 Load balancers
B8 storage accounts
Virtual networks
@ Azure Active Directory
& monitor
Advisor
@ security Center
® cost Management + Bill
2 Help + support
¥ subscriptions

& App registrations

4,

Microsoft Azure

Create a resource
A Home
¥ Dashboard
All services
* FAVORITES
Al resources
) Resource groups
& App Services
% Function Apps
= sQL databases
& Azure Cosmos DB
8 Virtual machines
4 Load balancers
B8 storage accounts
Virtual networks
@ azure Active Directory
@ Monitor
Advisor

@ security Center

® cost Management + Bill...

2 Help + support
$ subscriptions

& App registrations

5.

Select Networking.

P Search resources, services, and docs

Home > Resource groups > TestGroupl

® TestGroupt # X
«  deadd Editcolumns @ Delete resource group Q) Refresh = Move 4 Export to €SV
pey— Subscription (change) Deployments
2 Succeeded

B Activitylog Subscription 1D

Access control (1AM)
# Tags

Events »
Settings ame.. Allypes ~ | [ Alllocations + | [ No groupingv

Quickstart 8items n
e Deployments NAME TYPE LOCATION

policies @i Availabilityset-1 Availability set Japan East -
= Properties @ NetsecGroup-1 Network security graup Japan East -
& Lods A node-1 Virtual machine Japan East
54 Automation seript & node-1_0sDisk 1 71486cd179fe4c7783627bb925385b6b Disk Japan East
Cost management B node-nrs Network interface Japan East .
@ Costanalysis & node-1Blob1 Disk Japan East e

Budgets E5 testgroupidiag210 Storage account J3pan East an
@ Advisor recommendations @ vnett Virtual network Japan East
Monitoring node-2 Virtual machine Japan East
© insichts (orevien) £ node-2 OsDisk_1_bfoc31e2cfbd4f0398bfd67ced7i0a1f Disk Japan East

B node23t Netwark interface Japan East

Alerts

P search resources, services, and docs

Home > Virtual machines > node-1- Networking

Virtual machines « X

#® node-1- Networking

& add @ Reservations *ee More

@ Overview

NAME & Activity log

s Access control (1AM)

& Tags

node-1

X Diagnose and solve problems

Settings
Networking
£ Disks
size
O security

7 Extensions

@ Continuous delivery (Previev
Availability set

& Configuration
Identity
Properties

& Locks

£1 Automation script

Operations

9 Auto-shutdown -

automatically.

x
> Attach network interface ik Detach network interface
B Network Interface: node-1176  Effective security rules  Topology
Virtual network/subnet: Vnet1/Vnet1-1 Public IP: None Private |P: 10.5.0.4 Accelerated
networking: Disabled
Inbound port rules  Outbound port rules  Application security groups
@ Network security group NetSecGroup-1 (attached to network Add inbound

interface: node-1176)

Impat ubnets, 1 network intet
PRIORITY  NAME PoRT PROTOCOL SOURCE  DESTINAT.. ACTION

1000 default-allow-rdp 3389 TcP Any Any © Allow ,,
65000 AllowVnetinBound ~ Any Any VirtualN... VirtualN. © Allow .
65001 AllowAzureloadBa... Any Any Azurelo.. Any @ Allow .
65500  DemyAllinBound  Any Any Any Any © Deny ...

the

Select a network interface displayed in the list. The network interface name is generated
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6.

9.

Microsoft Azure

Create a resource
Home
¥ Dashboard
Al services
* EAvORMTES
i Al resources
%) Resource groups
& App services
% Function Apps
R sl databases
& Azure Cosmos DB
B8 Virtual machines
4 Load balancers
B8 storage accounts
Virtual networks
@ Azure Active Directory
@ wonitor
B Advisor
@ Security Center
® cost Management + Bill..
2 Help + support
4§ subscriptions

% App registrations

Select IP configurations.

D Search resources, services, and docs

Home > Virtual machines > node-1 - Networking > node-1176 - P configurations
l node-

- IP configurations X

€ 4add Hsae Xoisc

IP forwarding settings

B overview
B aciitylog 1P forwarding S
2 Access control (1AM) Virtual network Vnet!
& Tags
IP configurations
Settings * Subnet Vnetl-1 (10500/24) ~

B 1P configurations
R Search IP configurations
BB DNs servers

naME 1P VERSION Tvee PRIVATE IP ADDRESS PUBLIC IF ADDRESS
@ Network security group

1 properties ipconfig! 1Pvd Primary 10.5.0.4 (Dynamic)

& Locks

KX Automation script

Support + troubleshooting
% Effective security rules
& Effective routes

& New support request

Only ipconfigvl‘ is displayed in the list. Select it.

Select Static for Assignment under Private IP address settings. Enter the IP address to be
assigned statically in the IP address text box and click Save at the top of the window. The IP
address of node-1 is 10.5.0.120. The IP address of node-2 is 10.5.0.121.

Microsoft Azure

Create a resource
Home
¥l Dashboard
Al services
* EAvORMTES
£ All resources
%) Resource groups
& App services
¥ Function Apps
R sl databases
& Azure Cosmos DB
8 virtual machines
4 Load balancers
B storage accounts
Virtual networks
@ Azure Active Directory
@ wonitor
@ Advisor

@ Security Center

® cost Management + Bill...

2 Help + support
® subscriptions

% App registrations

D Search resources, services, and docs

Home > Virtual machines > node-1 - Networking > node-1176 - IP configurations > ipconfig!

ipconfigl o x

node-1176
Hsave X piscard

Public IP address settings
Public IP address

Disabled JEIELIESY
Private IP address settings

Virtual network/subnet

Vnet1/Vnet1-1

* IP address.

[(10s0.120

The virtual machines restart automatically so that new private IP addresses can be used.
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5) Creating a DNS zone

Log in to the Microsoft Azure portal (https://portal.azure.com/) and configure the DNS zone following

the steps below.

1. Select +Create a resource or the + icon in the menu on the left side of the window.

Microsoft Azure

Create a resource
Home
Dashboard
Al services
FAVORITES
All resources

%) Resource groups

& App services

% Function Apps

R sl databases

& Azure Cosmos D8

80 virtual machines

4 Load balancers

B Storage accounts
Virtual networks

@ Azure Active Directory

& Monitor

@ Advisor

@ security Center

®) Cost Management + Bill

2 Help + support

$ subscriptions

% App registrations

P Search resources, services, and docs

@ choose your default view

) Home () Dashboard

Azure services

B = @ §

Virtual Storage App Services  SQL databases
machines accounts
Make the most out of Azure
A X

Learn Azure with free online
courses by Microsoft

Monitor your 2pps and
infrastructure

Microsoft Leam [5 Azure Monitor >

Recent resources  See all your recent resources > See all your
NAME TYPE

Virtual machine (classic)

fel Hel

Virtual machine (classic)

K]
]

Resource group

Cloud service (classic)

]
[.

Virtual machine

Resource group
2 Virtual machine

a Virtual machine

2. Select Networkin-g and then DNS zone.

Microsoft Azure

(Create a resource
Home
Dashboard
Al servicas
FAVORITES.
Al resources
%) Resource groups
& App Services
% Function Apps
R sl databases
& Azure Cosmos DB
I8 virtual machines
4 1oad balancers
S storage accounts
Virtual networks
@ Azure Active Directory
@ Monitor
B Advisor
@ Security Center
2 Cost Management + Bill
d Help + support
4§ subscriptions

% App registrations

® =

Azure Database
for PostgresaL

0

Seeure your apps and
infrastructure

Security Center >

resources >
LAST VIEWED
2hago
14 h ago
14 h ago
21hago
3dago

3dago

AzureCosmos  Kubernetes

ure
services Databricks

P search resources, services, and docs

Home > New

New

Featured

Virtual network
Quickstart tutorial

Azure Marketplace Seeall

Get started

Recently created

Compute Load Balancer
- =am mare
Networking
Storage Application Gateway
Web Lesm more
Mobile )
Virtual network gateway
Containers Leam more
Databases
Virtual WAN
Analytics

am mare

Al + Machine Learning

Internet of Things DNS zone
Quickstart tutorial

Mixed Reality

Integration Cisco ASAv - BYOL 4 NIC (preview)
eam more

Security

Identity Citrix ADC 12.0 VPX Enterprise

Developer Tools
eam more

Management Tools

Software as a Sevice (52a5) Quickstart whorsl

Edition - 200Mbps (preview)

Seeall

<5 $ &

Function Apps Cognitive
Services

9

Connect to Azure via 2n
authenticated browser-based
shell

Optimize performance,
reliability, security, and costs

Azure Advisor > Cloud Shell >

Useful links

Get started or go deep
Our articles include everything from quickstarts, samples, and
tutorials to help you get started, to SDKs and architecture guides for
designing applications.

h technical docs [2

Discover Azure products [3
Explore Azure offers that help tum ideas into solutions, and get info
on support, training, and pricing

Keap current with Azure updates [

Learn more and what's on the roadmap and subscribe to
notifications to stay informed. Azure.50 raps up all the news
from last week in Azure.

News from the Azure team [2
Hear right from the team developing features that help you solve
problems in the Azure blog.
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3. The Create DNS zone blade is displayed. Specify Name, Subscription, and Resource group,
and click Review+create.

Microsoft Azure R search resources, services, and docs

Home > New > Create DNS zone

(Create a resource Create DNS zone x
Home
Dashboard Basics Tags Review + create
All services ADNS z used to host the DNS records for a particular domain.
- r a mail server) and
WORITES s, and provides name sen
All resources
Resource groups PROJECT DETAILS
N * Subscription -
& App services
% Function Apps v
= soL databases
& Azre Cosmos DB INSTANCE DETALLS
* Name clusterl.zone v
B8 virtual machines
@ Load balancers ° ~

B storage accounts
Virtual networks

4 Azure Active Directory

@ Monitor

@ Advisor

@ security Center

® Cost Management + Bill...

B Help + support

% App registrations

load a template for automation
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6) Configuring virtual machines
Log in to the created node-1 and node-2 and specify the settings following the procedure below.
Set a partition for the mirror disk resource. Create a file system in the added Blob storage.
For details about the partition for the mirror disk resource, see "Partition settings for mirror disk
resource (when using Replicator)" in "Settings after configuring hardware" in Chapter 1,
“Determining a system configuration” in the Installation and Configuration Guide.

1. Display the Disk Management window. The Initialize Disk dialog box is displayed.

Initialize Disk X

“You must initialize 3 disk before Logical Disk Manager can access .
Select disks:
Diskc 2

Use the following partition style for the selected disks:

(®) MBR (Master Boot Record)
(O GPT (GUID Partition Table)

Mote: The GPT partition style is not recognized by all previous versions of
Windows

Cancel
2. Confirm that the added disk is displayed as "Disk 2" in unassigned state under the existing C
drive and D drive.

ww Disk Management

- ] >

File Action View Help

e B HEEI=XEG 20

Volume ‘ Layout | Type | File System | Status | Capacity | Free Spa... | % Free
B Simple Basic NTFS Healthy (S.. 127.00 GB 131268 29%
= Temporary Storag... Simple Basic NTFS Healthy (P... 70.00 GB 6B77GB  98%

= Disk 0

Basic (C:)

127.00 GB 127.00 GB NTFS

Online Healthy (System, Boot, Active, Crash Dump, Primary Partition)

= Disk 1 I
Basic Temporary Storage (D)

70.00 GB 70,00 GB NTFS

Online Healthy (Page File, Primary Partition)

= Disk 2 I
Basic

20,00 GB 20.00 GB

Online Unallocated

B Unallocated Wl Primary partition

3. Create a cluster partition. Right-click "Disk 2" and select New Simple Volume.
4. The Welcome to the New Simple Volume Wizard is displayed. Click Next.

Mew Simple Volume Wizard x

Welcome to the New Simple
Volume Wizard

This wizard helps you create a simple volume on a disk

A simple volume can only be on a single disk

To continue, click Next

< Back Next > Cancel
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© o~

The Specify Volume Size window is displayed. Allocate 1024 MB (1,073,741,824 bytes) or

more to a cluster partition. Click Next.

MNew Simple Volume Wizard x

Specify Volume Size
Choose 3 volume size that is between the maximum and minimum sizes.

Maximum disk space in MB 20477

Minimum disk space in MB 8

Simple volume size in MB 1024 <

<Back Cancel

The Assign Drive Letter or Path window
following drive letter:. Use the disk as a

raw partition without formatting.

Mew Simple Volume Wizard x

Assign Drive Letter or Path
For easier access, you can assign a drive letter or dive path to your partition

(®) Assign the following drive letter: F ~
O Mount in the following empty NTFS folder

(O Do not assign a drive letter or drive path

< Back Next > Cancel

Next, create a data partition. Right-click "Disk 2" and select New Simple Volume.

The Welcome to the New Simple Volume Wizard is displayed. Click Next.
The Specify Volume Size window is displayed. Click Next.

Mew Simple Volume Wizard X

Specify Volume Size
Choose a volume size that is between the maximum and minimum sizes

Maximum disk space in MB 19453

Minimum disk space in MB: 8

Simple volume size in MB R =

< Back Next > Cancel

is displayed. Select the F drive for Assign the
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10. The Assign Drive Letter or Path window is displayed. Select the G drive for Assign the

following drive letter: and click Next.

MNew Simple Volume Wizard

Assign Drive Letter or Path
For easier access, you can assign a drive letter or drive path to your partition.

(®) Assign the following drive letter: G v
(O Mount in the following empty NTFS folder:
Browse

() Do not assign a diive letter or dive path

<Back Cancel
The Format Partition window is displayed. Confirm that File System is NTFS.

MNew Simple Volume Wizard X

11.

Format Partition
To store data on this partition, you must format it first

Choose whether you want to format this volume, and if so, what settings you want to use.

(O Do not format this volume

(®)Format this volume with the following settings

Fle system NTFS ~
Allocation untt size Defaut v
Volume label
|41 Perform a quick format

] Enable file and foldsr compression

< Back Next > Cancel

12. Click Next.

13. The Completing the New Simple Volume Wizard window s displayed. Check the displayed
contents and click Finish.

MNew Simple Volume Wizard

Completing the New Simple
Volume Wizard

*You have successfully completed the New Simple Volume
Wizard

You selected the following settings:
iVolume type: Simole Volume

Disk selected: Disk 2

Volume size: 19453 MB

Drive letter or path: G

Flle system: NTFS

Allocation unit size: Default
Volume label: New Volume ™
Ohtirle st Yas

To close this wizard, click Finish

<Back Cancel
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14.

Confirm that the added disks are assigned as the F drive and G drive.

File  Action

e mEBmEl=XEHREE

= Disk Management - O x

View Help

Volume ‘ Layout | Type | File System | Status | Capacity | Free Spa... | % Free
| Simple Basic NTFS Healthy (5. 127.00 GB 1119468 88 %
= (F) Simple Basic RAW Healthy (P... 1.00GB 1.00 GB 100 %
= MNew Volume (G:) Simple Basic NTFS Healthy (P... 19.00 GB 1894 GB 100 %
= Temporary Storag... Simple Basic NTFS Healthy (P... 70.00 GB 68.77GB 98 %
i
— Disk 0 - |
Basic (5]
127.00 GB 127.00 GB NTFS
Online Healthy (System, Boot, Active, Crash Dump, Primary Partition)
= Disk 1 -
Basic Temporary Storage (D:)
70.00 GB 70.00 GB NTFS
Online Healthy (Page File, Primary Partition)
= Disk 2 I
Basic (F) New Volume (G:)
20.00 GB 1.00 GB RAW 13.00 GB NTFS
Online Healthy (Primary Partition) Healthy (Primary Partition)

B Unallocated Wl Primary partition
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7) Adjusting the OS startup time, checking the network setting, checking the firewall setting,
synchronizing the server time, and disabling the power saving function.
For each procedure, see "Settings after configuring hardware" in Chapter 1, “Determining a
system configuration" in the Installation and Configuration Guide.

8) Installing the Azure CLI
Install the Azure CLI.
The procedure to install the Azure CLI from the installer is described.
For details about this procedure and other procedures, see the following website:
Install the Azure CLI:
https://docs.microsoft.com/en-us/cli/azure/install-azure-cli?view=azure-cli-latest

Log in to the created node-1 and node-2 and install the Azure CLI following the procedure below.
1. Download the MSI installer from the above website.

2. Double-click the MSI installer file and click Run.

3. Agree with the license terms and click Install.

# Microsoft CLI 2.0 for Azure Setup - X

Please read the Microsoft CLI 2.0 for Azure

. Lix A t
Microsoft Azure "= horeeme
MICROSOFT SOFTWARE LICENSE TERMS

Microsoft CLI 2.0 for Azure

These license terms are an agreement between
Microsoft Corporation (or based on where you
live, one of its affiliates) and you. They apply to
the software named above. The terms also
apply to any Microsoft services or updates for
the software, except to the extent those have
different terms.

TF VOl COMPIY WTTH THFSF | TOFNSE

[T accept the terms in the License Agreement

Print

o
4. When the installation complete window is displayed, click Finish.

# Microsoft CLI 2.0 for Azure Setup - X

@

Microsoft Azure Completed the Microsoft CLT 2.0 for
Azure Setup Wizard

Click the Finish button to exit the Setup Wizard.

&

Lfosh | | cenes

=)
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9) Creating a service principal
Create a service principal using the Azure CLI.
A script for Azure DNS performs login to Microsoft Azure and DNS zone registration and
monitoring. When logging in to Microsoft Azure, Azure login with a service principal is used.
Please note that certificates have an expiration date.
For more details, see the --years option of az ad sp create-for-rbac.
https://docs.microsoft.com/en-us/cli/azure/ad/sp?view=azure-cli-latest#az-ad-sp-create-for-rbac

For details about a service principal and procedure, see the following websites:
Sign in with Azure CLI;
https://docs.microsoft.com/en-us/cli/azure/authenticate-azure-cli?view=azure-cli-latest

Create an Azure service principal with Azure CLI:
https://docs.microsoft.com/en-us/cli/azure/create-an-azure-service-principal-azure-cli?view=azure-cli-latest

1. Log in with an organizational account.
az login -u <account-name> -p <password>

2. Create and register a service principal. Write down the displayed name and tenant because
it is necessary to set them in the Azure environment configuration file. In the following
example, a service principal is created in C: \Users\testlogin\examplecert.pem.

az ad sp create-for-rbac --create-cert
{
"appId": "XXXXXXXX-XXXXTXXXX-XXXX-XXXXXXXXXXXX",
"displayName": "azure-test",
"fileWithCertAndPrivateKey": "C:\\Users\\testlogin\\examplecert.
pem",
"name": "http://azure-test",
"password": null,
"tenant": "XXXXXXXKX-KRXXX-XXXX~XXXK~XXXXXKXXXXXXK"
}
3. Log out.
az logout --u <account-name>
4. Check whether login to Microsoft Azure using the created service principal is possible.
az login --service-principal -u <name-value-in-step-2> --tenant
<tenant-value-in-step-2> -p <fileWithCertAndPrivateKey-value-in-
step-2>

The following is displayed upon successful sign-in.
[
{
"cloudName": "AzureCloud",
"id": "XXXXXXXX—XXXX—XXXX—XXXX—-XXXXXXXXXXXX",
"isDefault": true,
"name": "xxxxxxxxxx",
"state": "Enabled",
"tenantId": "XXXXXXXX-XXXX-KXXX—KXXX-XXXXXXXXXKXX",
"user": {
"name": "http://azure-test",
"type": "servicePrincipal"
}
}
]
5. Log out.

az logout --username <name-value-in-step-4>
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When changing the role of the created service principal from the default "Contributor" to another
role, select a role that has access permissions to all of the following operations as the Actions
properties. If the role is changed to a role that does not satisfy this condition, monitoring by the
Azure DNS monitor resource, which are set up later, fails due to an error.

Microsoft.Network/dnsZones/Alwrite
Microsoft.Network/dnsZones/A/delete
Microsoft.Network/dnsZones/NS/read

10) Installing EXPRESSCLUSTER

For the installation procedure, see the Installation and Configuration Guide.
After installation is complete, restart the OS.

11) Registering the EXPRESSCLUSER license
For the license registration procedure, see the Installation and Configuration Guide.
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3.3 Configuring the EXPRESSCLUSTER
settings

For the Cluster WebUI setup and connection procedures, see Chapter 5, “Creating the cluster
configuration data" in the Installation and Configuration Guide.

This section describes the procedure to add the following resources and monitor resources:

« Mirror disk resource

« Azure DNS resource

« Azure DNS monitor resource

« Custom monitor resource (for NP resolution)

« IP monitor resource (for NP resolution)

« Multi target monitor resource (for NP resolution)
or the settings of other resources and monitor resources, see the Installation and Configuration Guide
and the Reference Guide.

1) Creating a cluster
Start the cluster generation wizard to create a cluster.

€ Creating a cluster

1. Access Cluster WebUI, and click Cluster generation wizard.

Cluster WebUI <cluster> & Config mode ~

Cluster generation wizard | Import | Export | Get the Configuration File | Apply the Configuration File | Update Server Data

49



2. The Cluster window on the Cluster Generation Wizard is displayed.
Enter a desired name in Cluster Name.

Select an appropriate language in Language. Click Next.

# Cluster generation wizard

Cluster - Basic Settings -» Interconnect -» NP Resolution =» Group = Monitor
Cluster Name* Cluster1

Comment

Language® English v

Management IP Address

@ Start generating the cluster.
Enter the cluster name, and then select the language (locale) of the environment that runs WebManager.
If using the integrated WebManager to manage multiple clusters, specify a unigue cluster name to identify the cluster.

The management IP address is a floating IP address used for a WebManager connection. If establishing connections by specifying each server IP
address, the management IP address can be omitted.
To continue, click [Next].

4 Back Next » Cancel

3. The Basic Settings window is displayed.
The instance connected to Cluster WebUI is displayed as a registered master server.

Click Add to add the remaining instances (by specifying the private IP address of each
instance). Click Next.

Server Name or IP Address® 10.5.0.121

O Enter an IP address or a server name.

When entering a server name, name resolution is necessary.
Both IPv4 and IPve for IP address can be used.

When entering an IP address, the server name is automatically acquired.

oK Cancel

# Cluster generation wizard

Server
Cluster @ = Basic Settings = Interconnect < NP Resolution = Group = Monito
Add Remove

Server Definitions

oOrder Name
Master server node-1
1 node-2
L 2

Server Group Definition Settings

@ click "Add" to add servers constructing the cluster.

Click T4] or 4] to change the server priority.
Click "settings" to configure the server group when using the server group.

4Back Next » Cancel
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4. The Interconnect window is displayed.
Specify the IP addresses (IP address of each instance) to be used for interconnect. In

addition, select mdc1 for MDC as a communication path of a mirror disk resource to be
created later. Click Next.

# Cluster generation wizard

server

Cluster @ - Basic Settings @ - Interconnect -» NP Resolution < Group - Monitor
Properties Add Remove

Interconnect List
Priority Type MDC node-1 node-2

1 Kernel Mode v Do Not Use v 10.5.0.120 v 10.5.0.121 v

> ¥

@ Configure the interconnect ameng the servers constructing the cluster.Click "Add" to add interconnect and select the type.

For "Kernel mode" and "witness HB" settings, configure the route which is used for heartbeat. For "Mirror Communication Only"” setting, configure the
route which is used only for data mirroring communication.

For "Kernel mode" setting, more than zero routes are necessary to be configured. Configuring more than one routes is recommended.

For "Kernel mode" setting, dlick each server column cell and set an IP address.

For "Witness HB" setting, click each server column cell to set "Use” or "Do not use”, and then click "Properties” to set detailed settings.

Click "Up" or "Down" to configure the priority to preferentially use the LAN only for the communication among the cluster servers.

For "Mirror Communication Only" setting, click on the cell for each server column and set an IP address.

For the communication route which is used for data mirroring communication, select the mirror disk connect name to be allocated to the
communication route in MDC column.

« Back Next» Cancel

5. The NP Resolution window is displayed.
Note that NP resolution is not configured on this window. The equivalent feature is
achieved by adding the IP monitor resource, custom monitor resource, and multi target
monitor resource. Configure NP resolution in "3)Adding a monitor resource"
You need to examine the NP resolution destination and method depending on the
location of clients accessing a cluster system and the condition for connecting to an on-
premise environment (for example, using a dedicated line). Additionally, you can use
network partition resolution resources for NP resolution.
Click Next.

# Cluster generation wizard

Server
Cluster @ =» Basic Settings @ = Interconnect @ =» NP Resolution = Group = Monitor
Properties Add Remove
NP Resolution List
Type Ping Target node-1 node-2
No NP resolutions

Tuning

@ Configure network partition (NP) resolution function.

Click "Add" to add NP resolution resource and select the type.

For "COM" setting, click each server column cell to configure COM port.

For "DISK" setting, click each server column cell to configure driver letter of the partition for disk heartbeat.

For "Ping" setting, click Ping target column cell to configure IP address of Ping destination, and then click each server column cell to configure "Use" or
"Do not use”.

For "HTTP" setting, click Ping target column cell to configure HTTP packet destination, and then click each server column cell to configure "Use" or "Do
not use”.

For "Majority" setting, double-click each server column cell to configure "Use" or "Do not use”.

For "DISK", "Ping", and "HTTP" settings, the detailed settings can be verified and changed by clicking "Properties".

Click "Tuning" to configure the actions at NP occurrence.

4Back Next » Cancel
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2) Adding a group resource

€ Defining a group
Create a failover group.

1. The Group List window s displayed.
Click Add.

# Cluster generation wizard

Cluster @ = Basic Settings @ = Interconnect @ = NP Resolution® = Group = Monitor
Properties Add Remove Group Resource

Group List

Name Type

No groups

@ Configure failover group to be a unit of fail over.

Click "Add" to add a group.

Click "Properties" to configure the properties of the selected group.
Click "Group Resource” to add resource to the selected group

4 Back Next » Cancel

2. The Group Definition window is displayed.
Specify a failover group name (failoverl) for Name. Click Next.

Group Definition

Basic Settings - Startup Servers = Group Attributes  =»  Group Resource
Type* failover v

Name® failoverl

Comment

@ Select group type.

If using virtual machine resources to cluster virtual machines, select "Virtual machine" as the type. In other cases, select
n u
Failover".

If using server group, check the "Use Server Group".

4 Back Next » Cancel
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3. The Startup Servers window is displayed.
Click Next without specifying anything.
4. The Group Attributes window is displayed.
Click Next without specifying anything.
5. The Group Resource window is displayed.
On this page, add a group resource following the procedure below.

Group Definition

Basic Settings @ = Startup Servers = Group Attributes @ -» Group Resource
Properties Add Remove

Group Resource List
Name Type

No resources

@ Click "Add" to add resources.
Click "Properties” to configure the properties of the selected resource.

4 Back Cancel

€ Mirror disk resource
Create a mirror disk resource.
For details, see "Understanding mirror disk resources" in the Reference Guide.

1. Click Add on the Group Resource List page.

2. The Resource Definition of Group | failoverl window is displayed.
Select the group resource type (Mirror disk resource) from the Type box and enter the
group name (md) in the Name box. Click Next.

Resource Definition of Group | failoverl md

Info < Dependency =» Recovery Operation =» Details

Type® Mirror disk resource v
Name* md
Comment

Get license information

@ Select the type of group resource and enter its name.

ack Next » Cancel

a

m
i

o

3. The Dependency window is displayed.
Click Next without specifying anything.

4. The Recovery Operation window is displayed.
Click Next.
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5. The Details window is displayed.
Select a server name in the Name column of Servers that can run the group and click
Add.

Resource Definition of Group | failoverl

Info® = Dependency @ < Recovery Operation @ < Details
Mirror Disk No.* 1 v

Data Partition Drive Letter”

Cluster Partition Drive Letter”

Cluster Partition Offset Index* 0w
Mirror Disk Connect Select

Servers that can run the group

Name Data Partition Cluster Partition Name
€ node-1

Add
node-2

Edit

Add Servers that can run the group

Tuning

4 Back Cancel

6. The Selection of partition dialog box is displayed. Click Connect, select the data
partition and cluster partition created in "6)Configuring virtual machines", and click
OK.

Selection of partition

Obtain information
Connect
Data Partition
Volume Disk No. Partition No. Size GUID
0 1 500MB
D:¥ 1 71678MB
F:¥ 2 1024MB
¥ 0 129546MB
G¥ 2 19453MB
Cluster Partition
Volume Disk No. Size GUID
0 500MB
D:¥ 1 71678MB
F:¥ 2 1024MB
¥ 0 129546MB
G¥ 2 19453MB
OK Cancel
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7. Perform steps 5 and 6 for node-1 and then node-2 and click Finish.

Resource Definition of Group | failover1 md

Info @ = Dependency @ = Recovery Operation @ = Details

Mirror Disk No.” 1 v
Data Partition Drive Letter* G:
Cluster Partition Drive Letter* F:
Cluster Partition Offset Index* owv
Mirror Disk Connect Select

Servers that can run the group

Name Data Partition Cluster Partition Name
node-1 <
Add
node-2 2>
Remove
Edit
Tuning

1 Back Cancel

€ Azure DNS resource
Provides a mechanism to register or unregister a record to or from Azure DNS.

For details about the Azure DNS resource, see "Understanding Azure DNS resources” in the
Reference Guide.

1. Click Add on the Group Resource List page.

2. The Resource Definition of Group | failoverl window is displayed. Select the group
resource type (Azure DNS resource) from the Type box and enter the group name
(azurednsl) in the Name box. Click Next.

Resource Definition of Group | failoverl

Info < Dependency = Recovery Operation =¥ Details

Type* Azure DNS resource v
Name* azurednsl
Comment

Get license information

@ Select the type of group resource and enter its name.

4Back Next » Cancel

3. The Dependency window is displayed. Click Next without specifying anything.
4. The Recovery Operation window is displayed. Click Next.
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5. Enter the values for each of the following: Record Set Name, Zone Name, IP
Address, Resource Group Name, User URI, Tenant ID, File Path of Service
Principal, Azure CLI File Path. When using the IP address of each server, enter the
IP address in the tab for each server. When setting up the servers separately, enter
any IP address of the servers in the Common tab and then make settings for other

servers.

Resource Definition of Group | failoverl

Info @ < Dependency @ < Recovery Operation @ < Details

Common node-1 node-2
Record Set Name*

Zone Name®

IP Address®

TIL*

Resource Group Name*
Account

User URI®

Tenant ID*

File Path of Service Principal®

Azure CLI File Path*

Delete a record set at deactivation

Tuning

6. Click Finish.

test-recordl

clusterl.zone

10.5.0.120

3600 sec

TestGroupl

http://azure-test

DOC-2000C-2000-X0OCO0000000C

~

azuredns

1 Back Cancel
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3) Adding a monitor resource

€ Azure DNS monitor resource

The mechanism to check the record sets registered to the Azure DNS and whether the name

resolution is available is provided.

For details about Azure DNS monitor resources, see "Reference Guide" > "Understanding

Azure DNS monitor resources."

Adding one Azure DNS resource creates one Azure DNS monitor resource automatically.

4 Custom monitor resource

Sets a script to monitor whether communication with Microsoft Azure Service Management API

is possible, and also monitors health of communication with an external network.

For details about the custom monitor resource, see "Understanding custom monitor

resources" in the Reference Guide.

1. Click Add on the Monitor Resource List page.

2. Select the monitor resource type (Custom monitor) from the Type box and enter the

monitor resource name (genw1) in the Name box. Click Next.

Monitor Resource Definition

Get Licence Info

© select the type of monitor resource and enter its name.

Info - Monitor(common) = Monitor(special) < Recovery Action
Type* Custom monitor v
Name* genwl

Comment

4 Back Next »

3. The Monitor (common) window is displayed.
Confirm that Monitor Timing is Always and click Next.

Monitor Resource Definition

Info @ = Monitor(common) - Monitor(special)
Interval®
Timeout®

Do Not Retry at Timeout Occurrence

Retry Count®
Wait Time to Start Monitoring*

Monitor Timing

® Always
O Active

Choose servers that execute monitoring

=< Recovery Action

O

60 SEC
120 sec
1 time
3 sec
Server

4 Back Next ¥

Cancel

genw

Cancel
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4. The Monitor (special) window is displayed.
Select Script created with this product.
The following shows the sample of a script to be created.
< EXPRESSCLUSTER installation_path>\bin\clpazure_port_checker -h
management.core.windows.net -p 443
EXIT %ERRORLEVEL%

Select Synchronous for Monitor Type. Click Next.

Monitor Resource Definition

Info @ < Monitor(common) @ < Monitor{special) < Recovery Action

O User Application

®) Script created with this product

Monitor Type

Normal Return Value*

Kill the application when exit

Wait for activation monitoring to

Edit View Replace
® synchronous
O Asynchronous
"]
O
O

stop before stopping the cluster

4 Back Next» Cancel

5. The Recovery Action window is displayed.
Select Execute only the final action for Recovery Action, LocalServer for Recovery
Target, and No operation for Final action.

Monitor Resource Definition

Info @ < Monitor(common) @ < Monitor(special) @ -* Recovery Action

Recovery Action Execute only the final action v
Recovery Target LocalServer Browse

Execute Script before Final Action ]

Final Action No operation v

Script Settings

4 Back Cancel

6. Click Finish to finish setting.
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*

IP monitor resource

Creates an IP monitor resource to monitor communication between clusters that are configured
with virtual machines, and also to monitor whether communication with an internal network is
health.

For details about the IP monitor resource, see “Understanding IP monitor resources" in the
Reference Guide.

1. Click Add on the Monitor Resource List page.
2. Select the monitor resource type (IP monitor) from the Type box and enter the monitor
resource name (ipw1l) in the Name box. Click Next.

Monitor Resource Definition

Info - Monitor(common) =» Monitor(special)

Type® IF monitor v
Name* ipwil

Comment

Get Licence Info

© Select the type of monitor resource and enter its name.

3. The Monitor (common) window is displayed.
Confirm that Monitor Timing is Always.

Monitor Resource Definition

Info @ = Monitor(common) = Monitor(special) =» Recovery Action

Interval® 60 sec
Timeout® 60 sec
Do Not Retry at Timeout Occurrence O

Retry Count*® 1 time
Wait Time to Start Monitoring* o] sec

Monitor Timing

® Always
O Active

Choose servers that execute monitoring Server

4Back Next » Cancel

Select one available server for Choose servers that execute monitoring.
Click OK and click Next.

Failure Detection Server

O All servers
® select
Servers that can run the Group Available Servers
Name « Name
node-1 Add node-2
>
Remove

oK Cancel Apply
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4. The Monitor (special) window is displayed.

Monitor Resource Definition

Info @ < Monitor(common) @ < Monitor(special) < Recovery Action
Edit Add Remove

IP Address List
IP Address

No Ip Address

Please add a IP Address.

ping Timeout* 5000 msec

4 Back Next » Cancel

On the Common tab, select Add of IP Address and set an IP address of a server other
than the server selected in step 3. Click Next.

IP Address Settings

IP Address* 10.5.0.121

QK Cancel

Monitor Resource Definition

Info® = Monitor(common) @ = Monitor(special) < Recovery Action
Edit Add Remove

1P Address List

IP Address

10.5.0.121

ping Timeout* 5000 msec

4 Back Next » Cancel
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5. The Recovery Action window is displayed.
Select Execute only the final action for Recovery Action, LocalServer for Recovery
Target, and No operation for Final action.

Monitor Resource Definition

Info @ =» Monitor(common) @ = Monitor(special) @ -» Recovery Action
Recovery Action Execute only the final action v
Recovery Target * LocalServer Browse
Execute Script before Final Action O
Final Action No operation v
Script Settings
4 Back Cancel

Click Finish to finish setting.

Then, create a monitor resource on the other server. Click Add on the Monitor

Resource List page.

8. Select the monitor resource type (IP monitor) from the Type box and enter the monitor
resource name (ipw2) in the Name box. Click Next.

9. The Monitor (common) window is displayed.
Confirm that Monitor Timing is Always.
Select one available server for Choose servers that execute monitoring. Click OK
and Click Next.

10.The Monitor (special) window is displayed.
On the Common tab, select Add of IP Address and set an IP address of a server other
than the server selected in step 9. Click Next.

11.The Recovery Action window is displayed.
Select Execute only the final action for Recovery Action, LocalServer for Recovery
Target, and No operation for Final action.

12.Click Finish to finish setting.

No
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€ Multi target monitor resource
Creates a multi target monitor resource to check the statuses of the custom monitor resource
and IP monitor resource. The custom monitor resource monitors communication to Microsoft
Azure Service Management API. The IP monitor resource monitors communication between
clusters that are configured with virtual machines.
If their statuses are abnormal, execute the script in which the processing for NP resolution is
described.

For details about the multi target monitor resource, see "Understanding multi target monitor
resources” in the Reference Guide.

1. Click Add on the Monitor Resource List page.
2. Select the monitor resource type (Multi target monitor) from the Type box and enter the
monitor resource name (mtw1) in the Name box. Click Next.

Monitor Resource Definition

Info - Monitor(common) =¥ Monitor(special) =* Recovery Action
Type® Multi target monitor v
Name* mtwl

Comment

Get Licence Info

@ Select the type of moenitor resource and enter its name.

4 Back Next » Cancel

3. The Monitor (common) window is displayed.
Confirm that Monitor Timing is Always and click Next.

Monitor Resource Definition

Info @ - Monitor(common) -» Monitor(special) <» Recovery Action

Interval® 60 sec
Timeout* 60 sec
Retry Count® 1 time
Wait Time to Start Monitoring* 0 sec

Monitor Timing

® Always
O Active

Choose servers that execute monitoring

Server

4 Back Next » Cancel
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4. The Monitor (special) window is displayed.
From Available Monitor Resources, select the custom monitor resource (genw1l) for
checking communication with Service Management APl and two IP monitor resources
(ipwl and ipw2) that are set to both servers. Then, click Add to add them to Monitor
Resource List. Click Next.

Monitor Resource Definition miw
Info @ < Monitor(common) @ < Monitor(special) - Recovery Action
Monitor Resource List Available Monitor Resources
Monitor Resource Type €« Monitor Resource Type
genwl genw Add userw userw
ipwl ipw EY
. Remove
ipw2 ipw
Tuning
4 Back Next » Cancel

5. The Recovery Action window is displayed.
Specify Execute only the final action for Recovery Action, LocalServer for
Recovery Target, and Stop the cluster service and shutdown OS for Final action.

Monitor Resource Definition

Info @ = Monitor(common) @ <» Monitor(special) @ -» Recovery Action
Recovery Action Execute only the final action v
Recovery Target * LocalServer Browse
Execute Script before Final Action [l
Final Action Stop the cluster service and shutdown 0OS v
Script Settings
4 Back Cancel

6. Click Finish to finish setting.
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4) Setting the cluster properties

For details about the cluster properties, see "Cluster properties” in the Reference Guide.

€ Cluster properties
Configure the settings
EXPERSSCLUSTER.

in Cluster

Properties

to

link Microsoft Azure and

1. Enter Config Mode from Cluster WebUI, click the property icon of the cluster name.

Cluster Properties | Clusterl

Info  Interconnect NP Resolution Timeout Port No. Monitor Recovery Alert Service WebManager
Alert Log Delay Warning  Disk  Mirror Disk  Account  RIP(Legacy) Migration Extension
Cluster Name Clusterl
Comment
Language English w
OK Cancel Apply

2. Select the Timeout tab. For Timeout of Heartbeat, specify a value calculated by

“A+B+C” as described below.

A: Interval of the monitor resource being monitored by the multi target monitor
resource for NP resolution x (Retry Count+1)
* Among three monitor resources, select the monitor resource whose calculation

result is the largest.

B: Interval of the multi target monitor resource x (Retry Count+1)
C: 30 seconds (Waiting time for heartbeat not to time out before the multi target
monitor resource detects an error. The time can be changed accordingly.
Note: If Timeout of Heartbeat is shorter than the time that the multi target monitor
resource requires to detect an error, a heartbeat timeout will be detected before
starting the NP resolution processing. In this case, the same service may start doubly
in the cluster because the service also starts on the standby server.

Cluster Properties | Clusterl

Info  Interconnect NP Resolution = Timeout

Alert Log Delay Warning  Disk  Mirror Disk

Network initialization complete 3
wait time*

Server Sync Wait Time* 5
Heartbeat
Interval* 3

Timeout* 270

Server Internal Timeout® 180

Initialize

Port No.

Account

Monitor

RIP(Legacy)
min

min

Recovery

Migration

Alert Service

webManager

Extension

QK Cancel Apply

Click OK.
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5) Applying the settings and starting the cluster

1. Click Apply the Configuration File in the config mode of Cluster WebUI.
A popup message asking “Do you want to perform the operations?” is displayed. Click OK.
When the upload ends successfully, a popup message saying "The application finished
successfully." is displayed. Click OK.
If the upload fails, perform the operations by following the displayed message.

2. Select the Operation Mode on the drop down menu of the toolbar in Cluster WebUI to
switch to the operation mode.Select Start Cluster in the Status tab of Cluster WebUI and
click.

3. Confirm that a cluster system starts and the status of the cluster is displayed to the Cluster
WebUI. If the cluster system does not start normally, take action according to an error
message.

For detalils, refer to the following:

e Installation and Configuration Guide
— How to create a cluster
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3.4 Verifying the created environment

Verify whether the created environment works properly by generating a monitoring error to fail over
a failover group.
If the cluster is running normally, the verification procedure is as follows:

66

1.

2.

Start the failover group (failoverl) on the active node (node-1). In the Status tab on the
Cluster WebUI, confirm that Group Status of failoverl of node-1 is Normal.

Log in to the Microsoft Azure portal, select clusterl.zone on the DNS zone blade, and then
select Summary. Check the DNS servers displayed on the upper right of the window (hame
server 1, name server 2, name server 3, and name server 4 in the window example).
Confirm that the relevant record set exists in the DNS servers checked in the above step by
executing the nslookup command as follows:

nslookup test-recordl.clusterl.zone <DNS_servers_checked_in_the above step>

On the Microsoft Azure portal, delete an A record from the DNS zone. This causes
azurednswl to detect a monitoring error. On the DNS zone blade, select clusterl.zone and
then Summary.

Select the record you want to delete and click Delete. When the deletion confirmation dialog
box is displayed, select Yes.

When the time specified for Interval of azurednswl elapses, the failover group (failoverl)
enters an error status and fails over to node-2. In the Status tab on the Cluster WebUI,
confirm that Group Status of failoverl of node-2 is Normal.

Confirm that the relevant record set exists in the DNS servers checked in the above step by
executing the nslookup command as follows:

nslookup test-recordl.clusterl.zone <DNS_servers_checked_in_the above_step>

Verifying the failover operation when an A record is deleted from the DNS server is now complete.
Verify the operations in case of other failures if necessary.
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Chapter 4 Cluster Creation Procedure
(for an HA Cluster Using an

Public Load Balancer)
4.1 Creation example

This guide introduces the procedure for creating a 2-node unidirectional standby cluster using
EXPRESSCLUSTER on Microsoft Azure. This procedure is intended to create a mirror disk type
configuration in which node-1 is used as an active server.
The following tables describe the parameters that do not have a default value and the parameters
whose values are to be changed from the default values.

*  Microsoft Azure settings (common to node-1 and node-2)

Setting item | Setting value
Resource group setting
Resource group TestGroupl
Region Japan East
Virtual network setting
Name Vnetl
Address space 10.5.0.0/24
Subnet Name Vnetl-1
Subnet Address range 10.5.0.0/24
Resource group TestGroupl
Location Japan East
Load balancer setting
Name TestLoadBalancer
Type Public

Public IP address: Name TestLoadBalancerPubliclP
Public IP address: | Static

Assignment
Resource group TestGroupl
Region Japan East
Backend pool: Name TestBackendPool
Associated to Availability set
Target virtual machine node-1
node-2
Network IP configuration 10.5.0.120
10.5.0.121
Health probe: Name TestHealthProbe
Health probe: Port 26001
Load balancing rule: | TestLoadBalancingRule
Name

Load balancing rule: Port | 80 (Port number offering the operation)

Load balancing rule: | 8080 (Port number offering the operation)
Backend port
Inbound security rule setting

Name TestHTTP
Protocol TCP
Destination Port range 8080 (Port number offering the operation)
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Microsoft Azure settings (specific to each of node-1 and node-2)

Setting item

Setting value

node-1

| node-2

Virtual machine setting

Disk type Standard HDD
User name testlogin
Password PassWord_123
Resource group TestGroupl
Region Japan East
Network security group setting

Name

| NetSecGroup-1

Availability set setting

Name

AvailabilitySet-1

Update domains

5

Fault domains

2

Diagnostics storage account setting

Name

Automatically generated (testgroupldiag679)

Replication

Locally-redundant storage (LRS)

IP configuration setting

IP address | 10.5.0.120 | 10.5.0.121
Blob storage setting
Name node-1Blobl | node-2Blob1

Source type

None (empty disk)

Account type

Standard HDD

EXPRESSCLUSTER settings (cluster properties)

Setting item Setting value
node-1 | node-2
Cluster Name Clusterl
Server Name node-1 | node-2
Timeout Tab: Heartbeat | 210

timeout

EXPRESSCLUSTER settings (failover group)

Resource name Setting item Setting value

Mirror disk resource Name md
Details Tab: Data Partition | G:
Drive Letter
Details Tab: Cluster Partition | F:
Drive Letter

Azure probe port resource | Name azureppl
Probe port 26001 (Value specified for Port

of Health probe)
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EXPRESSCLUSTER settings (monitor resource)

Monitor resource name Setting item Setting value
Mirror disk monitor | - -
resource
Azure probe port monitor | Name azureppwl
resource Recovery Target azureppl
Azure  load balance | Name aurelbwl
monitor resource Recovery Target azureppl
Custom monitor resource | Name genwl
Script created with this product | On
Monitor Type Synchronous
Normal Return Value 0

Recovery Action

Execute only the final action

Recovery Target

LocalServer

IP monitor resource Name ipwl
Server to monitor node-1
IP address 10.5.0.121
Recovery Action Execute only the final action
Recovery Target LocalServer
IP monitor resource Name ipw2
Server to monitor node-2
IP address 10.5.0.120
Recovery Action Execute only the final action
Recovery Target LocalServer
Multi target monitor | Name mtwl
resource Monitor resource list genwl
ipwl
ipw2

Recovery Action

Execute only the final action

Recovery Target

LocalServer

Execute Script before Final | On
Action
Timeout 30
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4.2 Configuring Microsoft Azure

1) Creating aresource group
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a resource group following
the steps below.

1. Select Resource groups or the resource group icon in the menu on the left side of the window.
If there are existing resource groups, they are displayed in a list.

Microsoft Azure R Search resources, services, and docs

Home () Dashboard [

@ choose your default view

Create a resource

oA Azure services
Dashboard — —
- 5o ® & e <7 >~ @&
All services
virtual Storage AppServices  SQLdatsbases Azure Datsbase Azure Cosmos  Kubemetes  Function Apps Azure Cognitive
FAVORITES machines accounts for PostgresQL ol senvices Databricks Services

All
resources Make the most out of Azure

Resource groups

& App services 3 -
3 3 J ® w
% Function Apps .
8 SOl databases Learn Azure vith free online Monitor your apps and Secure your apps and Optimize performance. Connect ta Azure viz an
p courses by Microsoft infrastructure infrastructure reliability, securty, and costs authenticsted browser-based
& nzure Cosmos DB Y Mic @ = v v shell
B virtual machines Microsoft Leam 2 re Monitor
& Load balancers
B8 storage accounts Recent resources  See zll your recent resources See all your resources
Virtual networks NAME TYPE LAST VIEWED
@ Azure Active Directory (] Virtual machine (classic) 2hage
@ onitor o Virtual machine (classic) 14 hago
@ Advisor © Resource group 14 hago
@ security Center Cloud service (dlassic) 21hago
@ cost Management + Bill.. Z Virtual machine 3dzg0
P s
Help + support ) Resource group 3dago
% subscriptions ¢ Virtual machine 3dago
istrati ng features that help you solve
) (R ISR Virtual machine 3dago 9 P

70



Cluster Creation Procedure (for an HA Cluster Using an Public Load Balancer)

2. Select +Add at the upper left of the window.

Microsoft Azure P search resources, services, and docs

Home > Resource groups
Create a resource Resource groups » X

Home

4 rdd EZeditcolumns O Refresh 4 Exportto €SV
Dashboard

Subscriptions:
All services

Al locations v | [Aitegs ~ | [ No grouping [~

FAVORTES

2items
All resources

NAME SUBSCRIPTION LocaTion

Resource groups

& app senvices

% Function Apps

= sl databases

& Azure Cosmos DB
Virtual machines

@ Load balancers

B storage accounts
Virtual networks

& Azure Active Directory

@ Monitor

@ Advisor

@ security Center

© cost Management + Bill...
Help + support

% subscriptions

% App registrations

3. Specify Resovurce group, Subscription, and Region, and click Review+Create.

Microsoft Azure P search resources, services, and docs

Home > Resource groups > Create a resource group
Create a resource Resource groups « X Create a resource group e

Home

=+ add

* More

Dashboard Basics Tags Review + Create

Al services
Resource group - A container that holds related resources for an Azure solution. The resource group can include all the

- e resources for the solution, or only those resources that you want to manage 25 a group. You decide how you want to
allocate resources to resource groups based on what makes the most sense for your argenization, Leam mo

Al resources
PROJECT DETAILS
Resource groups scription © v
Services
& ap TestGroupl v
% Function Apps
= soL databases
Japan East v

& Azure Cosmos DB
I8 virtual machines
@ Load balancers
B8 storage accounts

Virtual networks

@ Azure Active Directory

@ wonitor

@ advisor

@ Security Center
® Cost Management + Bill...

2 Help + support

® subscriptions

- T e ]

% App registrations
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2) Creating avirtual network

Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a virtual network following

the steps below.

1. Select +Create a resource or the + icon in the menu on the left side of the window.

Microsoft Azure

Create a resource
Home
Dashboard
Al services
FAVORITES
All resources

%) Resource groups

& App services

% Function Apps

R sl databases

& Azure Cosmos D8

80 virtual machines

4 Load balancers

B Storage accounts
Virtual networks

@ Azure Active Directory

& Monitor

@ Advisor

@ security Center

®) Cost Management + Bill

2 Help + support

$ subscriptions

% App registrations

P Search resources, services, and docs

@ choose your default view

) Home () Dashboard

Azure services

B = @ §

Virtual Storage App Services  SQL databases
machines accounts
Make the most out of Azure
A X

Learn Azure with free online
courses by Microsoft

Monitor your 2pps and
infrastructure

Microsoft Leam [5 Azure Monitor >

Recent resources  See all your recent resources > See all your
NAME TYPE

Virtual machine (classic)

fel Hel

Virtual machine (classic)

K]
]

Resource group

Cloud service (classic)

]
[.

Virtual machine

Resource group
2 Virtual machine

a Virtual machine

® =

Azure Database
for PostgresaL

0

Seeure your apps and
infrastructure

Security Center >

resources >
LAST VIEWED
2hago
14 h ago
14 h ago
21hago
3dago

3dago

2. Select Networkin-g and then Virtual network.

Microsoft Azure

(Create a resource
Home
Dashboard
Al servicas
FAVORITES.
Al resources
%) Resource groups
& App Services
% Function Apps
R sl databases
& Azure Cosmos DB
I8 virtual machines
4 1oad balancers
S storage accounts
Virtual networks
@ Azure Active Directory
@ Monitor
B Advisor
@ Security Center
2 Cost Management + Bill
d Help + support
4§ subscriptions

% App registrations

AzureCosmos  Kubernetes

ure
services Databricks

P search resources, services, and docs

Home > New

New

Featured

Virtual network
Quickstart tutorial

Azure Marketplace Seeall

Get started

Recently created

Compute Load Balancer
- =am mare
Networking
Storage Application Gateway
Web Lesm more
Mobile )
Virtual network gateway
Containers Leam more
Databases
Virtual WAN
Analytics

am mare

Al + Machine Learning

Internet of Things DNS zone
Quickstart tutorial

Mixed Reality

Integration Cisco ASAv - BYOL 4 NIC (preview)
eam more

Security

Identity Citrix ADC 12.0 VPX Enterprise

Developer Tools
eam more

Management Tools

Software as a Sevice (52a5) Quickstart whorsl

Edition - 200Mbps (preview)

Seeall

<5 $ &

Function Apps Cognitive
Services

9

Connect to Azure via 2n
authenticated browser-based
shell

Optimize performance,
reliability, security, and costs

Azure Advisor > Cloud Shell >

Useful links

Get started or go deep
Our articles include everything from quickstarts, samples, and
tutorials to help you get started, to SDKs and architecture guides for
designing applications.

h technical docs [2

Discover Azure products [3
Explore Azure offers that help tum ideas into solutions, and get info
on support, training, and pricing

Keap current with Azure updates [

Learn more and what's on the roadmap and subscribe to
notifications to stay informed. Azure.50 raps up all the news
from last week in Azure.

News from the Azure team [2
Hear right from the team developing features that help you solve
problems in the Azure blog.
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3. Specify Name, Address space, Subscription, Resource group, Location, Name of Subnet,
and Address range, and click Create.

Microsoft Azure 5 Search resources, services, and docs

Home > New > Create virtual network

Create a resource Create virtual network o X
Home
* Name
Dashboard
Al services
* Address space @
FAVORITES 10500/16 v
. 10500 - 10.5.255.255 (65536 addresses)
Al resources
* Subseription
%) Resource groups ~
& App Services * Resource group
% Function Apps TestGroup1 v
Create new
= 50l databases
* Location
& Azure Cosmos DB Jr—— o

8 virtual machines
4 Load balancers
B8 storage accounts

Virtual networks

& Azure Active Directory

Monitor

Advisor

Service endpoints

Security Center Disabled

Cost Management + Bill. Frewil 0
Help + support Disabled [|ERTTR] .

Subscriptions
Automation options

w App registrations
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3) Creating a virtual machine

Log in to the Microsoft Azure portal (https://portal.azure.com/) and create virtual machines and disks

following the steps below.

Create as many virtual machines as required to create a cluster. Create node-1 and then node-2.

1. Select +Create a resource or the + icon in the menu on the left side of the window.

Microsoft Azure

2 search resources, services, and docs

Create a resource

Home
Dashboard m
Al services =
Virtual Storage
FAVORITES machines accounts

Al resources
%) Resource groups

& App services A

% Function Apps

Learn Azure with free online
& Asure Cosmos DB courses by Microsoft
I8 virtual machines Microsoft Leam I3
@ Load balancers

B8 Storage accounts Recent resources

Virtual networks NAME
@ Azure Active Directory =]
@ Monitor E3)
- advisor ) -

@ security center

®) Cost Management + Bill..

®
[.

3 Help + support

® subscriptions Q

% App registrations o

See all your recent resources >

Dashboard

<)
& =
App Services  SQL databases

Azure Da

® =

for PostgresQL

Make the most out of Azure

Monitor your 2pps and
infrastructure

Azure Monitor >

TYPE
Virtual machine (classic)
Virtual machine (classic)
Resource group

Cloud service (classic)
Virtual machine
Resource group

Virtual machine

Virtual machine

2. Select Compvute énd then See all.

0

Secure your apps and
infrastructure

Security Center >

See all your resources >

LAST VIEWED
2hago
14 h age

14 h ago

base  Azure Cosmos

Microsoft Azure

P search resources, services, and docs

Home > New

Create a resource New

Home

e Marketp)

Dashboard

All services Azure Marketplace
FAVORTTES

Get started
Al resources

Recently created
4] Resource groups -

& App Services
Networking
% Function Apps
- Storage
= soL databases
. Web
& Azure Cosmos DB
Mobile
I8 virtual machines
Containers
4 Load balancers
Databases
[ storage accounts
Analytics
Virtual networks
Al + Machine Leaming

@ Azure Active Directory
@ wonitor

@ Advisor

Internet of Things
Mixed Reality

Integration

@ Security Center Security

2 Cost Management + Bill... Identity

)
& Help + support Developer Tools
® subsaiptions Management Tecls

' App registrations Software as a Service (SaaS)

See al

Featured

Windows Server 2016 Datacenter
Quickstart tutorial

Red Hat Enterprise Linux 7.2

& o

Quickstart tutorial

Ubuntu Server 18.04 LTS

Leamn more

Windows Server 2016

Leam more

SUSE Linux Enterprise Server

software purchase

Service Fabric Cluster

Quickstart tutorial

Web App for Containers

Quickstart tutorial

Function App

Quickstart tutorial

Batch Service
Quickstart tutorial

BB MO

SQL Server 2017 Enterprise

Seeall

<

Function Apps

3

Cognitive
Services

ure
Databricks

Kubemetes
services

Y >

Connect to Azure via 2n
authenticated browser-based
shell

Optimize performance,
reliability, security, and costs

Azure Advisor > Cloud Shell >

Useful links

Get started or go deep with technical docs [

Our articles include everything from quickstarts, samples, and
tutorials to help you get started, to SDKs and architecture guides for
designing applications.

Discover Azure products [2
Explore Azure offers that help tum ideas into solutions, and get info
on support, training, and pricing

Keep current with Azure updates [
Learn more and what's on the readmap and subscribe to
notifications to stay informed. Azure.Source wraps up all the news
from last week in Azure.

News from the Azure team [2
Hear right from the team developing features that help you solve
problems in the Azure blog. <
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Select Windows Server 2016 Datacenter.

When the Basics tab appears, specify the settings of Subscription, Resource group, Virtual
machine name, Region, Image, Size, Username, Password, and Confirm password.
Select Availability set from Availability options, and click Create new under the Availability
set field. When the Create new blade appears, specify the settings of Name, Fault domains,
and Update domains. Then click OK.

Microsoft Azure A Search resources, services, and docs

Home > New > Create a virtual machine
Create a resource Create a virtual machine X
Home

Dashboard

s Disks Networking Management Guestconfig Tags Review + create

All services Create a virtual machine that runs Linux or Windows. Select an image from Azure marketplace or use your own customized image.

Complete the Basics tab then Review + create to pravision a virtual machine with default paremeters or review cach tab for full
customization.
Looking for classic

FAvORITES

from Azure Marl
All resources
Resource groups PROJECT DETAILS

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage all your

& App services resources.
% Function Apps .
R sl databases
& Azure Cosmos DB
I8 virtual machines
INSTANCE DETAILS
4 Load balancers * Vit machine name @ [rodet 7]
B storage accounts
* Region @ Japan East ~
Virtual networks
. Av ‘ Availability set ~ ‘
@ Azure Active Directory
© vonitor * Availability set @ abilitySet-1 v
@ Advisor
* Image @ Server 2016 Datacenter hd
@ security center mages =
©® Cost Management + Bill.. +sizz@ | standara a1

)

2 Help + support

£ subscrptions

Microsoft Azure P Search resources, services, and docs &
Home > New > Create a virtual machine Create new X
Create a resource Create a virtual machine

Group two or more VMs in an availability set to ensure that at least one

# tome ilable during planned or unplanned maintenance svents, Leam

¥ pashboard s Disks

tworking ~ Management ~ Guest config Tags ~Review + create

All services

omized image.
tab for full

Create a virtual machine that runs Linux or Windaws, Select an image from Azure marketplace or use your ow
Complete the Basics tab then Review + create to provision a virtual machine with default parameters or reviey
customi
Loaking for classic V)

v

X FAVORITES
ion.

¥4 Resource groups PROJECT DETAILS

Select the subscription to manage deployed resources and costs. Us

esource groups like folders to organize and manage all your

& app services resources. .
# Function Apps [
R sqL databases
% nzure Cosmos DB
8 virtual machines
INSTANCE DETAILS
Load balancers .
® * Vil machine name © [roden |
B storage accounts
* Region @ Japan East v
Virtual networks
Avsiabilty opions @ [ty st ]
@ Azure Active Directory
@ wonitor * Availabilty set @ v
@ Advisor
* Image @ Server 2016 Datacenter v

@ security Center mages and disks

© cost Management + Bill...

| standara a1
Help + support

R ==
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5. Click Change size to display the Select a VM size blade.
From the list, choose a size (Al - Standard in this guide) suitable for your virtual machine and
click Select.
Regarding the Virtual machine name, node-1 is for node-1, and node-2 is for node-2.
Click Next: Disks >

Microsoft Azure D Search resources, services, and docs

Home >
Create a resource Create
fault fiters
Home customiz
Looking 1
Dashboard eckng Fop Add fiter
. PROJECT
Al services Showing 191 VM sizes. | Subscription: | Region: Japanast | Current size: Standard AT
Select the
EoES ISOUE ymsze o oFreRING eamiLy veus | mam(GE) | DATADISKS max 10Ps TEMPORARY STOR... | PREMIUM DISK SUP. cosT/MONTH (ESTi...
All resources * Subscri
: A0 Standard General purpose 1 075 1 1x500 No %001
Resource groups !
A0 Basic General purpose 1 075 1 1x300 No 1838
& App services
5 runct Al Standard General purpose 1 175 2 24500 No 9839
el INSTANGE
M s ) Al Basic General purpose 1 175 2 2300 No a1
* Virtua
4 Azura Cosmos DB A2 Standard General purpose 1 2 2 20500 No 6748
* Region
I8 virtual machines A2 Standard General purpose 2 35 1 %500 No 7677
4 Load balancers a2 Basic General purpose 2 35 a 300 No ¥12083
| S rerpenns A2 Standard General purpose 2 4 4 24500 Ne $14173
Virtual networks
A2m 2 Standard General purpose 2 16 4 4500 No ¥19426
@ Azure Active Directory
A Standard General purpose 4 7 8 6x500 No s
& Monitor
) A Basic General purpose 4 7 8 300 No ¥31680
@ Advisor AOMINIS
[ P—— *lUserma M Standard General purpose 8 14 16 16x500 No 70887
® Cost Management + ill % M Basic General purpose 8 1 16 16x300 No 63350

2 Help + support

urrency that include only Azure infrastructure costs and any ints for the subscription and location. The prices don'tinclude any

% subsciptions - m Prices presented are estimates in your

applicable softnare costs. Vi

2. Final charges will appear in your local currency in cost analysis and billing viewss.

» App registrations 1
When the Disks tab appears, go through the following steps to add a blob to be used for a
mirror disk (cluster partition or data partition).

From the DATA DISKS list, click Create and attach a new disk.

Microsoft Azure P Search resources, services, and docs

6.

Home > New > Create a virtual machine

Create a resource Create a virtual machine ®
Home
Dashboard Basics Disks Networking Management Guestconfig Tags Review + create
All services Azure VMs have one operating system disk and  temporary disk for short-term storage. You can sttach additional data disks. The size of
eavoRTES the UM determines the type of storage you can use and the number of date disks
Al resources DIsk OPTIONS
g ) Standard SSD ~

Resource groups.

& app services L]

% Function Apps

- DATA DISKS

= SQL databas

You can add and configure additional data disks for your virtual machine or attach existing disks. This VM also comes with a temporary
& Azure Cosmos DB disk

W Virtual machines wn NAME size (618) DISKTYPE HOST CACHING

@ Load balancers

achanewdisk  Att

S storage accounts
Virtual networks
v ADUANCED
4 Azure Active Directory
@ Monitor

@ Advisor

@ security Center

® Cost Management + Bill.




Cluster Creation Procedure (for an HA Cluster Using an Public Load Balancer)

7.

The Create a new disk blade appears.

Specify the settings of Disk type, Name, Size (GiB), and Source type. Then click OK.
Click Next: Networking >.

Microsoft Azure

Create a resource
# Home
¥ Dashboard

Al services

*  FAVORITES

& app senvices
% Function Apps
R sl databases
& Azure Cosmos DB
8 Virtual machines
4 Load balancers
B storage accounts
Virtual networks
@ Azure active Directory
@ wonitor
B Advisor
@ security Center
® cost Management + Bill.

2 Help + support

14

ions

D Search resources, services, and docs

Home > New > Create a virtual machine > Create a new disk

Create a new disk

Create a new disk to store applications and d
type, and number of transactions.

sk pricing varies based on factors including disk size, storage
naged Disks

Learn mor

* Disk type @ [ standara HoD ]
[ node-18i061 ‘]
* type @ None (empty disk) >

ESTIMATED PERFORMANCE @
10PS limit 500

Throughput limit (MB/s) 60

The Networkihg tab appears.

Specify the settings of Virtual network, Subnet, Network security group, and Configure
network security group.

Click Create new under the Configure network security group field to display the Create
network security group blade. Specify the setting of Name and then click OK.

Click Next: Management >

Microsoft Azure

Create a resource
# Home
¥ Dashboard
Al services
* PAVORITES
£ All resources
¥4 Resource groups
& App Services
% Function Apps
= 501 databases
& Azure Cosmos DB
I8 virtual machines
@ Load balancers
B8 storage accounts
Virtual networks
@ Azure Active Directory
@ wonitor
@ advisor

@ security Center

® Cost Management + Bill...

B Help + support

4§ subscriptions

% App registrations

P Search resources, services, and docs

Home > New > Create a virtual machine > Create network security group

t  Guestconfig Tags Review + create

configuring network interface card (NIC) settings. You can control ports, inbound

[ place behind an existing load balancing solution. Learn more

il be created for you.

Mext : Management >

‘

X

Inbound rules @
1000: default-allow-rdp

Any
RDP (TCP/3389)
Outbound rules @

No results

+ Add an outbound rule
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9. The Management tab appears.
Click Create new under the Diagnostics storage account field to display the Create storage
account blade.
Specify the settings of Name, Account kind, and Replication. Then click OK.
In the Diagnostics storage account field, the default value is automatically generated and
entered.
Click Next: Guest config >.

Microsoft Azure P Search resources, services, and docs
Home > New > Create a virtual machine Create storage account
Create a resource Create a virtual machine
Home * Name
testgroupldiag210
Dashboard Basics Disks Networking Management Guestconfig  Tags  Review + create g =
e coremindowsnet
All services Configure monitoring and management aptions for your VM. Account kind @
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FAVORITES
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Resource groups
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Services
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% Function Apps c e
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IDENTITY
& Azure Cosmos DB
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8 virtual machines
@ Load balancers AUTO-SHUTDOWN
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B storage accounts - -
Virtual networks BACKUR
@ Azure Active Directory Enable Oon @ o

@ wonitor

@ advisor

@ security Center

@ cost Management + Bill.

) Help + support

Microsoft Azure P Search resources, services, and docs

Home > New > Create a virtual machine
Create a resource Create a virtual machine X
Home

Dashboard Basics Disks Networking Management Guestconfig Tags Review + create

All services Add additional configuration, agents, scripts or applications via virtual machine extensions or cloud-init
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EXTENSIONS
All resources Extensions provide post-deployment configuration and automation.
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& App Services

AT CLOUD INIT

Cloud init is a wi

R saL databases

y used approach to customize a Linux VM as it boots for the first time, You can use cloudinit to install packay
e files or to configure users and security. Learn more

& Azure Cosmos DB
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@ Load balancers
B storage accounts
Virtual networks
@ Azure Active Directory
@ Monitor
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W Security Center

© cost Management + Bill..
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11. Click Next: Review + create >.

Microsoft Azure P search resources, services, and docs

Home > New > Create a virtual machine
Create a resource Create a virtual machine X
4+ Home

¥ Dashboard Basics  Disks Ny

working ~ Management ~Guest config Tags Review + create
= Tags are name/uslue pairs that ensble y
resources and resource groups. Learn more

to categorize resources and v

olidated billing by applying the same tag to multiple

X FAVORITES

Note that if you create tags and then change res

rce settings on other tabs, your tags will be automatically updated.

Resource groups NAME VALUE RESOURCE
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% Function Apps
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8 Virtual machines
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B8 storage accounts
Virtual networks

& Azure Active Directory

@ Monitor

@ advisor

@ security Center

© cost Management + Bill...
Help + support

3 et [ ] [ o]

% App registrations

12. The Review + create tab appears. Check the contents. If there is no problem, click Create.
The deployment starts and takes several minutes.

Microsoft Azure R Search resources, services, and docs

Home > New > Create a virtual machine
Create a resource Create a virtual machine X

Home
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Dashboard
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FavorTes

PRODUCT DETAILS
All resources

Standard A1 Pricing not available for this offering

Resource groups
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Availability set

& Monitor
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@ agvisor testlogin
@ security center e
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® cost Management + Bill..
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2 Help + support
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4) Setting a private IP address

Log in to the Microsoft Azure portal (https://portal.azure.com/) and change the private IP address
setting following the steps below. Since an IP address is initially set to be assigned dynamically,
change the setting so that an IP address is assigned statically. Change the settings of node-1 and

then node-2.

1.

Microsoft Azure

Create a resource

Azure services e

@ choose your defaut view

R search resources, services, and docs

Home () Dashboard

Home
Dashboard — @ @ =
Al services -
Virtual Storage App Services  SQLdatabases Azure Datsbase  Azure Cosmos
FAVORITES machines accounts for PostaresQL

Al resources
Resource groups

& App services A

% Function Apps

% SOLdatabases Learn Azure with free onl

& Azure Cosmos DB courses by Microsoft
I8 virtual machines Microsoft Leam [
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S storage accounts

Virtual networks NAME
4 Azure Active Directory )
@ Monitor £)
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@ security Genter
® cost Management + Bill.
S welp + support ©

4§ subscriptions

% App registrations

2.

Microsoft Azure
Home > Resource groups
Create a resource Resource groups

Home
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Dashboard

Subscriptions:

All services

Recent resources  se

Make the most out of Azure

> 0

Monitor your zpps and
infrastructure
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Azure Monitor Security Center
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Virtual machine (classic) 14h age
Resource group 14hago
Cloud service (classic) 21hago
Virtual machine 3dago
Resource group 3dago
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Select TestGroupi from the resource group list.

P Search resources, services, and docs

Q) Refresh + Export to CsV

Alllocations
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Al resources
Resource groups

& App Services
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% App registrations

SUBSCRIFTION

Select Resource groups or the resource group icon in the menu on the left side of the window.

<7

Function Apps

&

Cognitive
Services

Azure
Databricks

Kubemetes
services

g -

Connect to Azure via an
authenticated browser-based
shell

Optimize performance,
reliability, security, and costs

Cloud Shel

v | | Ags M

No grouping v

LocaTIoN




Cluster Creation Procedure (for an HA Cluster Using an Public

Load Balancer)

4,

5.

The summary of TestGroupl is displayed. Select virtual machine node-1

item list.

Microsoft Azure

Create a resource
# Home
¥ pashboard
Al services
* FAvORITES

All resources

) Resource groups.

& App services
% Function Apps

= 50l databases
& Azure Cosmos DB
8 Virtual machines
4 Load balancers
B8 storage accounts
Virtual networks
@ Azure Active Directory
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Advisor
@ security Center
® cost Management + Bill
2 Help + support
¥ subscriptions
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Microsoft Azure
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Select Networking.

P Search resources, services, and docs
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& Tags
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O security
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6. Select IP configurations.

Microsoft Azure P Search resources, services, and docs

Home > Virtual machines > node-1 - Networking > node-1176 - IP configurations

Create a resource l node-1176 - IP configurations X
Home e —— € dradd Foe X osed
Dashboard
s B ovenien IP forwarding settings
S B Aciitylog 1P forwarding
P — i Access control (AM) Virtual network Ynett
#) Resource groups & Tags IP configurations
& App services Settings * Subnet Vnet1-1(105.0.0/24) v
% Function Apps i P configurations
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" NAmE 1P VERSION Tvee PRIVATE 1P ADDRESS PUBLIC 1P ADDRESS
& Azure Cosmos DB @ Network security group
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Effective security rules

6 Monitor
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@ security Center
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7. Only ipconfigl is displayed in the list. Select it.

8. Select Static for Assignment under Private IP address settings. Enter the IP address to be
assigned statically in the IP address text box and click Save at the top of the window. The IP
address of node-1 is 10.5.0.120. The IP address of node-2 is 10.5.0.121

Microsoft Azure R search resources, services, and docs

Home > Virtual machines > node-1 - Networking > node-1176 - 1P configurations > ipconfigl
Create a resource ipconfigl a x
nesa-1175

Home

Hsave X piscard
Dashboard

Public IP address settings
All services

Public IP address.

e s

=z Private IP address settings

#| Resource groups Virtual network/subnet

1 /Vnetl-1

& App services v
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¥ !
Function Apps ==
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I8 virtual machines
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Virtual networks
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9. The virtual machines restart automatically so that new private IP addresses can be used.
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5) Configuring virtual machines
Log in to the created node-1 and node-2 and specify the settings following the procedure below.
Set a partition for the mirror disk resource. Create a file system in the added Blob storage.

For details about a partition for the mirror disk resource, see "Partition settings for mirror disk
resource (when using Replicator)" in "Settings after configuring hardware" in Chapter 1,
“Determining a system configuration" in the Installation and Configuration Guide.

1.

3.
4,

Open the Disk Management window. The Initialize Disk dialog box is displayed.

Initialize Disk X

“You must initialize 3 disk before Logical Disk Manager can access .
Select disks:
Diskc 2

Use the following partition style for the selected disks:

(®) MBR (Master Boot Record)
(O GPT (GUID Partition Table)

Mote: The GPT partition style is not recognized by all previous versions of
Windows

Cancel

drive and D drive.

Confirm that the added disk is displayed as "Disk 2" in unassigned state under the existing C

ww Disk Management
File Action View Help

e @ EEI=XEH LD

] >

Volume ‘ Layout | Type | File System | Status | Capacity | Free Spa... | % Free
B Simple Basic NTFS Healthy (S.. 127.00 GB 131268 29%
= Temporary Storag... Simple Basic NTFS Healthy (P... 70.00 GB 6B77GB  98%

B Unallocated Wl Primary partition

= Disk 0

Basic (C:)

127.00 GB 127.00 GB NTFS

Online Healthy (System, Boot, Active, Crash Dump, Primary Partition)

= Disk 1 I
Basic Temporary Storage (D)

70.00 GB 70,00 GB NTFS

Online Healthy (Page File, Primary Partition)

= Disk 2 I
Basic

20,00 GB 20.00 GB

Online Unallocated

Create a cluster partition. Right-click "Disk 2" and select New Simple Volume.
The Welcome to the New Simple Volume Wizard is displayed. Click Next.

Mew Simple Volume Wizard x

Welcome to the New Simple
Volume Wizard

This wizard helps you create a simple volume on a disk

A simple volume can only be on a single disk

To continue, click Next

< Back Next > Cancel
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© o~

The Specify Volume Size window is displayed. Allocate 1024 MB (1,073,741,824 bytes) or

more to a cluster partition. Click Next.

MNew Simple Volume Wizard x

Specify Volume Size
Choose 3 volume size that is between the maximum and minimum sizes.

Maximum disk space in MB 20477

Minimum disk space in MB 8

Simple volume size in MB 1024 <

<Back Cancel

The Assign Drive Letter or Path window
following drive letter:. Use the disk as a

is displayed. Select the F drive for Assign the
raw partition without formatting.

Mew Simple Volume Wizard x

Assign Drive Letter or Path
For easier access, you can assign a drive letter or dive path to your partition

(®) Assign the following drive letter: F ~
O Mount in the following empty NTFS folder
Browse
(O Do not assign a drive letter or drive path
< Back Next > Cancel

Next, create a data partition. Right-click "Disk 2" and select New Simple Volume.
The Welcome to the New Simple Volume Wizard is displayed. Click Next.
The Specify Volume Size window is displayed. Click Next.

Mew Simple Volume Wizard X

Specify Volume Size
Choose a volume size that is between the maximum and minimum sizes

Maximum disk space in MB 19453

Minimum disk space in MB: 8

Simple volume size in MB R =

< Back Next > Cancel




Cluster Creation Procedure (for an HA Cluster Using an Public Load Balancer)

10. The Assign Drive Letter or Path window is displayed. Select the G drive for Assign the
following drive letter: and click Next.

MNew Simple Volume Wizard

Assign Drive Letter or Path
For easier access, you can assign a drive letter or drive path to your partition.

(®) Assign the following drive letter: G v
(O Mount in the following empty NTFS folder:
Browse

() Do not assign a diive letter or dive path

<Back Cancel
The Format Partition window is displayed. Confirm that File system is NTFS.

MNew Simple Volume Wizard

11.

el
Format Partition
To store data on this partition, you must format it first

Choose whether you want to format this volume, and if so, what settings you want to use.

(O Do not format this volume

(®)Format this volume with the following settings

Fle system NTFS ~
Allocation untt size Defaut v
Volume label
|41 Perform a quick format

] Enable file and foldsr compression

< Back Next > Cancel

12. Click Next.

13. The Completing the New Simple Volume Wizard window s displayed. Check the displayed
contents and click Finish.

MNew Simple Volume Wizard

Completing the New Simple
Volume Wizard

*You have successfully completed the New Simple Volume
Wizar

You selected the following settings:
iVolume type: Simole Volume

Disk selected: Disk 2

Volume size: 19453 MB

Drive letter or path: G

Flle system: NTFS

Allocation unit size: Default
Volume label: New Volume ™
Ohtirle st Yas

To close this wizard, click Finish

<Back Cancel
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14.

Confirm that the added disks are assigned as the F drive and G drive.

File  Action

e mEBmEl=XEHREE

= Disk Management - O x

View Help

Volume ‘ Layout | Type | File System | Status | Capacity | Free Spa... | % Free
| Simple Basic NTFS Healthy (5. 127.00 GB 1119468 88 %
= (F) Simple Basic RAW Healthy (P... 1.00GB 1.00 GB 100 %
= MNew Volume (G:) Simple Basic NTFS Healthy (P... 19.00 GB 1894 GB 100 %
= Temporary Storag... Simple Basic NTFS Healthy (P... 70.00 GB 68.77GB 98 %
i
— Disk 0 - |
Basic (5]
127.00 GB 127.00 GB NTFS
Online Healthy (System, Boot, Active, Crash Dump, Primary Partition)
= Disk 1 -
Basic Temporary Storage (D:)
70.00 GB 70.00 GB NTFS
Online Healthy (Page File, Primary Partition)
= Disk 2 I
Basic (F) New Volume (G:)
20.00 GB 1.00 GB RAW 13.00 GB NTFS
Online Healthy (Primary Partition) Healthy (Primary Partition)

B Unallocated Wl Primary partition




Cluster Creation Procedure (for an HA Cluster Using an Public Load Balancer)

6) Configuring a load balancer
Log in to the Microsoft Azure portal (https://portal.azure.com/) and add a load balancer following
the steps below.
For details, see the following websites:
+  Load Balancer:
https://docs.microsoft.com/en-us/azure/load-balancer/

1. Select +Create a resource or the + icon in the menu on the left side of the window.

Microsoft Azure P search resources, services, and docs

@ chooseyour defauitview (@) Home () pashboard I

Create a resource

T Azure services 5eesll (+100) -
Dashboard - = -
o & 8 € = H 8 @
Al services
Storage  AppServices  SQLdatsbases Azure Datsbase AzureCosmos  Kubemetes  Function Apps Aaure Cognitive
FavoRITES machines accounts for Postgresal. o8 sevices Databricks Services

All s
e Make the most out of Azure

%) Resource groups

& App Services {.‘ 2 J Q‘ »

#> Function Apps

R sl databases Connect to Azure via an

Learn Azure with free online Monitor your zpps and Secure your apps and Optimize performance,
- courses by Microsoft infrastructure infrastructure reliability, security, and costs authenticated browser-based
& Azure Cosmos DB S . Y shell

M virtual machines Microsoft Leam [2 Azure Monitor > Security Center > Azure Advisor > Cloud shell >

4 1oad balancers

B storage accounts Recent resources  See all your recent resources > See all your resources > Useful links

Get started or go deep with technical docs [

Qur articles include everything from quickstarts, samples, and

@ Azure Active Directory Virtual machine (classic) 2hage tutorials to help you get started, to SDKs and architecture guides for
designing applications.

@ Monitor =

B Advisor ® - Resource group 14hage Explore Azure offers that help tum ideas into solutions, and get info
on support, training, and pricing.

Virtual networks NAME TYPE LAST VIEWED

Virtual machine (classic) 14h ago
Discover Azure products [

‘Security Center O Cloud service (classic) 21hago
. Keep current with Azure updates [
g Ly Tl 2 virtual machine 3dago Learn more and what's on the readmap and subscribe to
Help + suj it - . notifications to stay informed. Azure.So1 ps up all the news
P s [\ ] Resource group 3dago from last week in Azure.

® subscriptions a2 Virtual machine 3dago News from the Azure tea

e

Hear right from th developing features that help you solve
problems in the Azure blog. -

) SRS a Virtual machine 3dago

2. Select Networking and then Load Balancer.

Microsoft Azure P Search resources, services, and docs

Create a resource New [m)

Home

Dashboard ke
fllemms Azure Marketplace sesall  Featured Seeall
FAVORITES

- Get started Virtual network
Al esources Quickstart tutorial

Recently created
4] Resource groups

Compute Load Balancer
& App Services pmmmmmmmmmmmmmm e a Leam more
| Networking H
% Function Apps R et K
2 sl datebs Storage Application Gateway
= 5Ol databases
Web Leam more
& Azure Cosmos DB
Mobile .
M virtual machines Virtual network gateway
Containers Leam more
4 1oad balancers
Databases
B storage accounts Virtual WAN
Analytics

Virtual networks B
Al + Machine Learning

Az Active Directe
@ sure Actve Directory Interet of Things DNS zone

Quickstart tutorial
© wonitor Mixed Reality
@ s
% Advisor Integration Cisco ASAV - BYOL 4 NIC (preview)
5 cam more
Security Centar Security
Cost M it + Bill.
ost Management + Bil Identity Citrix ADC 12.0 VPX Enterprise
) mpoemzn Deeioper Tooks Edition - 200Mbps (preview)
B Leam more
® subscriptions Management Teols
i Network security group
& App registrations Software as a Service (5aa5) Quickstart tutorial

3. The Create ioad balancer blade is displayed. épeciw Name. Select Public for Type and
Basic for SKU, respectively.
4. Specify Create new, Name and Assignment for Public IP address.
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5. Specify Subscription, Resource group, and Region, and click Review+create. Deploying
the load balancer starts. This processing takes several minutes.

Microsoft Azure P Search resources, services, and docs

Home > New > Create load balancer
Create a resource Create load balancer X
Home

Dashboard

Tags  Review + create

All services

Azure load balancer is a layer & load balancer that distributes incoming traffic among healthy virtual machine instances. Load balancers
uses  hash-based distribution algorithm. By default. it uses = S-tuple (source IP, source port. destination IP, destination port, protacol
type) hash to map traffic to available servers. Load balancers can sither be intemet-facing where itis accessible via public IP addresses, or
internal where it is only accessible from a virtual network. Azure load balancers also support Network Address Translation (NAT) to route
traffic between public and private IP addre

FAVORITES

All resources
ses. Learn more,

Resource groups
PROJECT DETAILS

& App Services * Subseription hd
% Function Apps
P TestGroup! -~
= sOL databases Creste new
& Azure Cosmos DB
INSTANCE DETAILS
I8 virtual machines * Name TestLozBalancer hd
4 Load balancers
Japan East ~

IS storage accounts

O Internat
Virtual networks

@ Azure Active Directory

@ Monitor

Advisor

® Crestenew () Use eisting

© security Center TestloadBalancerPubliclP

® cost Management + Bill.

Basic

S Help + support

£ subscriptions Dewnload 3 template for sutomation

& App registrations




Cluster Creation Procedure (for an HA Cluster Using an Public Load Balancer)

7) Configuring a load balancer (configuring a backend pool)
1. Associate a virtual machine registered to the availability set to the load balancer. After the load
balancer has been deployed, select Resource groups or the resource group icon in the menu
on the left side of the window.

Microsoft Azure D Search resources, services, and docs

Home () pashooard [

Create a resource

Home Azure services
Dashboard p— — @ ‘} <& ‘
Al services = a :
virtual Storage App Services  SQLdatabases Azure Datsbase AzureCosmos  Kubemetes  Function Apps Azure Cognitive
FAVORITES machines accounts for PostgresQL DB services Databricks Services

Al
resources Make the most out of Azure

Resource groups

& App services a 2 J $ '~

% Function Apps .

W 50)databases Leam Azure with free online Monitor your 2pps and Seeure your apps 2nd Optimize performance, ;:’:"t‘“: f: :1“’ e
& Azure Cosmos DB courses by Microsoft infrastructure infrastructure. reliability, security, and costs suthentica eshg"‘“*’ s
[ ] Micrasoft Leam [3 Azure Monitor Cloud

8 Virtual machines

4 Load balancers

Recent resources  See all your recent resources. See all your resources

B Storage accounts
Virtual networks NAME TvPE LAST VIEWED.

@ Azure Active Directory [ Virtual machine (classic) 2hago

& Monitor © Virtual machine (classic) 14hago

@ Advisor [09) Resource group 14 h ago

@ security Center Cloud service (classic) 21hago
® cost Management + Bil.. Virtual machine 3dago

a4 Help + support ® Resource group 3dago

§ subscriptions Virtual machine 3dago

gh f

W App registrations ol 2 .
Virtual machine 3dago problems in the

2. Select the resource group to which the created load balancer belongs from the resource group

list.

Microsoft Azure P search resources, services, and docs

Home > Resource groups

Create a resource Resource groups # X
Home
+ add dit columns &) Refresh {4 Export to CSV
Dashboard
Subscriptions:
Al services
Alllocations v || altags ~ | | No grouping v

FavoRITES
All resources

suascriPTion LocaTion
Resource groups

& App services

% Function Apps

R sl databases

& Azure Cosmos DB

I8 virtual machines

4 Load balancers

S storage accounts
Virtual networks

@ Azure Active Directory

@ Monitor

B Advisor

@ Security Center

® cost Management + Bill...

®

2 Help + support

4§ subscriptions

% App registrations
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3.

4,

The summary of the selected resource group is displayed. Select the

from the item list.

Microsoft Azure

Create a resource
Home
Dashboard

All services
FAVORITES

All resources

Resource groups

& App Services

% Function Apps

R sQL databases

& Azure Cosmos DB

8 Virtual machines

4 Load balancers

B8 storage accounts
Virtual networks

@ Azure Active Directory

@ Monitor
Advisor

@ security Center

® cost Management + Bill.

2 Help + support

$ subscriptions

& App registrations

P Search resources, services, and docs

Home > Resource groups > TestGroupl

[0] TestGroup1

[®) Overview

B Activity log

Access control (IAM)
@ Tags
Events
Settings
Quickstart
@ Deployments

Policies

= Properties
8 Locks

% Automation script

Cost management
@ Costanslysis
Budgets
@ Advisor recommendations
Monitoring
@ Insights (preview)

Alerts

Select Backend pools.

Microsoft Azure

Create a resource
Home
Dashboard
Al services
FAVORITES
All resources
Resource groups.

& App services

% Function Apps

= 50l databases

& Azure Cosmos DB

I8 virtual machines

@ Load balancers

B Storage accounts
Virtual networks

@ Azure Active Directory

& Monitor

@ pdvisor

@ Security Center

® Cost Management + Bill...

Help + support

@
o
4§ subscriptions

e add Edit columns @ Delete resource group Q) Refresh = Move
Subscription (change) D ments
4 Succeeded
Subscription ID
change)
Click here to add tags
Fi name.. Alltypes v | | Alllocations ~ | | Negroupings

9 items

NAME

node-1
& node-1 OsDisk 1 71486¢d179fe4c7783627bb925385b6b
B noderr7s
& node-1Blob1
A node-2
&2 node-2 0sDisk 1 bfgc3te2cfba4f0398bfd67ced7igall
B node-231
£ node-2Blob1
B testgrouptdiag210
& TestloadBalancer

<> nett

P Search resources, services, and docs

Home > Resource groups » TestGroup1 > TestLoadBalancer

& TestLoadBalancer

«

& Overview

W Activity log

a4 Access control (IAM)
@ Tags

X' biagnose and solve problems

Settings.
Frontend IP configuration

9 Backend pools

? Health probes
Load balancing rules

& Inbound NAT rules
Properties

8 Locks

© Automation script
Monitoring

B Diagnostics logs
Support + troubleshooting

New support request

=2 Move

Res:

@ Delete Q) Refresh

rce gre

(change)

TestGroup1

Japan East

Subscription (change)

Subscription ID

SKU

Basic

change)

Click here to 2dd tags

Tvee LocaTION

Virtual machine Japan East
Disk Japan East

Network interface Japan East

Disk Japan East
Virtual machine Japan East
Disk Japan East
Network interface Japan East
Disk Japan East
Storage account Japan East
Load balancer Japan East
Virtual network Japan East

Health

Load balancing

NAT rules
0 inbound

Public IP

ress
(TestLoadBalancerPubliciP)

L Exportto csv

created load balancer
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5. Click Add.

Microsoft Azure

Create a resource
Home
Dashboard
Al services
FAVORITES
All resources
%) Resource groups.
& App services
% Function Apps
= 0L databases
& Azure Cosmos DB
I8 virtual machines
4 Load balancers
B storage accounts
Virtual netw
@ Azure Active Directory
& monitor
@ advisor
@ Security Center
@ Cost Management + Bill..
Help + support
$ subscriptions

% App registrations

P Search resources, services, and docs

Home » Resource groups » TestGroup1 > TestLoadBalancer - Backend pools

TestLoadBalancer - Backend pools X

d balancer

« drads O refresh

backend addr

5 Sea
& Ovenview [Bsea

VIRTUAL MACHINE VIRTUAL MACHINE STA...  NETWORK INTERFACE PRIVATE IP ADDRESS

W Activity log

il Access control (IAM) No results.
® Tags

¥ Diagnose and solve problems

Settings

B Frontend IP configuration

G Backend pools

Health probes
Load balancing rules

Inbound NAT rules

! properties
8 Locks

K3 Automation script
Manitoring

Diagnostics logs
Support + troubleshooting

& New support request

The Add backend pool blade is displayed. Specify Name.

For Associated to, select Availability set.

Specify Availability set.

Click Add a target network IP configuration.

Specify the target virtual machine for Target virtual machine and Network IP configuration.

11. Repeat steps 9 and 10 as many times as the number of target virtual machines.

12. Click OK.

Microsoft Azure

Create a resource
Home
Dashboard
All services
FAVORITES
Al resources
¥ Resource groups
& App Services
% Function Apps
= sQL databases
& Azure Cosmos DB
80 virtual machines
4 Load balancers
B storage accounts

Virtual networks

@ Azure Active Directory
@ wonitor

@ Advisor

® security Center

© cost Management + Bill..
Help + support

$ subscriptions

w App registrations

P search resources, services, and docs

Home > Resource groups > TestGroup1 > TestLoadBalancer - Backend pools > Add backend pool

Add backend pool o x

* Name

[ Testaackendpool v

1P version

Availabilty set @
AvailabiltySet-1 o
number of virtual machines: 2
ork IP configurations
in the current availsbiliy set can be chosen. Once 3 VM is chosen, you can selecta
network [P configuration relsted to it

Virtusl machine: node-1 T

Network IP configuration: node-1176/ipconfig1 (10.50120)

* Target virtual machine @ o
node-2 o
size: Standard A1, network interfeces: 1, resource group: TESTGROUPY

* Network P configurstion @

[lipeonfigt (1050.121) ~

[ + Add a target network IP configuration |
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8) Configuring a load balancer (configuring a health probe)
1. Select Health probes.

Microsoft Azure

Create a resource
Home
1] Dashboard
Al services.
* FAvORITES
Al resources
%) Resource groups
& App Services
% Function Apps
I databases
& Azure Cosmos DB
8 Virtual machines
4 Load balancers
B storage accounts
Virtual networks
@ Azure Active Directory
@ Monitor
@ Advisor
@ security Center
®) Cost Management + Bill..

S Help + support

$ subscriptions

w App registrations

2. Click Add.

P Search resources, services, and docs

Home > Resource groups > TestGroup > TestLoadBalancer - Health probes

? TestLoadBalancer - Health probes

Losd balancer

«
Search (Cri, +aad

$ Overview

; NAME PROTOCOL PoRT
B Activity log

Access control (1AM) No results.

@ Tags

X Diagnose and solve problems

Settings

B Frontend IP configuration

! Backend pools

Health probes
Load balancing rules
B inbound NAT rules

! Properties

8 Locks

B2 automation script
Monitoring

Diagnostics logs
Support » troubleshooting

% New support request

3. The Add health probe blade is displayed. Specify Name.

4,

Microsoft Azure

Create a resource
Home
Dashboard
Al services.
FAVORITES
Al resources
%) Resource groups.
& App services
% Function Apps
= 5QL databases
& Azure Cosmos DB
I8 virtual machines
4 Load balancers
B storage accounts
Virtual networks

@ Azure Active Directory

& monitor

@ advisor
@ Security Center
2 Cost Management + Bill..
2 Help + support
$ subscriptions

% App registrations

Specify Protocol and Port, and click OK.

P Search resources, services, and docs

Home > Resource groups » TestGroup1 > TestLoadBalancer - Health probes > Add health probe

Add health probe o ox

* Name

[ Testreattnprobe

1Pvs

* Port @

26001

* Interval @
5

* Unhealthy threshold @
2

consecutive failures

useD By
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9) Configuring a load balancer (setting the load balancing rules)
1. Select Load balancing rules.

Microsoft Azure P Search resources, services, and docs

Home > Resource groups > TestGroup1 > TestLoadBalancer - Load balancing rules

Create a resource TestLoadBalancer - Load balancing rules X
Losd balzncar
Home
¥ « e add
Dashboard
z v ew L
Al services & Overview |
B NamE LOAD BALANCING RULE BACKEND PoOL HEALTH PROBE
ravORITES B Activity log
e i Access control (1AM) No results.
%) Resource groups & Tags
@ App Services X Diagnose and solve problems
% Function Apps Settings
& sSQL databases B Frontend IP configuration
& Azure Cosmos DB 1@ Backend pools
8 virtual machines t Health probes
@ Load balancers Lead balancing rules
= storage accounts B inbound NAT rules
Virtual networks 1! Properties
@ Azure Active Directory 8 Lodks
@ Monitor 1 Automation script
@ Advisor
Monitoring

@ security Center
Diagnastics logs

®) Cost Management + Bill..
Support « troubleshooting

Help + support
. & New support request
$ subscriptions

w App registrations

2. Click Add.
3. The Add load balancing rule blade is displayed. Specify Name.
4. Specify Port and Backend port, and click OK.

Microsoft Azure P Seareh resources, services, and docs

Home > Resource groups » TestGroup1 > TestLoadBalancer - Load balancing rules > Add load balancing rule

Create a resource Add load balancing rule o x
estiosdsaancer

Home
* Name

Dashboard [ Testloagestancingruie v]

All services P Version

FAVORITES @ O irve

Il resources * Frontend IP address @
(LoadBalancerFrontEnd) ~

%) Resource groups

& App services

%> Function Apps

* Port

= 5QL databases &

& azure Cosmos DB * Backend port @

8 virtual machines 8080 -
4 Load balancers Backend pool @
P
B storage accounts TestBackendPool (2 virtual machine) v
Virtual networks Health probe @
TestHealthProbe (TCP:26001) ~

@ Azure Active Directory

Session persistence @

& monitor

None ~

@ advisor

Idle timeout (minutes) @

@ Security Center
2 Cost Management + Bill..
D Help + support

$ subscriptions

% App registrations
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10) Setting the inbound security rules
Log in to the Microsoft Azure portal (https://portal.azure.com/) and set the inbound security rules
following the steps below.
1. Select All services in the menu on the left side of the window.
2. Select Network security groups.

Microsoft Azure P Search resources, services, and docs

All services

Create a resource

Home

Everything NETWORKING (27 ~
rudizzd General Virtual networks * > Virtual networks {classic) *
Al services:
Compute % Load balancers * € Application gateways *
FAVORITES
Networking
P — Virtual network gateways * & Local network gateways *
Storage
Resource groups web @ oNszones * SR CDN profiles *
e
& pp services Mobile @ Traffic Manager profiles * A ExpressRoute circuits *
% Function Apps
- Containers 5 Network Watcher * @ Netwark security groups *
= sl catabases
Databases
87 Azure Cosmos DB @ Network security groups (classic) * B network interfaces *
Analytics
8 virtual machines Public IP addrasses * Public 1P Prefixes ereview
= Al+ machine learning
@ voad balancers Internet of things B Reserved IP addresses (classic) * Connections *
B8 storage accounts
Integration %% On-premises Data Gateways * Route tables *
Virtual networks
Identity " * e "
[ —— ) Route filters Application security groups
Security
@ Monitor W DDos protection plans * # Firewalls *
DevOps
@ nivi
S Migrate % Front Doars sreview & & senice endpaint policies I
@ security Center
Management + governance % virtual wans *
Cost Management + Eill..
o gem: Intune
2 Help + support
L BEpeers Other

¥ subscriptions

% App registrations

3. Select NetSebGroup-l from the network security group list.

Microsoft Azure P Seareh resources, services, and docs

Home > Network security groups

Create a resource Network security groups # X
Home

=+ add dit columns Q) Refresh
Dashboard

Subscriptions:
Al services:

All resource groups ~ | | Allocations ~ || Alags ~ | | Mo grouping ~

FavoRmTes

36 items.
Al resources

NAME RESOURCE GROUP LocaTion SUBSCRIPTION

Resource groups.

& App services

% Function Apps

= 5QL databases

& Azure Cosmos DB

8 virtual machines

@ Load balancers

B storage accounts

NetsecGroup-1 TestGroupt Japan East e
Virtual networks

@ Azure Active Directory

& monitor

@ advisor

@ security Center

® Cost Management + Bill...

D Help + support

4§ subscriptions

e eecasaeaeaaaaa

% App registrations

4. The summar§/ of NetSecGroup-1 is displayed.
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5. Select Inbound security rules.

Microsoft Azure

Create a resource
Home
Dashboard

All services
FAVORITES

All resources

Resource groups

& App services

% Function Apps

= 5QL databases

& Azure Cosmos DB
8 virtual machines
@ Load balancers

B storage accounts

Virtual networks

@ Azure Active Directory
& monitor
@ advisor

@ Security Center
® Cost Management +
D Help + support
$ subscriptions

% App registrations

6. Click Add.

P Search resources, services, and docs

Home > Network security groups > NetSecGroup-1 - Inbound security rules

Network security grou... « = X ¥ NetSecGroup-1 - Inbound security rules X
+ ada +=* More o € dradd = pefault rules
@ overview PRIORITY  NAME PORT PROTOCOL SOURCE  DESTINAT.. ACTION
B aciviylog 1000 default-allow-rep 3380 TP Any Any © Allow ...
- M Access control (IAM)
65000  AllowVnetinBound  Any Any VirtualN... VirtualN... © Allow ...
& Tags
65001 AllowAzureloadBa... Any Any Azurelo.. Any © Alow ...
X Diagnose and solve problems
65500 DemyAllinBound  Any Any Any Any © Deny

Settings

£ Inbound security rules

L Outbound security rules
B Network interfaces
Subnets
Properties

& Locks

£3 Automation script

NetsecGroup-1

Monitoring
& Diagnostic settings
& NG flow logs

Support + troubleshooting

£ Effective security rules

Qe Ca8eEeCaaaeaaeaaaaE:;

New support request

7. The Add inbound security rule blade is displayed. Specify Name.

8.

Microsoft Azure

Create a resource
Home
Dashboard
Al services:
FAVORITES
Al resources
Resource groups.
& App services
% Function Apps
= 5QL databases
& Azure Cosmos DB
8 virtual machines
@ Load balancers
B storage accounts
Virtual networks
@ Azure Active Directory
& monitor
@ advisor

@ security Center

® Cost Management + Bill...

D Help + support
$ subscriptions

% App registrations

Specify Destination port range and Protocol, and click Add.

P Search resources, services, and docs

Home > Network security groups » NetSecGroup-1 - Inbound security rules

Network security grou... « # X ¥ NetSecGroup-1- Inbound se:

+ add +++ More N “« 4
@ overview
& Activity log
IS i Access control (1AM)

& Tags
X Diagnose and solve problems

Settings

£ Inbound security rules

. Outbound security rules
B Network interfaces
Subnets
Properties

& Locks

£3 Automation script

NetsecGroup-1

Monitoring
& Diagnostic settings
& NSG flow logs

Support + troubleshooting

£ Effective security rules

e eeCaeEeeCaaeaeaeaaaa:;

New support request

O Add inbound security rule X

Basic

* Destination @

Any v

* Destination por

8080

e
* Priority @
1010

* Name

TestHTTP v

D

Then, check <Load_balancer_frontend_IP(public_IP_address)> specified in the script before
recovery action of the multi target monitor resource that is set in "3)Adding a monitor resource.”
Write down the confirmatory result.
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1. Select Resource groups or the resource group icon in the menu on the left side of the window.

Microsoft Azure

Create a resource
# Home
¥ Dashboard
Al services
* FAvORITES
i Al resources

V) Resource groups

& App services

% Function Apps

= 501 databases

& Azure Cosmos DB

I8 virtual machines

@ Load balancers

B8 storage accounts

Virtual networks

@ Azure Active Directory

@ wonitor

@ advisor

@ security Center

® Cost Management + Bill
) Help + support

4§ subscriptions

& App registrations

P Search resources, services, and docs

<P

Function Apps

App Services  SQLdatabases Azure Datebase  AzureCosmos  Kubernetes
for PostgresaL DB services

virtual Storage
machines accounts

Make the most out of Azure

2 3 0 2

Leam Azure with free online
courses by Microsoft

Monitor your apps and
infrastructure

Secure your apps and
infrastructure

ptimize performance,
reliability, security, and costs

Micrasoft Learn [5

Recent resources See all your resources Useful links
NAME TYPE LAST VIEWED
Our articles include ev
] Virtual machine (classic) 2hago tutorials
) Virtual machine (classic) 14hago
® Resource group 14 hago
Cloud service (classic) 21hago
¢ Virtual machine 3dago
&) Resource group 3dago
3 Virtual machine 3dago
Virtual machy 3da o e
irtual machine dago problems in the Azura

$ &

U Cognitive
Databricks Services

Connect to Azure via an
authenticated browser-based
shell

d Shell

2. Select the resource group to which the created load balancer belongs from the resource group

list.

Microsoft Azure

(Create a resource
A Home
¥ Dashboard
Al services
* ravormes
£ All resources
¥%) Resource groups
& App services
% Function Apps
R sl databases
& Azure Cosmos DB
I8 virtual machines
@ Load balancers
B8 storage accounts
Virtual networks
@ Azure Active Directory
@ Monitor
@ Advisor

@ security center

® cost Management + Bill...

2 Help + support

$ subscriptions

% App registrations

2 search resources, services, and docs

Home > Resource groups

Resource groups

=+ add Edit columns &) Refresh L Export to csv

Subscriptions:

[ Alllocations | [ Alegs
navE suescrrFTion

~ | [ No grousing <

LocaTion
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3. The summary of the selected resource group is displayed. Select the created load balancer
from the item list.

Microsoft Azure

Create a resource
A Home
¥ Dashboard
Al services
* FAvORITES
S Al resources

¥4 Resource groups

& App Services

% Function Apps
R sQL databases
& Azure Cosmos DB
8 virtual machines
4 Load balancers
B8 storage accounts
Virtual networks
@ Azure Active Directory
@ Monitor
@ Advisor
@ security Center
® cost Management + Bill...
& Help + support
$ subscriptions

& App registrations

4,

Microsoft Azure

Create a resource
# Home
¥ Dashboard
Al services
* FAvORITES
£ Al resources
V%) Resource groups
& App services
% Function Apps
= 50l databases
& Azure Cosmos DB
8 virtual machines
@ Load balancers
B Storage accounts
Virtual networks
@ Azure Active Directory
& Monitor
@ pdvisor

@ Security Center

® Cost Management + Bill...

S Help + support
4§ subscriptions

% App registrations

11)

P Search resources, services, and docs

Home > Resource groups > TestGroup1

= Add  EEeditcolumns @ Delete resource group Q) Refresh

Subscription (change)

[®) Overview

B Activity log

Subscription ID

& Access control (1AM)

L Exportto csv

@ Tags
Events .
Settings Alltypes v | [ Allocations | [ o grouping~
Quickstart 9items Show hidden types @
& Deployments NAME vee LocaTion
Policies
@ node-1 Virtual machine Japan East
i= Properties
£ node-1 OsDisk_1714860d179fe4c7783627bb925385b6b Disk Japan East

8 Locks

% Automation script

B noderr7s

& node-1Blob1

Cost management A node2

@ Costanslysis € node-2_0sDisk_1_bfoc3le2cfba4f0398bid67ced7f9at

B node-231

£ node-2Blob1

Budgets

® Advisor recommendations

Monitoring B testgrouptdiag210

@ Insights (preview) & TestloadBalancer

Alerts <> nett

The summar)v/‘of the load balancer is displayed. Select Public IP add

P Search resources, services, and docs

Home > Resource groups » TestGroup1 > TestLoadBalancer

& TestLoadBalancer

«

S move @ Delete T Refresh

& Overview

W Activity log

Japan East

M Access control (JAM)

@ Tags

Subscription (change)

Subscription ID
¥ Diagnose and solve problems

SKU

Settings sasic

Frontend IP configuration Tags (change)

G Backend poois Click here to add tags
? Health probes
Load balancing rules
& Inbound NAT rules
Properties

8 Locks

© Automation script
Monitoring

B Diagnostics logs
Support + troubleshooting

New support request

Network interface Japan East

Disk Japan East
Virtual machine Japan East
Disk Japan East
Network interface Japan East
Disk Japan East
Storage account Japan East
Load balancer Japan East
Virtual network Japan East

F Q

TestHealthProbe (Tcp:26001)

Load balancing rule
TestLoadBalancingRule (Tcp/80 to Tcp/8080)

NAT rules
0 inbound

oadalancerPubliclP)

Adjusting the OS startup time, checking the network setting, checking the firewall

setting, synchronizing the server time, and disabling the power saving function.
For each procedure, see "Settings after configuring hardware" in Chapter 1, “Determining a
system configuration" in the Installation and Configuration Guide.

12)

Installing EXPRESSCLUSTER

For the installation procedure, see the Installation and Configuration Guide.
After installation is complete, restart the OS.

13)

Registering the EXPRESSCLUSER license

For the license registration procedure, see the Installation and Configuration Guide.
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settings

For the Cluster WebUI setup and connection procedures, see Chapter 5, “Creating the cluster
configuration data" in the the Installation and Configuration Guide.

This section describes the procedure to add the following resources and monitor resources:

« Mirror disk resource

« Azure probe port resource

« Azure probe port monitor resource

« Azure load balance monitor resource

«  Custom monitor resource (for NP resolution)

« P monitor resource (for NP resolution)

« Multi target monitor resource (for NP resolution)
For the settings of other resources and monitor resources, see the Installation and Configuration
Guide and the Reference Guide.

1) Creating a cluster
Start the cluster generation wizard to create a cluster.

€ Creating a cluster

1. Access Cluster WebUI, and click Cluster generation wizard.

Cluster WebUI <cluster>

Cluster generation wizard
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The Cluster window on the Cluster Generation Wizard is displayed.
Enter a desired name in Cluster Name.
Select an appropriate language in Language. Click Next.

# Cluster generation wizard

Cluster - Basic Settings = Interconnect =» NP Resolution = Group =» Monitor
Cluster Name* Cluster1

Comment

Language® English

Management IP Address

@ Start generating the duster.

Enter the cluster name, and then select the language (locale) of the environment that runs WebManager.

If using the integrated WebManager to manage multiple clusters, specify a unigue cluster name to identify the cluster

The management IP address is a floating IP address used for a WebManager connection. If establishing connections by specifying each server IP
address, the management IP address can be omitted

To continue, dlick [Next].

4 Back Next » Cancel

The Basic Settings window is displayed.

The instance connected to Cluster WebUI is displayed as a registered master server.
Click Add to add the remaining instances (by specifying the private IP address of each
instance). Click Next.

Server Name or IP Address® 10.5.0.121

© Enter an IP address or a server name.

When entering a server name, name resolution is necessary.

Both IPv4 and IPve for IP address can be used.

When entering an IP address, the server name is automatically acquired.

OK Cancel

# Cluster generation wizard

Server

Cluster & - Basic Settings - Interconnect = NP Resolution = Group = Monito
Add Remove

Server Definitions

Order Name
Master server node-1
1 node-2
L 2
Server Group Definition Settings

@ Click "Add" to add servers constructing the cluster.
Click T[] or 4] to change the server priority.
Click "Settings" to configure the server group when using the server group.

4 Back Next » Cancel
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4. The Interconnect window is displayed.

Specify the IP addresses (IP address of each instance) to be used for interconnect. In
addition, select mdc1 for MDC as a communication path of a mirror disk resource to be
created later. Click Next.

# Cluster generation wizard

Server

Cluster @ < Basic Settings @ = Interconnect = NP Resolution < Group = Monitor
Properties Add Remove

Interconnect List
Priority Type MDC node-1 node-2

1 Kernel Mode v Do Not Use v 10.5.0.120 v 10.5.0.121 v

+ ¥

@ configure the interconnect among the servers constructing the cluster.Click "Add" to add interconnect and select the type.

For "Kernel mode" and "Witness HB" settings, configure the route which is used for heartbeat. For "Mirror Communication Only" setting, configure the
route which is used only for data mirroring communication.

For "Kernel mode" setting, more than zero routes are necessary to be configured. Configuring more than one routes is recommended.

For "Kernel mode" setting, click each server column cell and set an IP address.

For "Witness HB" setting, click each server column cell to set "Use" or "Do not use”, and then click "Properties" to set detailed settings.

Click "up" or "Down" to configure the priority to preferentially use the LAN only for the communication among the cluster servers.

For "Mirror Communication Only" setting, click on the cell for each server column and set an IP address.

For the communication route which is used for data mirroring communication, select the mirror disk connect name to be allocated to the
communication route in MDC column.

«Back Next» Cancel

5. The NP Resolution window is displayed.
Note that NP resolution is not configured on this window. The equivalent feature is
achieved by adding the IP monitor resource, custom monitor resource, and multi target
monitor resource. Configure NP resolution in "3)Adding a monitor resource.”
You need to examine the NP resolution destination and method depending on the
location of clients accessing a cluster system and the condition for connecting to an on-
premise environment (for example, using a dedicated line). Additionally, you can use
network partition resolution resources for NP resolution.
Click Next.

# Cluster generation wizard

Server
Cluster @ = Basic Settings @ = Interconnect @ - NP Resolution = Group =» Monitor
Properties Add Remove
NP Resolution List
Type Ping Target node-1 node-2
No NP resolutions

Tuning

@ Configure network partition (NP) resolution function.

Click "Add" to add NP resolution resource and select the type.

For "COM" setting, click each server column cell to configure COM port.

For "DISK" setting, click each server column cell to configure driver letter of the partition for disk heartbeat.

For "Ping" setting, click Ping target column cell to configure IP address of Ping destination, and then click each server column cell to configure "Use" or
"Do not use”.

For "HTTP" setting, click Ping target column cell to configure HTTP packet destination, and then click each server column cell to configure "Use" or "Do
not use”.

For "Majority” setting, double-click each server column cell to configure "Use" or "Do not use".

For "DISK", "Ping", and "HTTP" settings, the detailed settings can be verified and changed by clicking "Properties”.

Click "Tuning" to configure the actions at NP occurrence.

4 Back Next» Cancel
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2) Adding a group resource

€ Defining a group
Create a failover group.

1. The Group List window s displayed.
Click Add.

# Cluster generation wizard

Cluster @ =» Basic Settings @ = Interconnect @ = NP Resolution @ = Group = Monitor
Properties Add Remove Group Resource

Group List
Name Type
NO groups

@ Configure failover group to be a unit of fail over.

Click "Add" to add a group.

Click "Properties” to configure the properties of the selected group.
Click "Group Resource” to add resource to the selected group.

4 Back Next» Cancel

2. The Group Definition window is displayed.
Specify a failover group name (failoverl) for Name. Click Next.

Group Definition

Basic Settings - Startup S =» Group Attributes =» Group Resource

Type’* failover v
Name® failoverl
Comment

@ Select group type.

If using virtual machine resources to cluster virtual machines, select "Virtual machine" as the type. In other cases, select
"Failover".

If using server group, check the "Use Server Group".

4Back Next » Cancel

3. The Startup Servers window is displayed.
Click Next without specifying anything.
4. The Group Attributes window is displayed.
Click Next without specifying anything.
5. The Group Resource window is displayed.
On this page, add a group resource following the procedure below.

Group Definition

Basic Settings @ = Startup Servers @ = Group Attributes @ < Group Resource
Properties Add Remove

Group Resource List
Name Type

No resources

@ Click "Add" to add resources.
Click "Properties” to configure the properties of the selected resource.

4 Back Cancel
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€ Mirror disk resource
Create a mirror disk resource.
For details, see "Understanding mirror disk resources" in Chapter 5, “Group resource details"
in the Reference Guide.

1. Click Add on the Group Resource List page.

2. The Resource Definition of Group | failoverl window is displayed.
Select the group resource type (Mirror disk resource) from the Type box and enter the
group name (md) in the Name box. Click Next.

Resource Definition of Group | failover1 md

Info - Dependency -» Recovery Operation =» Details

Type* Mirror disk resource v
Name* md
Comment

Get license information

@ Select the type of group resource and enter its name.

4 Back Next » Cancel

3. The Dependency window is displayed.
Click Next without specifying anything.
4. The Recovery Operation window is displayed.
Click Next.
5. The Details window is displayed.
Select a server name in the Name column of Servers that can run the group and click
Add.

Resource Definition of Group | failoverl

Info® - Dependency @ = Recovery Operation @ =» Details
Mirror Disk No.” 1 v

Data Partition Drive Letter*

Cluster Partition Drive Letter*

Cluster Partition Offset Index* owv

Mirror Disk Connect Select

Servers that can run the group

Name Data Partition Cluster Partition Name
< node-1
Add
node-2
>
Remove
Edit

Add Servers that can run the group

Tuning

4 Back Cancel
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6. The Selection of partition dialog box is displayed. Click Connect, select the data
partition and cluster partition created in "5)Configuring virtual machines", and click
OK.

Selection of partition

Obtain information

Connect

Data Partition

Volume Disk No. Partition No. Size GUID
o] 1 S500MB

D¥ 1 1 71678MB

Fi¥ 2 1 1024MB

C¥ o] 2 129546MB

G:¥ 2 2 19453MB

Cluster Partition

Volume Disk No. Partition No. Size GUID
0 1 s0oMB

D:¥ 1 1 71678MB

F:¥ 2 i 1024MB

Cr¥ 0 2 129546MB

G¥ 2 2 19453MB

oK Cancel

7. Perform steps 5 and 6 for node-1 and then node-2 and click Finish.

Resource Definition of Group | failoverl md

Info @ = Dependency @ = Recovery Operation @ - Details

Mirror Disk No.” 1 v
Data Partition Drive Letter" G:
Cluster Partition Drive Letter” F:
Cluster Partition Offset Index* owv
Mirror Disk Connect Select

Servers that can run the group

Name Data Partition Cluster Partition Name
node-1 <
Add
node-2 >
Remove
Edit
Tuning

4 Back Cancel

€ Azure probe port resource
When EXPRESSCLUSTER is used on Microsoft Azure, EXPRESSCLUSTER provides a
mechanism to wait for alive monitoring from a load balancer on a port specific to a node in which
operations are running.

For details about the Azure probe port resources"”, see "Understanding Azure probe port
resources"” in the Reference Guide.

1. Click Add on the Group Resource List page.

103



104

2.

g A w

The Resource Definition of Group | failoverl window is displayed. Select the group
resource type (Azure probe port resource) from the Type box and enter the group name
(azureppl) in the Name box. Click Next.

Resource Definition of Group | failoverl

Info < Dependency -» Recovery Operation =» Details

Type* Azure probe port resource v
Name* azureppl

Comment

Get license information
@ Select the type of group resource and enter its name.

4 Back Next » Cancel

The Dependency window is displayed. Click Next without specifying anything.

The Recovery Operation window is displayed. Click Next.

For Probeport, enter the value specified for Port when configuring a load balancer
(configuring health probe).

Resource Definition of Group | failoveri azurepp

Info @ = Dependency @ - Recovery Operation @ - Details

Probeport® 26001
Tuning
4 Back Cancel
Click Finish.
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3) Adding a monitor resource

€ Azure probe port monitor resource

The port monitoring mechanism for alive monitoring is provided for the node in which the
Microsoft Azure probe port resource is running.

For details about the Azure probe port monitor resource, see "Understanding Azure probe port
monitor resources" in the Reference Guide.

Adding one Azure probe port monitor resource creates one Azure probe port monitor resource
automatically.

€ Azure load balance monitor resource

The mechanism to monitor whether the port with the same port number as the probe port is
open or not is provided for the node in which the Microsoft Azure probe port resource is not
running.

For details about the Azure load balance monitor resource, see "Understanding Azure load
balance monitor resources" in the Reference Guide.

Adding one Azure probe port resource creates one Azure load balance monitor resource
automatically.

4 Custom monitor resource

Sets a script to monitor whether communication with Microsoft Azure Service Management API
is possible, and also monitors health of communication with an external network.

For details about the custom monitor resource, see "Understanding custom monitor
resources” in the Reference Guide.

1. Click Add on the Monitor Resource List page.
2. Select the monitor resource type (Custom monitor) from the Type box and enter the
monitor resource name (genw1l) in the Name box. Click Next.

Monitor Resource Definition

Info < Monitor(common) <= Monitor(special) < Recovery Action
Type* Custom monitor v
Name* genwl

Comment

Get Licence Info

@ Select the type of monitor resource and enter its name.

4 Back Next » Cancel
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3. The Monitor (common) window is displayed.
Confirm that Monitor Timing is Always and click Next.
Monitor Resource Definition

genw

Info @ = Monitor(commeon) = Monitor(special) = Recovery Action
Interval® &0 sec
Timeout*® 120 sec
Do Not Retry at Timeout Occurrence O

Retry Count® 1 time
Wait Time to Start Meonitoring* 3 sec
Monitor Timing

® Always

O Active

Choose servers that execute monitoring Server

4 Back Next» Cancel

4. The Monitor (special) window is displayed.
Select Script created with this product.
The following shows the sample of a script to be created.
< EXPRESSCLUSTER _installation_path>\bin\clpazure_port_checker -h
management.core.windows.net -p 443
EXIT %ERRORLEVEL%

Select Synchronous for Monitor Type. Click Next.

Monitor Resource Definition

Info @ = Monitor(common) @ = Monitor(special) - Recovery Action

O User Application

® Script created with this product

Edit View Replace

Monitor Type ® synchronous

O Asynchronous
Normal Return Value* 0
Kill the application when exit [
Wwait for activation monitoring to O

stop before stopping the cluster

4 Back Next » Cancel
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5. The Recovery Action window is displayed.
Select Execute only the final action for Recovery Action, LocalServer for Recovery
Target, and No operation for Final action.

Monitor Resource Definition genw

Info @ = Monitor(common) @ - Monitor(special) @ -» Recovery Action

Recovery Action Execute only the final action v
Recovery Target LocalServer Browse

Execute Script before Final Action O

Final Action No operation v

Script Settings

4 Back Cancel

6. Click Finish to finish setting.

€ |P monitor resource
Creates an IP monitor resource to monitor communication between clusters that are configured
with virtual machines, and also to monitor whether communication with an internal network is
health.

For details about the IP monitor resource, see "Understanding IP monitor resources" in the
Reference Guide.

1. Click Add on the Monitor Resource List page.
2. Select the monitor resource type (IP monitor) from the Type box and enter the monitor
resource name (ipwl) in the Name box. Click Next.

Monitor Resource Definition

Info < Monitor(common) =¥ Monitor(special) = Action
Type* IP monitor v
Name* ipw1

Comment

Get Licence Info

© Select the type of monitor resource and enter its name.

4 Back Next » Cancel
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The Monitor (common) window is displayed.
Confirm that Monitor Timing is Always.

Monitor Resource Definition

Info @ < Monitor(common) - Monitor(special) = Recovery Action
Interval® 60 sec
Timeout® 60 sec
Do Not Retry at Timeout Occurrence O

Retry Count* 1 time
Wait Time to Start Monitoring® 0 sec

Monitor Timing
® Always

O Active

Choose servers that execute monitoring Server

4 Back Next »

Cancel

Select one available server for Choose servers that execute monitoring.

Click OK and click Next.

Failure Detection Server

O All servers
® select
Servers that can run the Group Available Servers
Name « Name
node-1 Add node-2
_)
Remove

oK Cancel

Apply
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4. The Monitor (special) window is displayed.

Monitor Resource Definition

Info @ = Monitor(common) @ = Monitor(special) < Recovery Action
Edit Add Remove

IP Address List
IP Address

No Ip Address

Please add a IP Address.

ping Timeout*® 5000 msec

4 Back Next » Cancel

On the Common tab, select Add of IP Address and set an IP address of a server other
than the server selected in step 3. Click Next.

IP Address Settings

IP Address* 10.5.0.121

QK Cancel

Monitor Resource Definition

Info® = Monitor(common) @ = Monitor(special) < Recovery Action
Edit Add Remove

1P Address List
IP Address

10.5.0.121

ping Timeout* 5000 msec

4Back Next » Cancel
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5. The Recovery Action window is displayed.
Select Execute only the final action for Recovery Action, LocalServer for Recovery
Target, and No operation for Final Action.

Monitor Resource Definition

Info @ <> Monitor(common) @ < Monitor(special) @ < Recovery Action
Recovery Action Execute only the final action v
Recovery Target * LocalServer Browse
Execute Script before Final Action O
Final Action No operation v
Script Settings
4 Back Cancel

6. Click Finish to finish setting.

7. Then, create a monitor resource on the other server. Click Add on the Monitor
Resource List page.

8. Select the monitor resource type (IP monitor) from the Type box and enter the monitor
resource name (ipw2) in the Name box. Click Next.

9. The Monitor (common) window is displayed.
Confirm that Monitor Timing is Always.
Select one available server for Choose servers that execute monitoring. Click OK
and Click Next.

10.The Monitor (special) window is displayed.
On the Common tab, select Add of IP Address and set an IP address of a server other
than the server selected in step 9. Click Next.

11.The Recovery Action window is displayed.
Select Execute only the final action for Recovery Action, LocalServer for Recovery
Target, and No operation for Final action.

12.Click Finish to finish setting.
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€ Multi target monitor resource
Creates a multi target monitor resource to check the statuses of the custom monitor resource
and IP monitor resource. The custom monitor resource monitors communication to Microsoft
Azure Service Management API. The IP monitor resource monitors communication between
clusters that are configured with virtual machines.
If their statuses are abnormal, execute the script in which the processing for NP resolution is
described.

For details about the multi target monitor resource, see "Understanding multi target monitor
resources” in the Reference Guide.

1. Click Add on the Monitor Resource List page.
2. Select the monitor resource type (Multi target monitor) from the Type box and enter the
monitor resource name (mtw1) in the Name box. Click Next.

Monitor Resource Definition

Info < Monitor(common) = Monitor(special) =» Recovery Action
Type® Multi target monitor v
Name* mtwl

Comment

Get Licence Info

@ Select the type of monitor resource and enter its name.

-

Back Next » Cancel

3. The Monitor (common) window is displayed.
Confirm that Monitor Timing is Always and click Next.

Monitor Resource Definition mtw

nfo @ -» Monitor(commen) - Monitor(special) = Recovery Action

Interval® 60 sec
Timeout* 60 sec
Retry Count® 1 time
Wait Time to Start Monitoring* 0 sec

Monitor Timing

® Always
O Active

Choose servers that execute monitoring

4 Back Next » Cancel
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4. The Monitor (special) window is displayed.

From Available Monitor Resources, select the custom monitor resource (genwl) for
checking communication with Service Management APl and two IP monitor resources
(ipwl and ipw2) that are set to both servers. Then, click Add to add them to Monitor
Resource List. Click Next.

Monitor Resource Definition mitw
Info @ <» Monitor(common) @ <» Monitor(special) -» Recovery Action
Monitor Resource List Available Monitor Resources
Monitor Resource Type e Monitor Resource Type
genwl genw Add userw userw
ipwl ipw Y
. Remove
ipw2 ipw
Tuning
4 Back Next » Cancel

. The Recovery Action window is displayed.

Select Execute only the final action for Recovery action, LocalServer for Recovery
Target, and No operation for Final action, and select the Execute Script before Final
Action check box.

Click Script Settings and create a script to be executed when the multi target monitor
resource detects an error.

Monitor Resource Definition mtw

Info @ -» Monitor(common) @ - Monitor(special) @ -» Recovery Action

Recovery Action Execute only the final action v
Recovery Target LocalServer Browse

Execute Script before Final Action 4]

Final Action Mo operation v

Script Settings

4 Back Cancel
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. The script editing dialog box is displayed.

Select Script created with this product and click Edit to edit the script. The following
shows the sample of a script to be created.

Specify the following by referring to "4.1 Creation example" The ports differ depending
on operations.

- Load balancing rule > Backend port of the load balancer

- Load balancing rule > Port of the load balancer

Set the public IP address that you wrote down in "10)Setting the inbound security
rules” to the following:

- Frontend IP (public IP address) of the load balancer

rem kR kkkokk
rem Check Active Node
rem *kkkkkkhkkkkhkkkkhkkhkkkik
<EXPRESSCLUSTER _installation_path>\bin\clpazure_port_checker -h 127.0.0.1 -p <
Backend_port_of _the load_balancer_of Load balancing_rule>
IF NOT "%ERRORLEVEL%" =="0" (
GOTO CLUSTER_SHUTDOWN
)

kkkkkkkdhkkFhkkFhkkk
rem

rem Check DNS
rem *kkkkkkkkkkkkhkkkkkhkkkk
<EXPRESSCLUSTER_installation_path>\bin\clpazure_port_checker -h <
Frontend_IP(public_IP_address)_of the_load_balancer> -p <
Port_of_the_load_balancer_of Load_balancing_rule>
IF "%ERRORLEVEL%" == "0" (

GOTO EXIT
)

kkkdkkkkhkk Kk kkFhkkk
rem

rem Cluster Shutdown

kkkdkkkkhkk Kk kkFhkkk
rem

:CLUSTER_SHUTDOWN
clpdown

rem kkkkkkkkkkkkkkkkkkhkk

rem EXIT

rem kkkkkkkkkkkkkkkkkkhkk

EXIT
EXIT O

113



For Timeout, specify a value larger than the timeout value of
clpazure port checker (fixed to five seconds). In the case of the above sample
script, it is recommended to set a value larger than 10 seconds in order to execute

clpazure port checker twice.
Click OK.

Edit Script

) User Application

® Script created with this product

Edit View Replace

Timeout” 15 sec

oK Cancel Apply

7. Click Finish to finish setting.
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4) Setting the cluster properties

For details about the cluster properties, see "Cluster properties” in the Reference Guide.

€ Cluster properties
Configure the settings
EXPERSSCLUSTER.

in Cluster

Properties

to

link Microsoft Azure and

1. Enter Config Mode from Cluster WebUI, click the property icon of the cluster name.

Cluster Properties | Clusterl

Info  Interconnect NP Resolution Timeout Port No. Monitor Recovery Alert Service WebManager
Alert Log Delay Warning  Disk  Mirror Disk  Account  RIP(Legacy) Migration Extension
Cluster Name Clusterl
Comment
Language English w
OK Cancel Apply

2. Select the Timeout tab. For Timeout of Heartbeat, specify a value calculated by

“A+B+C” as described below.

A: Interval of the monitor resource being monitored by the multi target monitor
resource for NP resolution x (Retry Count+1)
* Among three monitor resources, select the monitor resource whose calculation

result is the largest.

B: Interval of the multi target monitor resource x (Retry Count+1)
C: 30 seconds (Waiting time for heartbeat not to time out before the multi target
monitor resource detects an error. The time can be changed accordingly.
Note: If Timeout of Heartbeat is shorter than the time that the multi target monitor
resource requires to detect an error, a heartbeat timeout will be detected before
starting the NP resolution processing. In this case, the same service may start doubly
in the cluster because the service also starts on the standby server.

Cluster Properties | Cluster1

Info Interconnect NP Resolution Timeout Port No. Monitor Recovery  Alert Service WebManager

Alert Log Delay Warning Disk  Mirror Disk  Account  RIP(Legacy) Migration Extension

Network initialization complete 3 min

wait time*

Server Sync Wait Time* 5 min

Heartbeat

Interval* 3 sec

Timeout* 270 sec

Server Internal Timeout® 180 sec

Initialize
oK Cancel Apply

3. Click OK.
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5) Applying the settings and starting the cluster

1. Click Apply the Configuration File in the config mode of Cluster WebUI.
A popup message asking “Do you want to perform the operations?” is displayed. Click OK.
When the upload ends successfully, a popup message saying "The application finished
successfully." is displayed. Click OK.
If the upload fails, perform the operations by following the displayed message.

2. Select the Operation Mode on the drop down menu of the toolbar in Cluster WebUI to
switch to the operation mode.Select Start Cluster in the Status tab of Cluster WebUI and
click.

3. Confirm that a cluster system starts and the status of the cluster is displayed to the Cluster
WebUI. If the cluster system does not start normally, take action according to an error
message.

For detalils, refer to the following:

e Installation and Configuration Guide
— How to create a cluster
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4.4 Verifying the created environment

Verify whether the created environment works properly by generating a (dummy) monitoring error
to fail over a failover group.
If the cluster is running normally, the verification procedure is as follows:

1.

2.
3.

Start the failover group (failoverl) on the active node (node-1). In the Status tab on the
Cluster WebUI, confirm that Group Status of failoverl of node-1 is Normal.

Change Operation Mode to Verification Mode from the Cluster WebUI pull-down menu.
In the Status tab on the Cluster WebUI, click the Enable dummy failure icon of azureppw1l
of Monitors.

After the Azure probe port resource (azureppl) activated three times, the failover group
(failoverl) becomes abnormal and fails over to node-2. In the Status tab on the Cluster
WebUI, confirm that Group Status of failoverl of node-2 is Normal.

Also, confirm that access to the frontend IP and port of the Azure load balancer is normal
after the failover.

Verifying the failover operation in case of a dummy failure is now complete. Verify the operations
in case of other failures if necessary.
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Chapter 5

Cluster Creation Procedure
(for an HA Cluster Using an
Internal Load Balancer)

5.1 Creation example

This guide introduces the procedure for creating a 2-node unidirectional standby cluster using
EXPRESSCLUSTER. This procedure is intended to create a mirror disk type configuration in which
node-1 is used as an active server.

The following tables describe the parameters that do not have a default value and the parameters

whose values are to be changed from the default values.
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Microsoft Azure settings (common to node-1 and node-2)

Setting item

Setting value

Resource group setting

Resource group TestGroupl
Region Japan East
Virtual network setting
Name Vnetl
Address space 10.5.0.0/24
Subnet Name Vnetl-1
Subnet Address range 10.5.0.0/24
Resource group TestGroupl
Location Japan East
Load balancer setting
Name TestLoadBalancer
Type Internal
Virtual network Vnetl
Subnet Vnetl-1
IP address assignment Static
Private IP address 10.5.0.200
Resource group TestGroupl
Region Japan East
Backend pool: Name TestBackendPool
Associated to Availability set
Target virtual machine node-1
node-2
Network IP configuration 10.5.0.120
10.5.0.121
Health probe: Name TestHealthProbe
Health probe: Port 26001
Load balancing rule: | TestLoadBalancingRule
Name
Load balancing rule: Port | 80 (Port number offering the operation)
Load balancing rule: | 8080 (Port number offering the operation)

Backend port

Microsoft Azure settings (specific to each of node-1 and node-2)

Setting item

Setting value

node-1 | node-2

Virtual machine setting

Disk type Standard HDD
User name testlogin
Password PassWord_123
Resource group TestGroupl
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Region

Japan East

Network security group sett

ng

Name

| NetSecGroup-1

Availability set setting

Name

AvailabilitySet-1

Update domains

5

Fault domains

2

Diagnostics storage account setting

Name Automatically generated (testgroupldiag679)
Performance Standard

Replication Locally-redundant storage (LRS)

IP configuration setting

IP address [ 10.5.0.120 | 10.5.0.121
Blob storage setting

Name node-1Blobl | node-2Blob1

Source type

None (empty disk)

Account type

Standard HDD

EXPRESSCLUSTER settings (cluster properties)

Setting item Setting value

node-1 | node-2

Cluster name Clusterl

Server name node-1 | node-2

NP Resolution Tab: Type | Ping

NP Resolution Tab: Ping | 10.5.0.5

Target

NP  Resolution  Tab: | Use Use

<server> column

EXPRESSCLUSTER settings (failover group)

Resource name Setting item Setting value
Mirror disk resource Nama md
Details Tab: Data Partition | G:
Drive Letter
Details Tab: Cluster Partition | F:
Drive Letter
Azure probe port resource | Name azureppl
Probe port 26001 (Value specified for
Port of Health probe)
Script resource (when | Name scriptl
DSR is used)

EXPRESSCLUSTER settings (monitor resource)

Monitor resource name Setting item Setting value
Mirror disk monitor | - -
resource
Azure probe port monitor | Name azureppwl
resource Recovery Target azureppl
Azure load balance | Name aurelbwl
monitor resource Recovery Target azureppl
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5.2 Configuring Microsoft Azure

1) Creating aresource group

120

Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a resource group following

the steps below.

1.

Microsoft Azure

Create a resource
Home
Dashboard
Al servicas
FAVORITES
Al resources
Resource groups
& App services
% Function Apps
R sl databases
& Azure Cosmos DB
I8 virtual machines
4 Load balancers
IBS storage accounts
Virtual networks
@ Azure Active Directory
@ Monitor
Advisor

@ Security Center

® cost Management + Bill...

2 Help + support
4§ subscriptions

% App registrations

P search resources, services, and docs

@ choose your default view Home () Dashboard

Azure services e

virtual Storage App Senvices  SQLdatabases Azure Datsbase  Azure Cosmos
machines accounts for PostgreSQL >
Make the most out of Azure
A A

Learn Azure with free online
courses by Microsoft

Monitor your 2pps and
infrastructure

Microsoft Leam [2 Azure Monitor

2. Select +Add vat thé upper left of the window.

Microsoft Azure

Create a resource

Home

Dashboard

All services:

FAYORITES

All resources

Resource groups
& app senvices
%> Function Apps
= sl databases
& nzure Cosmos DB
8 virtual machines
@ Load balancers
B Storage accounts

Virtual networks

& Azure Active Directory

@ Monitor

Advisor

@ security Center

© cost Management + Bill...

Help + support
% subscriptions

% App registrations

0

Secure your apps and
infrastructure

Security Center

Kubemnetes
services

¥

&

Function Apps

Optimize performance,
reliability, security, and costs

Recent resources  See ll your recent resources > See all your resources
NAME TYPE LAST VIEWED
° Virtual machine (classic) 2hago
£ Virtual machine (classic) 14hago
® Resource group 14 h ago
Cloud service (classic) 21hago
° Virtual machine 3dago
) Resource group 3dago
e Virtual machine 3dago
Virtual machine 3dago
P search resources, services, and docs
Home > Resource groups
Resource groups
4 rdd EZeditcolumns O Refresh 4 Exportto €SV
Subscriptions:
[ Alllocstions
2items
NAME suBseRIPTION

All tags

Select Resource groups or the resource group icon in the menu on the left side of the window.
If there are existing resource groups, they are displayed in a list.

a»

Cognitive
Services

Azure
Databricks

-

Connect to Azure via an
authenticated brow
shell

Cloud Shel

into solution:

features that help you solve

~ | | No grouping

LocaTion
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3.

Microsoft Azure

Create a resource
4+ Home
¥ Dashboard

All services:

X FAVORITES

Resource groups
& app senvices

% Function Apps
= sl databases
& nzure Cosmos DB
8 virtual machines
@ Load balancers
B storage accounts

Virtual networks.

& Azure Active Directory

@ Monitor

@ advisor

@ security Center

© cost Management + Bill...
Help + support

% subscriptions

% App registrations

Specify Resource group, Subscription, and Region, and click Review+Create.

P search resources, services, and docs

Home > Resource groups > Create a resource group

Resource groups « B X

=+ add

dit columns =** More

NAME

Create a resource group X

Tags  Review + Create

Resource group - A container that holds related resources for an Azure solution. The resource group can include ail the
resources for the solution, or only those resources that you want to manage s a group. You decide how you want to
allocate resources to resource groups based on what makes the most sense for your organization. Leam more I3

PROJECT DETAILS.

bscription @ ~
TestGroup v

RESOURCE DETAILS

* Region @ Japan East he
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2) Creating a virtual network
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a virtual network following
the steps below.

1. Select +Create a resource or the + icon in the menu on the left side of the window.

Microsoft Azure P Search resources, services, and docs

2

Ovsvers I

@ choose your defauit view

Create a resource

Fiane) Azure services
B8] Dashboard — "~
o S <] ® & & $ @
Al services.
virtual Storage AppServices  SQLdatabases Azure Database Azure Cosmos  Kubemetes  Function Apps Azure Cogitive
* FAVORITES machines accounts PostgresQlL DB services Databricks Services

= Al s
resources Make the most out of Azure

# Resource groups

& App Services

4 3 Lo 4
%> Function Apps .
LTS Learn Azure with free online Monitor your apps and Secure your 2pps and Optimize performance auf;’:;g:é‘: gf;"}s;‘amzed
B Azure Cosmos DB courses by Microsaft infrastructure infrastructure reliabilty, security, and costs e
M virtual machines Microsoft Leam Azure Monitor > Security Center > Azure Advisor > Cloud Shell >

4 Load balancers
B storage accounts Recent resources See all your recent resources > See all your resources > Useful links

Get started or go deep with technical docs [

Qur articles include everything from quickstarts, samples, and
Virtual machine (classic) 2hago tutorials to help you get started, to SDKs and architecture guides for
designing applications.

Virtual networks. NAME TYPE LAST VIEWED

@ Azure Active Directory

e

@ Monitor Virtual machine (classic) 14hago
Discover Azure products [
& agvisor ® " Resource group 14hago Explore Azure offers that help turn ideas into solutions, and get info
) on support, training, and pricing.

® Security Center o Cloud service (classic) 21hago

5 Keep current with Azure updates [2

e o e Virtual machine 3dago Leamn more and what's on the roadmap and subscribe to

y natifications to stay informed. Azure.Source wraps up all the news

&4 Help + support ® Resource group 3dago from last week in Azure.
v ey &} Virtual machine 3dage News from the Azure team [

% App registrations . . Hear right from the team developing features that help you solve

- o Virtual machine 3dago problems in the Azure blog -

Microsoft Azure D Search resources, services, and docs

Home > New

Create a resource New O
Home

Dashboard 5 Search the Marketplace

Allservices Azure Marketplace Seesll  Featured Seeall

FAVORITES
Virtual network
Quickstart tutorial

Get started
All resources

Recently created
%) Resource groups

Compute Load Balancer

& App services -

Leam more

Networking

% Function Apps

- Storage i

2 oL databases Application Gateway
Web cam more

& Azure Cosmos DB
Mobile X

8 virtual machines Virtual network gateway
Containers eam more

4 Load balancers
Databases

B storage accounts Virtual WAN
Analytics

eam more
Virtual networks
Al + Machine Learning
Azl Active Direct

@ saure actve Directory Internet of Things DNS zone

G Monitor Quickstart tutorial

- Mixed Reality

@ o

ey Integration Cisco ASAv - BYOL 4 NIC (preview)

@ security Center Security

?) Cost Management + Bill.

PREVI"
Identity Citrix ADC 12.0 UPX Enterprise
2 Help + support Developer Tools Edition - 200Mbps (preview)

£ subscriptions Management Tools

w App registrations Software as a Service (5aaS)

Quickstart tutorial
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3. Specify Name, Address space, Subscription, Resource group, Location, Name of Subnet,
and Address range, and click Create.

Microsoft Azure 5 Search resources, services, and docs

Home > New > Create virtual network

Create a resource Create virtual network o X
Home
* Name
Dashboard
Al services
* Address space @
FAVORITES 10500/16 v
. 10500 - 10.5.255.255 (65536 addresses)
Al resources
* Subseription
%) Resource groups ~
& App Services * Resource group
% Function Apps TestGroup1 v
Create new
= 50l databases
* Location
& Azure Cosmos DB Jr—— o

8 virtual machines
4 Load balancers
B8 storage accounts

Virtual networks

& Azure Active Directory

Monitor

Advisor

Service endpoints

Security Center Disabled

Cost Management + Bill. Frewil 0
Help + support Disabled [|ERTTR] .

Subscriptions
Automation options

w App registrations
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3) Creating a virtual machine
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create virtual machines and disks
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following the steps below.

Create as many virtual machines as required to create a cluster. Create node-1 and then node-2.

1. Select +Create a resource or the + icon in the menu on the left side of the window.

Microsoft Azure

2 search resources, services, and docs

Create a resource

Home
Dashboard m
Al services =
Virtual Storage
FAVORITES machines accounts

Al resources
%) Resource groups

& App services A

% Function Apps

Learn Azure with free online
& Asure Cosmos DB courses by Microsoft
I8 virtual machines Microsoft Leam I3
@ Load balancers

B8 Storage accounts Recent resources

Virtual networks NAME
@ Azure Active Directory =]
@ Monitor E3)
- advisor ) -

@ security center

®) Cost Management + Bill..

®
[.

3 Help + support

® subscriptions Q

% App registrations o

See all your recent resources >

Dashboard

<)
& =
App Services  SQL databases

Azure Da

® =

for PostgresQL

Make the most out of Azure

Monitor your 2pps and
infrastructure

Azure Monitor >

TYPE
Virtual machine (classic)
Virtual machine (classic)
Resource group

Cloud service (classic)
Virtual machine
Resource group

Virtual machine

Virtual machine

2. Select Compvute énd then See all.

0

Secure your apps and
infrastructure

Security Center >

See all your resources >

LAST VIEWED
2hago
14 h age

14 h ago

base  Azure Cosmos

Microsoft Azure

P search resources, services, and docs

Home > New

Create a resource New

Home

e Marketp)

Dashboard
All services

FAVORITES

Get started
Al resources

Recently created
4] Resource groups -

& App Services
Networking
% Function Apps
- Storage
= soL databases
. Web
& Azure Cosmos DB
Mobile
I8 virtual machines
Containers
4 Load balancers
Databases
[ storage accounts
Analytics
Virtual networks
Al + Machine Leaming

@ Azure Active Directory
@ wonitor

@ Advisor

Internet of Things
Mixed Reality

Integration

@ Security Center Security

2 Cost Management + Bill... Identity

)
& Help + support Developer Tools
® subsaiptions Management Tecls

' App registrations Software as a Service (SaaS)

Azure Marketplace Seeall

Featured

Windows Server 2016 Datacenter
Quickstart tutorial

Red Hat Enterprise Linux 7.2

Bt g istart tutoria

Ubuntu Server 18.04 LTS

Leamn more

Windows Server 2016

Leam more

SUSE Linux Enterprise Server

software purchase

Service Fabric Cluster

Quickstart tutorial

Web App for Containers

Quickstart tutorial

Function App

Quickstart tutorial

Batch Service
Quickstart tutorial

18
"

SQL Server 2017 Enterprise

Seeall

<5 $ &

Function Apps

Kubemetes
services

Cognitive

ure
Databricks Services

Y >

Connect to Azure via 2n
authenticated browser-based
shell

Optimize performance,
reliability, security, and costs

Azure Advisor > Cloud Shell >

Useful links

Get started or go deep with technical docs [

Our articles include everything from quickstarts, samples, and
tutorials to help you get started, to SDKs and architecture guides for
designing applications.

Discover Azure products [2
Explore Azure offers that help tum ideas into solutions, and get info
on support, training, and pricing

Keep current with Azure updates [
Learn more and what's on the readmap and subscribe to
notifications to stay informed. Azure.Source wraps up all the news
from last week in Azure.

News from the Azure team [2
Hear right from the team developing features that help you solve
problems in the Azure blog. <
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Select Windows Server 2016 Datacenter.

When the Basics tab appears, specify the settings of Subscription, Resource group, Virtual
machine name, Region, Image, Size, Username, Password, and Confirm password.
Select Availability set from Availability options, and click Create new under the Availability
set field. When the Create new blade appears, specify the settings of Name, Fault domains,
and Update domains. Then click OK.

Microsoft Azure A Search resources, services, and docs

Home > New > Create a virtual machine
Create a resource Create a virtual machine X
Home

Dashboard

s Disks Networking Management Guestconfig Tags Review + create

All services Create a virtual machine that runs Linux or Windows. Select an image from Azure marketplace or use your own customized image.

Complete the Basics tab then Review + create to pravision a virtual machine with default paremeters or review cach tab for full
customization.
Looking for classic

FAvORITES

from Azure Marl
All resources
Resource groups PROJECT DETAILS

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage all your

& App services resources.
% Function Apps .
R sl databases
& Azure Cosmos DB
I8 virtual machines
INSTANCE DETAILS
4 Load balancers * Vit machine name @ [rodet 7]
B storage accounts
* Region @ Japan East ~
Virtual networks
. Av ‘ Availability set ~ ‘
@ Azure Active Directory
© vonitor * Availability set @ abilitySet-1 v
@ Advisor
* Image @ Server 2016 Datacenter hd
@ security center mages =
©® Cost Management + Bill.. +sizz@ | standara a1

)

2 Help + support

£ subscrptions

Microsoft Azure P Search resources, services, and docs &
Home > New > Create a virtual machine Create new X
Create a resource Create a virtual machine

Group two or more VMs in an availability set to ensure that at least one

# tome ilable during planned or unplanned maintenance svents, Leam

¥ pashboard s Disks

tworking ~ Management ~ Guest config Tags ~Review + create

All services

omized image.
tab for full

Create a virtual machine that runs Linux or Windaws, Select an image from Azure marketplace or use your ow
Complete the Basics tab then Review + create to provision a virtual machine with default parameters or reviey
customi
Loaking for classic V)

v

X FAVORITES
ion.

¥4 Resource groups PROJECT DETAILS

Select the subscription to manage deployed resources and costs. Us

esource groups like folders to organize and manage all your

& app services resources. .
# Function Apps [
R sqL databases
% nzure Cosmos DB
8 virtual machines
INSTANCE DETAILS
Load balancers .
® * Vil machine name © [roden |
B storage accounts
* Region @ Japan East v
Virtual networks
Avsiabilty opions @ [ty st ]
@ Azure Active Directory
@ wonitor * Availabilty set @ v
@ Advisor
* Image @ Server 2016 Datacenter v

@ security Center mages and disks

© cost Management + Bill...

| standara a1
Help + support

R ==
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5. Click Change size to display the Select a VM size blade.
From the list, choose a size (Al - Standard in this guide) suitable for your virtual machine and
click Select.
Regarding the Virtual machine name, node-1 is for node-1, and node-2 is for node-2.
Click Next: Disks >

Microsoft Azure D Search resources, services, and docs

Home >
Create a resource Create
fault fiters
Home customiz
Looking 1
Dashboard eckng Fop Add fiter
. PROJECT
Al services Showing 191 VM sizes. | Subscription: | Region: Japanast | Current size: Standard AT
Select the
EoES ISOUE ymsze o oFreRING eamiLy veus | mam(GE) | DATADISKS max 10Ps TEMPORARY STOR... | PREMIUM DISK SUP. cosT/MONTH (ESTi...
All resources * Subscri
: A0 Standard General purpose 1 075 1 1x500 No %001
Resource groups !
A0 Basic General purpose 1 075 1 1x300 No 1838
& App services
5 runct Al Standard General purpose 1 175 2 24500 No 9839
el INSTANGE
M s ) Al Basic General purpose 1 175 2 2300 No a1
* Virtua
4 Azura Cosmos DB A2 Standard General purpose 1 2 2 20500 No 6748
* Region
I8 virtual machines A2 Standard General purpose 2 35 1 %500 No 7677
4 Load balancers a2 Basic General purpose 2 35 a 300 No ¥12083
| S rerpenns A2 Standard General purpose 2 4 4 24500 Ne $14173
Virtual networks
A2m 2 Standard General purpose 2 16 4 4500 No ¥19426
@ Azure Active Directory
A Standard General purpose 4 7 8 6x500 No s
& Monitor
) A Basic General purpose 4 7 8 300 No ¥31680
@ Advisor AOMINIS
[ P—— *lUserma M Standard General purpose 8 14 16 16x500 No 70887
® Cost Management + ill % M Basic General purpose 8 1 16 16x300 No 63350

2 Help + support

urrency that include only Azure infrastructure costs and any ints for the subscription and location. The prices don'tinclude any

% subsciptions - m Prices presented are estimates in your

applicable softnare costs. Vi

2. Final charges will appear in your local currency in cost analysis and billing viewss.

» App registrations 1
When the Disks tab appears, go through the following steps to add a blob to be used for a
mirror disk (cluster partition or data partition).

From the DATA DISKS list, click Create and attach a new disk.

Microsoft Azure R search resources, services, and docs

6.

Home > New > Create a virtual machine
Create a resource: Create a virtual machine X

Home

Dashboard Basics  Disks tworking ~ Management ~ Guest config

Al services

size of

FAVORITES
All resources DISK OPTIONS

Standard $5D v
# Resourca groups

& App services L

% Function Apps
DATA DISKS

You

can add and configure additional date disks for your virtual machine or attach existing disks. This VM also comes with a temporary.

& nzure Cosmos DB

M Virtual machines wn NAME SIZE (51E) DISKTYPE HOST CACHING

& Load balancers

h an existing disk
B storage accounts

Virtual networks.

~ ADVANCED

@ Azure Active Directory

@ Monitor
@ advisor

@ sccurity Center

© cost Management + Bill.

Help + support
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7.

The Create a new disk blade appears.

Specify the settings of Disk type, Name, Size (GiB), and Source type. Then click OK.
Click Next: Networking >

Microsoft Azure

Create a resource
# Home
¥ Dashboard

Al services

*  FAVORITES

& app senvices
% Function Apps
R sl databases
& Azure Cosmos DB
I8 virtual machines
4 Load balancers
B8 storage accounts
Virtual networks
@ Azure active Directory
@ wonitor
B Advisor
@ security Center
® cost Management + Bill.

& Help + support

14

ions

D Search resources, services, and docs

Home > New > Create a virtual machine > Create a new disk

Create a new disk

Create a new disk to store applications and d

c sk prcing varies based on factors including disk size, storage

type, and number of transactions. Learn mor naged Disks

*okope 0 [Sansmaron Y]
[ node-18i061 v

N ype @ Nane (empty disk) v

ESTIMATED PERFORMANCE @
10PS limit 500

Throughput limit (MB/s) 60

The Networkihg tab appears.

Specify the settings of Virtual network, Subnet, Network security group, and Configure
network security group.

Click Create new under the Configure network security group field to display the Create
network security group blade. Specify the setting of Name and then click OK.

Click Next: Management >.

Microsoft Azure

Create a resource
# Home
B8] Dashboard
Al services
* FAVORMTES
£ Al resources.

V) Resource groups

P Search resources, services, and docs

Home > New > Create a virtual machine > Create network security group

t  Guestconfig Tags Review + create

configuring network interface card (NIC) settings. You can control ports, inbound
 plzce behind an existing load balancing solution,

Learn more

il be created for you.

X

Inbound rules @
1000: default-allow-rdp

Any
RDP (TCP/3389)

& App Services Outbound rules @
% Function Apps v No results
= 501 databases ~ + Add an outbound rule
& Azure Cosmos DB
180 virtual machines v
@ Load balancers
B8 storage accounts

Virtual networks ~
@ Azure Active Directory X

(®) Off

@ wonitor N The selected VM size does not support accelerated networking.

@ advisor

@ security Center

® Cost Management + Bill...

®n .
& Help + support
4§ subscriptions Next : Management >

% App registrations
vl
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9. The Management tab appears.
Click Create new under the Diagnostics storage account field to display the Create storage
account blade.
Specify the settings of Name, Account kind, and Replication. Then click OK.
In the Diagnostics storage account field, the default value is automatically generated and
entered.
Click Next: Guest config >.

Microsoft Azure P Search resources, services, and docs
Home > New > Create a virtual machine Create storage account
Create a resource Create a virtual machine
Home * Name
testgroupldiag210
Dashboard Basics Disks Networking Management Guestconfig  Tags  Review + create g =
e coremindowsnet
All services Configure monitoring and management aptions for your VM. Account kind @
Storage (geners! purpose v1) ~
FAVORITES
MONITORING
All resources Boot diagnostics @

Resource groups

QOon @os . °
Services
& s * Bingno cally-redundant storage (LRS) ~
Diagnost (new) testgroupldiag2 10 v
% Function Apps c e
T sl databases
IDENTITY
& Azure Cosmos DB
Oon @®or
8 virtual machines
@ Load balancers AUTO-SHUTDOWN
Enable auto (on (o
B storage accounts - -
Virtual networks BACKUR
@ Azure Active Directory Enable Oon @ o

@ wonitor

@ advisor

@ security Center

@ cost Management + Bill.

) Help + support

Microsoft Azure P Search resources, services, and docs

Home > New > Create a virtual machine
Create a resource Create a virtual machine X
Home

Dashboard Basics Disks Networking Management Guestconfig Tags Review + create

All services Add additional configuration, agents, scripts or applications via virtual machine extensions or cloud-init

FAVORITES
EXTENSIONS
All resources Extensions provide post-deployment configuration and automation.

Resource groups Ertensions @ Select an extension to inst

& App Services

AT CLOUD INIT

Cloud init is a wi

R saL databases

y used approach to customize a Linux VM as it boots for the first time, You can use cloudinit to install packay
e files or to configure users and security. Learn more

& Azure Cosmos DB
I virtual machines o The selected image does not support dloud init.
@ Load balancers
B storage accounts
Virtual networks
@ Azure Active Directory
@ Monitor
@ advisor

W Security Center

© cost Management + Bill..

& Help + support
 Survions

% App registrations
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11. Click Next: Review + create >.

Microsoft Azure P search resources, services, and docs

Home > New > Create a virtual machine
Create a resource Create a virtual machine X
4+ Home

¥ Dashboard Basics  Disks Ny

working ~ Management ~Guest config Tags Review + create
= Tags are name/uslue pairs that ensble y
resources and resource groups. Learn more

to categorize resources and v

olidated billing by applying the same tag to multiple

X FAVORITES

Note that if you create tags and then change res

rce settings on other tabs, your tags will be automatically updated.

Resource groups NAME VALUE RESOURCE

& app senvices - ~

% Function Apps

= sl databases

& nzure Cosmos DB

8 Virtual machines

@ Load balancers

B8 storage accounts
Virtual networks

& Azure Active Directory

@ Monitor

@ advisor

@ security Center

© cost Management + Bill...
Help + support

3 et [ ] [ o]

% App registrations

12. The Review + create tab appears. Check the contents. If there is no problem, click Create.
The deployment starts and takes several minutes.

Microsoft Azure R Search resources, services, and docs

Home > New > Create a virtual machine
Create a resource Create a virtual machine X

Home
&/ Validation passed
Dashboard

ez Basics  Disks Networking Management  Guest config  Tags  Review + create
FavorTes

PRODUCT DETAILS
All resources

Standard A1 Pricing not available for this offering

Resource groups
& App services

% Function Apps
- ssociated with the Marketp
= sQL databases o
P sactional activities. Microsoft does not provide rights for third-party offering
e erms for additional details
Virtual machines
BASICS
4 Load balancers
B8 storage accounts TestGroup1

Virtual networks. ne name node-1

@ Azure Active Directory Japan Easst

Availability set

& Monitor

(new) AvailabilitySet-1

@ agvisor testlogin
@ security center e
: DIsKs
® cost Management + Bill..
Standard HDD 2

2 Help + support
§ subscoptons [ e ] =

& App registrations
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4) Setting a private IP address
Log in to the Microsoft Azure portal (https://portal.azure.com/) and change the private IP address
setting following the steps below. Since an IP address is initially set to be assigned dynamically,
change the setting so that an IP address is assigned statically. Change the settings of node-1 and
then node-2.
1. Select Resource groups or the resource group icon in the menu on the left side of the window.

Microsoft Azure A Search resources, services, and docs

@ chooseyourdefauitview (@) Home () pasboard [

Create a resource

Home Azure services
Dashboard — @ @ =~ & ‘
All services -
virtual Storage AppServices  SQLdatabases AzureDatsbase AzureCosmos  Kubemetes  Function Apps Azure Cognitive
FAVORITES machines accounts for PostgresQL DB services Databricks Services

Al
oo Make the most out of Azure

Resource groups
& App services A

s > aJ . L

Connect to Azure via 2n

% Function Apps

R sl databases

Learn Azure with free online Monitor your 2pps and Secure your apps and Optimize performance, st entas b bacect
& zure Cosmos DB courses by Microsoft infrastructure infrastructure reliability, security, and costs hell
= Microsoft Leamn [ Monitor Security Center Cloud Shel
M8 virtual machines: ty
@ Load balancers
B Storage accounts Recent resources  see all your recent resources. See all your resources
Virtual networks NAME TYPE LAST VIEWED
@ Azure Active Directory £ Virtual machine (classic) 2hago
@ Monitor ) Virtual machine (classic) 14hage
B Advisor ® Resource group 14 h ago
® security Center Cloud service (classic) 21hago
© cost Management + Bil.. g Virtual machine 2dzge
- P
ai Help + support. ® Resource group 3dago
® subscriptions ’ virtual machine 3dago
i eatures that help you solve
PO ) o Virtual machine 3dago " .
Microsoft Azure P Ssearch resources, services, and docs
Home > Resource groups
Create a resource Resource groups = X
Home
+ add dit columns &) Refresh + Export to CSV
Dashboard
Subscriptions:
Al services
All lacations v || altags ~ | | No grouping v
FAvORITES
Al resources
susscriPTion LocaTion

Resource groups
& App Services

% Function Apps
= soL databases
& Azure Cosmos DB
I8 virtual machines
@ Load balancers

[ storage accounts

Virtual networks

@ Azure Active Directory

@ wonitor

@ Advisor

@ Security Center
® Cost Management + Bill...
2 Help + support

® subscriptions

% App registrations
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Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

4,

5.

The summary of TestGroupl is displayed. Select virtual machine node-1 or node-2 from the

item list.

Microsoft Azure

Create a resource
# Home
¥ pashboard
Al services
* FAvORITES

All resources

) Resource groups.

& App services
% Function Apps

= 50l databases
& Azure Cosmos DB
8 Virtual machines
4 Load balancers
B8 storage accounts
Virtual networks
@ Azure Active Directory
& monitor
Advisor
@ security Center
® cost Management + Bill
2 Help + support
¥ subscriptions

& App registrations

Microsoft Azure

(Create a resource
A Home
1] Dashboard
Al services
* ravormes
£ All resources
¥%) Resource groups
& App services
% Function Apps
R sl databases
& Azure Cosmos DB
I8 virtual machines
@ Load balancers
B8 storage accounts
Virtual networks
@ Azure Active Directory
@ Monitor
Advisor

@ security center

® cost Management + Bill...

S Help + support
$ subscriptions

% App registrations

Select Networking.

P Search resources, services, and docs

Home > Resource groups > TestGroupl

(0] TestGroup1

) Overview
B Activitylog
Access control (1AM)

# Tags

Events

Settings
Quickstart

& Deployments

policies

i= Properties

& Locks

£ Automation script

Cost management
‘Q Costanalysis

Budgets
® Advisor recommendations
Monitoring
@ Insights (preview)

Alerts

Virtual machines

=+ dd @ Reservations
Name
node-t

«

+ add

Edit columns @ Delete resource group

Subscription (change)

Subscription 1D

£ node-1_0sDisk_1_71486cd179fe4c7783627bb925385b6b

Allypes -~

G} Availabilityset-1

@ NetsecGroup-1

node-1

B node-nrs

& node-1Blob1

E5 testgroupidiag210

@ vnett

node-2

£ node-2_0sDisk_1_bfoc3te2cfba40398bfd67ced7ioatf

B node23t

Q) refresh

2 search resources, services, and docs

=+* More

Home > Virtual machines > node-1 - Networking

« 2

X

Select a network interface display
automatically.

# node-1- Networking

@ overview

E Activity log

o < Attach network interface

I Network Interface: node.

Virtual network/subnet: Vnet

=2 Move

Deployments
2 Succeeded

All locations v

Availability set
Network security graup
Virtual machine

Disk

Network interface

Disk

Storage account
Virtual network

Virtual machine

Disk

Netwark interface

Vnetl-1 Public IP: None

networking: Disabled

a4 Access control (IAM)

& Tags
¥ Diagnose and solve problems

interface:
Settings. Impacts

Networking PRIORITY

= Disks 1000
@ size s5000
O security

65001
7 extensions

65500

% Continuous delivery (Preview)
Availability set

& Configuration
Identity
Properties

8 Llocks

% Automation script

Operations

Auto-shutdown -

Inbound port rules

Outbound port rules

node-1176)

subnets, 1 network interfaces

NAME PoRT prOTOCOL
default-allow-rdp 3389 T
AllowVnetinBound  Any Any
AllowhzureloadBa... Any Any
DenyAllnBound ~ Any Any

No grouping v

LocaTION

Japan East
Japan East
Japan East
Japan East
Japan East
Japan East
Japan East
Japan East
Japan East

Japan East

Japan East

i+ Detach network interface

Effective security rules

Private IP:

© Network security group NetSecGroup-1 (attached to netwark

source
Any

VirtualN
Azurel

Any

L Bportto CsV

Topology

:105.0.4

Application security groups

Add inbound

DESTINAT...

Any

VirtualN,

AcTion
 Allow
@ Allow
@ Allow

© Deny

ed in the list. The network interface name is

generated
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6. Select IP configurations.

Microsoft Azure P Search resources, services, and docs

Home > Virtual machines > node-1 - Networking > node-1176 - IP configurations

Create a resource l node-1176 - IP configurations X
Home e —— € dradd Foe X osed
Dashboard
s B ovenien IP forwarding settings
S B Aciitylog 1P forwarding
P — i Access control (AM) Virtual network Ynett
#) Resource groups & Tags IP configurations
& App services Settings * Subnet Vnet1-1(105.0.0/24) v
% Function Apps i P configurations
= SOl databases B DNS servers -
" NAmE 1P VERSION Tvee PRIVATE 1P ADDRESS PUBLIC 1P ADDRESS
& Azure Cosmos DB @ Network security group
B virtual machines It propertes ipeonfigl 1pua Primary 10.50.4 (Dynamic)
@ Load balancers & Locks
[ storage accounts &3 Automation seript

Virtual networks
Support + troubleshooting

@ Azure Active Directory .
Effective security rules

6 Monitor
_ & effective routes
@ advisor
% New support request
@ security Center
® Cost Management + Bill..
Help + support
4§ subscriptions

w App registrations

7. Only ipconfigl is displayed in the list. Select it.

8. Select Static for Assignment under Private IP address settings. Enter the IP address to be
assigned statically in the IP address text box and click Save at the top of the window. The IP
address of node-1 is 10.5.0.120. The IP address of node-2 is 10.5.0.121

Microsoft Azure R search resources, services, and docs

Home > Virtual machines > node-1 - Networking > node-1176 - 1P configurations > ipconfigl
Create a resource ipconfigl a x
nesa-1175

Home

Hsave X piscard
Dashboard

Public IP address settings
All services

Public IP address.

e s

=z Private IP address settings

#| Resource groups Virtual network/subnet

1 /Vnetl-1

& App services v
nment

¥ !
Function Apps ==

R SOl databases N
* IP address

& azure cosmos DB [10s0120

I8 virtual machines

4 1oad balancers

B storage accounts
Virtual networks

@ Azure Active Directory

@ Monitor

@ Advisor

@ security Genter

2 Cost Management + Bill..
2 Help + support
4§ subscriptions

% App registrations

9. The virtual machines restart automatically so that new private IP addresses can be used.
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Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

5) Configuring virtual machines
Log in to the created node-1 and node-2 and specify the settings following the procedure below.
Set a partition for the mirror disk resource. Create a file system in the added Blob storage.

For details about a partition for the mirror disk resource, see "Partition settings for mirror disk
resource (when using Replicator)" in "Settings after configuring hardware" in Chapter 1,
“Determining a system configuration" in the Installation and Configuration Guide.

1.

3.
4,

Open the Disk Management window. The Initialize Disk dialog box is displayed.

Initialize Disk X

You must initilize a disk before Logical Disk Manager can accessit.
Select disks:
Diske 2

Use the follawing partition style for the selected disks:
(®) MBR (Master Boot Record)
(O GPT (GUID Partition Table)

Note: The GPT partition style is not recognized by all previous versions of

Windows
=

drive and D drive.

Confirm that the added disk is displayed as "Disk 2" in unassigned state under the existing C

ww Disk Management
File Action View Help

e @ EEI=XEH LD

] >

Volume ‘ Layout | Type | File System | Status | Capacity | Free Spa... | % Free
B Simple Basic NTFS Healthy (S.. 127.00 GB 131268 29%
= Temporary Storag... Simple Basic NTFS Healthy (P... 70.00 GB 6B77GB  98%

B Unallocated Wl Primary partition

= Disk 0

Basic (C:)

127.00 GB 127.00 GB NTFS

Online Healthy (System, Boot, Active, Crash Dump, Primary Partition)

= Disk 1 I
Basic Temporary Storage (D)

70.00 GB 70,00 GB NTFS

Online Healthy (Page File, Primary Partition)

= Disk 2 I
Basic

20,00 GB 20.00 GB

Online Unallocated

Create a cluster partition. Right-click "Disk 2" and select New Simple Volume.
The Welcome to the New Simple Volume Wizard is displayed. Click Next.

Mew Simple Volume Wizard x

Welcome to the New Simple
Volume Wizard

This wizard helps you create a simple volume on a disk

A simple volume can only be on a single disk

To continue, click Next

< Back Next > Cancel
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5. The Specify Volume Size window is displayed. Allocate 1024 MB (1,073,741,824 bytes) or
more to a cluster partition. Click Next.

MNew Simple Volume Wizard x

Specify Volume Size
Choose 3 volume size that is between the maximum and minimum sizes.

Maximum disk space in MB 20477

Minimum disk space in MB 8

Simple volume size in MB 1024 <

<Back Cancel

6. The Assign Drive Letter or Path window is displayed. Select the F drive for Assign the
following drive letter:. Use the disk as a raw partition without formatting.

Mew Simple Volume Wizard x

Assign Drive Letter or Path
For easier access, you can assign a drive letter or dive path to your partition

(®) Assign the following drive letter: F ~
O Mount in the following empty NTFS folder
Browse
(O Do not assign a drive letter or drive path
< Back Next > Cancel

Next, create a data partition. Right-click "Disk 2" and select New Simple Volume.
The Welcome to the New Simple Volume Wizard is displayed. Click Next.
The Specify Volume Size window is displayed. Click Next.

Mew Simple Volume Wizard X

© o~

Specify Volume Size
Choose a volume size that is between the maximum and minimum sizes

Maximum disk space in MB 19453

Minimum disk space in MB: 8

Simple volume size in MB R =

< Back Next > Cancel
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Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

10. The Assign Drive Letter or Path window is displayed. Select the G drive for Assign the
following drive letter: and click Next.

MNew Simple Volume Wizard

Assign Drive Letter or Path
For easier access, you can assign a drive letter or drive path to your partition.

(®) Assign the following drive letter: G v
(O Mount in the following empty NTFS folder:
Browse

() Do not assign a diive letter or dive path

<Back Cancel
The Format Partition window is displayed. Confirm that File System is NTFS.

MNew Simple Volume Wizard

11.

el
Format Partition
To store data on this partition, you must format it first

Choose whether you want to format this volume, and if so, what settings you want to use.

(O Do not format this volume

(®)Format this volume with the following settings

Fle system NTFS ~
Allocation untt size Defaut v
Volume label
|41 Perform a quick format

] Enable file and foldsr compression

< Back Next > Cancel

12. Click Next.

13. The Completing the New Simple Volume Wizard window s displayed. Check the displayed
contents and click Finish.

MNew Simple Volume Wizard

Completing the New Simple
Volume Wizard

*You have successfully completed the New Simple Volume
Wizar

You selected the following settings:
iVolume type: Simole Volume

Disk selected: Disk 2

Volume size: 19453 MB

Drive letter or path: G

Flle system: NTFS

Allocation unit size: Default
Volume label: New Volume ™
Ohtirle st Yas

To close this wizard, click Finish

<Back Cancel
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14. Confirm that the added disks are assigned as the F drive and G drive.

= Disk Management - O x
Eile Action View Help
e BIHEI=XPEEE
Volume ‘ Layout | Type | File System | Status | Capacity | Free Spa... | % Free
| Simple Basic NTFS Healthy (5. 127.00 GB 1119468 88 %
= (F) Simple Basic RAW Healthy (P... 1.00 GB 1.00 GB 100 %
= MNew Volume (G:) Simple Basic NTFS Healthy (P... 19.00 GB 1894 GB 100 %
= Temporary Storag... Simple Basic NTFS Healthy (P... 70.00 GB 68.77GB 98 %
|
— Disk 0 1
Basic )
12-7‘_00 GB 127.00 GB NTFS
Online Healthy (Systern, Boot, Active, Crash Dump, Primary Partition)
= Disk 1 1
Basic Temporary Storage (D:)
?D.QD GB 70.00 GB NTFS
Online Healthy (Page File, Primary Partition)
= Disk 2 I
Basic (F) New Volume (G:)
20.00 GB 1.00 GB RAW 18.00 GB NTFS
Online Healthy (Primary Partition) Healthy (Primary Partition)
B Unallocated Wl Primary partition

Next, for using DSR, add a loopback adapter in each node configuring a cluster.
Refer to the following when creating a DSR configuration.
https://jpn.nec.com/clusterpro/blog/20181031.html (Japanese only)




Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

6) Configuring a load balancer
Log in to the Microsoft Azure portal (https://portal.azure.com/) and add an internal load balancer
following the steps below.
For details, see the following websites:
+  Load Balancer:
https://docs.microsoft.com/en-us/azure/load-balancer/

1. Select +Create a resource or the + icon in the menu on the left side of the window.

Microsoft Azure P search resources, services, and docs

@ chooseyour defauitview (@) Home () pashboard I

Create a resource

T Azure services 5eesll (+100) -
Dashboard - = -
o & 8 € = H 8 @
Al services
Storage  AppServices  SQLdatsbases Azure Datsbase AzureCosmos  Kubemetes  Function Apps Aaure Cognitive
FavoRITES machines accounts for Postgresal. o8 sevices Databricks Services

All s
e Make the most out of Azure

%) Resource groups

& App Services {.‘ 2 J Q‘ »

#> Function Apps

R sl databases Connect to Azure via an

Learn Azure with free online Monitor your zpps and Secure your apps and Optimize performance,
- courses by Microsoft infrastructure infrastructure reliability, security, and costs authenticated browser-based
& Azure Cosmos DB S . Y shell

M virtual machines Microsoft Leam [2 Azure Monitor > Security Center > Azure Advisor > Cloud shell >

4 1oad balancers

B storage accounts Recent resources  See all your recent resources > See all your resources > Useful links

Get started or go deep with technical docs [

Qur articles include everything from quickstarts, samples, and

@ Azure Active Directory Virtual machine (classic) 2hage tutorials to help you get started, to SDKs and architecture guides for
designing applications.

@ Monitor =

B Advisor ® - Resource group 14hage Explore Azure offers that help tum ideas into solutions, and get info
on support, training, and pricing.

Virtual networks NAME TYPE LAST VIEWED

Virtual machine (classic) 14h ago
Discover Azure products [

‘Security Center O Cloud service (classic) 21hago
. Keep current with Azure updates [
g Ly Tl 2 virtual machine 3dago Learn more and what's on the readmap and subscribe to
Help + suj it - . notifications to stay informed. Azure.So1 ps up all the news
P s [\ ] Resource group 3dago from last week in Azure.

® subscriptions a2 Virtual machine 3dago News from the Azure tea

e

Hear right from th developing features that help you solve
problems in the Azure blog. -

) SRS a Virtual machine 3dago

2. Select Networkiﬁg and then Load balancer.

Microsoft Azure P Search resources, services, and docs

Create a resource New o X

Home

Dashboard ke
fllemms Azure Marketplace sesall  Featured Seeall
FAVORITES

- Get started Virtual network
Al esources Quickstart tutorial

Recently created
4] Resource groups

Compute Load Balancer
& App Services pmmmmmmmmmmmmmm e a Leam more
| Networking H
% Function Apps R et K
2 sl datebs Storage Application Gateway
= 5Ol databases
Web Leam more
& Azure Cosmos DB
Mobile .
M virtual machines Virtual network gateway
Containers Leam more
4 1oad balancers
Databases
B storage accounts Virtual WAN
Analytics

Virtual networks B
Al + Machine Learning

Az Active Directe
@ sure Actve Directory Interet of Things DNS zone

Quickstart tutorial
© wonitor Mixed Reality
@ s
8 Advisor Integration Cisco ASAV - BYOL 4 NIC (preview)
5 cam more
Security Centar Security
Cost M it + Bill.
ost Management + Bil Identity Citrix ADC 12.0 VPX Enterprise
8 nelp-+ support Deeioper Tooks Edition - 200Mbps (preview)
B Leam more
® subscriptions Management Teols
i Network security group
& App registrations Software as a Service (5aa5) Quickstart worial .

3. The Create load balancer blade is displayed. Specify Name. Select Internal for Type and
Basic for SKU, respectively.

4. For Virtual network and Subnet, select the virtual network and subnet created in "2)Creating
a virtual network"
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5. Specify IP address assignment, Private IP address, Subscription, Resource group, and
Region, and click Review+create. Deploying the load balancer starts. This processing takes
several minutes.

Microsoft Azure P Search resources, services, and docs

Home > New > Create load balancer
Create a resource Create load balancer
Home

ccessible via public [P addresses. o
port Network Address Tra (NAT) to route

Dashboard

All services

PROJECT DETAILS

FAVORITES
* Subscription v
All resources

Resource groups TectGrose] -
& App Services
INSTANCE DETAILS
% Function Apps
- * Name TestloadBalancer v
S SOl databases
* Region Japan East v

& Azure Cosmos DB

8 virtual machines

@ Load balancers *5KU @

B Storage accounts
CONFIGURE VIRTUAL NETWORK.
Virtual networks o
Virtual network @ Vet v

@ Azure Active Directory

@ Monitor
@ Advisor
W Security Center
* Private v

© Cost Management + Bill...

Help + support

& App registrations

ation

nload a template for
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Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

7) Configuring a load balancer (configuring a backend pool)
1. Associate a virtual machine registered to the availability set to the load balancer. After the load
balancer has been deployed, select Resource groups or the resource group icon in the menu

on the left side of the window.

Microsoft Azure D Search resources, services, and docs

Home () Dashboard

Create a resource

Home

Dashboard — = @ =~

Al services = :
Virtual Storage App Services  SQLdatabases  Azure Database  Azure Cosmos

FAVORITES machines accounts for PostgresQL

Al
resources Make the most out of Azure

Resource groups.
& App services A

'." 2 a)

Learn Azure with free online
courses by Microsoft

% Function Apps

W sQl databases Manitor your apps 2nd

infrastructure

Seeure your apps and
infrastructure

& Azure Cosmos DB

Microsoft Leam [5 Azure Monitor

8 virtual machines

4 Load balancers

B Storage accounts Recent resources See all your recent resources > See all your resources

Virtual networks NAME TYPE LAST VIEWED
@ Azure Active Directory [ Virtual machine (classic) 2hago
& Monitor © Virtual machine (classic) 14hago
@ Advisor [09) Resource group 14 h ago
@ security Center Cloud service (classic) 21hago
© cost Management + ill.. : Virtual machine 3dago
2 Help + support © Resource group 3dago
§ subscriptions : Virtual machine 3dago
R Virtual machine 3dago

list.

<& e &

Function Apps Azure
Databricks

Kubemetes
services

Cognitive
Services

Q¢ -

Connect to Azure via 2n
authenticated browser-based
shell

Optimize performance,
reliability, security, and costs

Cloud

ight
problems in the

2. Select the resource group to which the created load balancer belongs from the resource group

Microsoft Azure L Search resources, services, and docs

Home > Resource groups

Create a resource Resource groups # X
Home

4 Add  E3 Editcolumns O Refresh L Exportto CSV
Dashboard

Subscriptions:
All services

fi All locations v | | Alltags v | | Mo grouping ~

FAVORITES

23 items
All resources.

NAmE suascriPTIoN Location

Resource groups:

& App services

% Function Apps

= saL databases

& Azure Cosmos DB

8 virtual machines

& Load balancers

B storage accounts
Virtual networks

@ Azure Active Directory

@ wonitor

@ pdvisor

W security center

@ Cost Management + Bill...

B4 Help + support

¥ subscriptions.

% App registrations
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3.

4,

The summary of the selected resource group is displayed. Select the created load balancer
from the item list.

Microsoft Azure

Create a resource
Home
Dashboard

All services
FAVORITES

All resources

Resource groups

& App Services

% Function Apps

R sQL databases

& Azure Cosmos DB

8 Virtual machines

4 Load balancers

B8 storage accounts
Virtual networks

@ Azure Active Directory

@ Monitor
Advisor

@ security Center

® cost Management + Bill.

2 Help + support

$ subscriptions

& App registrations

P Search resources, services, and docs

Home > Resource groups > TestGroupl

[0] TestGroup1

[®) Overview

B Activity log

Access control (IAM)
@ Tags
Events
Settings
Quickstart
@ Deployments

Policies

= Properties
8 Locks

% Automation script

Cost management
@ Costanslysis
Budgets
@ Advisor recommendations
Monitoring
@ Insights (preview)

Alerts

Select Backend pools.

Microsoft Azure

Create a resource
Home
Dashboard
Al services
FAVORITES
All resources
Resource groups.

& App services

% Function Apps

= 50l databases

& Azure Cosmos DB

I8 virtual machines

@ Load balancers

B Storage accounts
Virtual networks

@ Azure Active Directory

& Monitor

@ pdvisor

@ Security Center

® Cost Management + Bill...

Help + support

@
o
4§ subscriptions

e add Edit columns @ Delete resource group Q) Refresh = Move
Subscription (change) D ments
4 Succeeded
Subscription ID
change)
Click here to add tags
Fi name.. Alltypes v | | Alllocations ~

9 items

NAME

node-1
& node-1 OsDisk 1 71486¢d179fe4c7783627bb925385b6b
B noderr7s
& node-1Blob1
A node-2
&2 node-2 0sDisk 1 bfgc3te2cfba4f0398bfd67ced7igall
B node-231
£ node-2Blob1
B testgrouptdiag210
& TestloadBalancer

<> nett

P Search resources, services, and docs

Home > Resource groups » TestGroup1 > TestLoadBalancer

& TestLoadBalancer

«

& Overview

W Activity log

a4 Access control (IAM)
@ Tags

X' biagnose and solve problems

Settings.
Frontend IP configuration

9 Backend pools

? Health probes
Load balancing rules

& Inbound NAT rules
Properties

8 Locks

© Automation script
Monitoring

B Diagnostics logs
Support + troubleshooting

New support request

S move @ Delete T Refresh

Resource gr
TestGroup1

(change)

Japan East

Subscription (change)

Subscription ID

SKU

Basic

(change)
Click here to 2dd tags

Virtual machine
Disk

Network interface
Disk

Virtual machine
Disk

Network interface
Disk

Storage account

Load balancer

Virtual network

Health

Load balancing

NAT rules
0 inbound
Private IP
10.5.0200

= X
L Exportto csv
No greupings
LocATION
Japan East
Japan East

Japan East

Japan East
Japan gast
Japan East
Japan East

Japan East
Japan East
Japan East
Japan gast




Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

5. Click Add.

Microsoft Azure

Create a resource
Home
Dashboard
Al services
FAVORITES
All resources
%) Resource groups.
& App services
% Function Apps
= 0L databases
& Azure Cosmos DB
I8 virtual machines
4 Load balancers
B storage accounts
Virtual netw
@ Azure Active Directory
& monitor
@ advisor
@ Security Center
@ Cost Management + Bill..
Help + support
$ subscriptions

% App registrations

P Search resources, services, and docs

Home » Resource groups » TestGroup1 > TestLoadBalancer - Backend pools

TestLoadBalancer - Backend pools X

d balancer

« drads O refresh

backend addr

5 Sea
& Ovenview [Bsea

VIRTUAL MACHINE VIRTUAL MACHINE STA...  NETWORK INTERFACE PRIVATE IP ADDRESS

W Activity log

il Access control (IAM) No results.
® Tags

¥ Diagnose and solve problems

Settings

B Frontend IP configuration

G Backend pools

Health probes
Load balancing rules

B inbound NAT rules

! properties
8 Locks

K3 Automation script
Manitoring

Diagnostics logs
Support + troubleshooting

& New support request

6. The Add backend pool blade is displayed. Specify Name.

7. For Associated to, select Availability set.

8. Specify Availability set.

9. Click Add atarget network IP configuration.

Specify the target virtual machine for Target virtual machine and Network IP configuration.

11. Repeat steps 9 and 10 as many times as the number of target virtual machines.

12. Click OK.

Microsoft Azure

Create a resource
Home
Dashboard
All services
FAVORITES
Al resources
¥ Resource groups
& App Services
% Function Apps
= sQL databases
& Azure Cosmos DB
80 virtual machines
4 Load balancers
B storage accounts

Virtual networks

@ Azure Active Directory
@ wonitor

@ Advisor

® security Center

© cost Management + Bill..
Help + support

$ subscriptions

w App registrations

P search resources, services, and docs

Home > Resource groups > TestGroup1 > TestLoadBalancer - Backend pools > Add backend pool

Add backend pool o x

* Name

[ Testaackendpool v

1P version

Availabilty set @
AvailabiltySet-1 o
number of virtual machines: 2
ork IP configurations
in the current availsbiliy set can be chosen. Once 3 VM is chosen, you can selecta
network [P configuration relsted to it

Virtusl machine: node-1 T

Network IP configuration: node-1176/ipconfig1 (10.50120)

* Target virtual machine @ o
node-2 o
size: Standard A1, network interfeces: 1, resource group: TESTGROUPY

* Network P configurstion @

[lipeonfigt (1050.121) ~

[ + Add a target network IP configuration |
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8) Configuring a load balancer (configuring a health probe)
1. Select Health probes.

142

Microsoft Azure

Create a resource
Home
1] Dashboard
Al services.
* FAvORITES
Al resources
%) Resource groups
& App Services
% Function Apps
I databases
& Azure Cosmos DB
8 Virtual machines
4 Load balancers
B storage accounts
Virtual networks
@ Azure Active Directory
@ Monitor
@ Advisor
@ security Center
®) Cost Management + Bill..

S Help + support

$ subscriptions

w App registrations

2. Click Add.

P Search resources, services, and docs

Home > Resource groups > TestGroup > TestLoadBalancer - Health probes

? TestLoadBalancer - Health probes

Losd balancer

«
Search (Cri, +aad

$ Overview

; NAME PROTOCOL PoRT
B Activity log

Access control (1AM) No results.

@ Tags

X Diagnose and solve problems

Settings

B Frontend IP configuration

! Backend pools

Health probes
Load balancing rules
B inbound NAT rules

! Properties

8 Locks

B2 automation script
Monitoring

Diagnostics logs
Support » troubleshooting

% New support request

3. The Add health probe blade is displayed. Specify Name.

4,

Microsoft Azure

Create a resource
Home
Dashboard
Al services.
FAVORITES
Al resources
%) Resource groups.
& App services
% Function Apps
= 5QL databases
& Azure Cosmos DB
I8 virtual machines
4 Load balancers
B storage accounts
Virtual networks

@ Azure Active Directory

& monitor

@ advisor
@ Security Center
2 Cost Management + Bill..
2 Help + support
$ subscriptions

% App registrations

Specify Protocol and Port, and click OK.

P Search resources, services, and docs

Home > Resource groups » TestGroup1 > TestLoadBalancer - Health probes > Add health probe

Add health probe o ox

* Name

[ Testreattnprobe

1Pvs

* Port @

26001

* Interval @
5

* Unhealthy threshold @
2

consecutive failures

useD By




Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

9) Configuring a load balancer (setting the load balancing rules)
1. Select Load balancing rules.

Microsoft Azure P Search resources, services, and docs

Home > Resource groups > TestGroup1 > TestLoadBalancer - Load balancing rules

Create a resource TestLoadBalancer - Load balancing rules X
Home
J « dradd
¥ Dashboard
O Search load balancing rule:
5 Overview P Search load balancing rules
Al services @ Overview [
; NAME LOAD BALANCING RULE BACKEND FOOL HEALTH PROSE
*  FAVORITES E Activity log
£ All resources M Access control 1AM) No results.

%) Resource groups & Tags
& App Services X Diagnose and solve problems
%> Function Apps Settings
F sat databases B Frontend IP configuration

& Azure Cosmos DB @ Backend pools

8 virtual machines Health probes

@ Load balancers Lead balancing rules

[ storage accounts B inbound NAT rules
Virtual networks I properties

@ Azure Active Directory &8 Locks

@ Monitor

@ Advisor

2 Automation script

Monitoring

@ security Center
Diagnastics logs

® cost Management + Bill..

A Support + troubleshooting
2 Help + support

. & New support request
$ subscriptions

w App registrations

Click Add.
The Add load balancing rule blade is displayed. Specify Name.

Specify Port and Backend port, and click OK.

For using DSR, set the same port number to Port and Backend port and set Floating IP
(Direct Server Return) to Enabled, and then select OK. In that case, specify the port number
for connecting to the application to provide operations (e.g. 80).

Microsoft Azure P Search resources, services, and docs

PN

Home > Resource groups > TestGroup1 > TestLoadBalancer - Load balancing rules > Add load balancing rule

Create a resource Add load balancing rule o x
Home
* Name

18] Dashboard [ mestloadsatancingRuie v

All services o Version
* FAVORITES [CIYNelY]

N * Frontend IP address @
40.115.1906 (LoadBalancerFronténd) ~

%) Resource groups

& App Services

#> Function Apps

* Port

= sQL databases 80

& Azure Cosmos DB * Backend port @

88 virtual machines 8080 ”
oad balancers ackend pool @
@ Load bal Backend pool
[ |esrmemrs TestBackendPool (2 virtual machine) -
Virtual networks Health probe @
TestHealthProbe (TCP:26001) -

@ Azure Active Directory
Session persistence @

@ wonitor

@ Advisor

None ~v

Idle timeout (minutes) @

@ security Center O n
0 +Bill.
© cost Management + il Flosting IP (direct server raturn) @

& Holp+ support Disaled

$ subscriptions “

w App registrations
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10) Adjusting the OS startup time, checking the network setting, checking the firewall
setting, synchronizing the server time, and disabling the power saving function.
For each procedure, see "Settings after configuring hardware" in Chapter 1, “Determining a
system configuration" in the Installation and Configuration Guide.

11) Installing EXPRESSCLUSTER
For the installation procedure, see the Installation and Configuration Guide.
After installation is complete, restart the OS.

12) Registering the EXPRESSCLUSER license
For the license registration procedure, see the Installation and Configuration Guide.
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Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

5.3 Configuring the EXPRESSCLUSTER
settings

For the Cluster WebUI setup and connection procedures, see Chapter 5, “Creating the cluster
configuration data" in the Installation and Configuration Guide.

This section describes the procedure to add the following resources and monitor resources:

« Mirror disk resource

« Azure probe port resource

« Azure probe port monitor resource

« Azure load balance monitor resource

« PING network partition resolution resource (for NP resolution)
For the settings of other resources and monitor resources, see the Installation and Configuration
Guide and the Reference Guide.

1) Creating a cluster
Start the cluster generation wizard to create a cluster.

€ Creating a cluster

1. Access Cluster WebUI, and click Cluster generation wizard.

Cluster WebUI <cluster> & Config mode ~

=
re = | B v » =
Cluster generation wizard | Import | Export | Get the Configuration File | Apply the Configuration File | Update Server Data
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2. The Cluster window on the Cluster Generation Wizard is displayed.

Enter a desired name in Cluster Name.
Select an appropriate language in Language. Click Next.

# Cluster generation wizard

Cluster - Basic Settings = Interconnect =» NP Resolution = Group =» Monitor
Cluster Name* Cluster1

Comment

Language® English

Management IP Address

@ Start generating the duster.

Enter the cluster name, and then select the language (locale) of the environment that runs WebManager.

If using the integrated WebManager to manage multiple clusters, specify a unigue cluster name to identify the cluster

The management IP address is a floating IP address used for a WebManager connection. If establishing connections by specifying each server IP
address, the management IP address can be omitted

To continue, dlick [Next].

4 Back Next » Cancel

3. The Basic Settings window is displayed.

The instance connected to Cluster WebUI is displayed as a registered master server.
Click Add to add the remaining instances (by specifying the private IP address of each
instance). Click Next.

Server Name or IP Address® 10.5.0.121

© Enter an IP address or a server name.

When entering a server name, name resolution is necessary.

Both IPv4 and IPve for IP address can be used.

When entering an IP address, the server name is automatically acquired.

OK Cancel

# Cluster generation wizard

Server

Cluster & - Basic Settings - Interconnect = NP Resolution = Group = Monito
Add Remove

Server Definitions

Order Name
Master server node-1
1 node-2
L 2
Server Group Definition Settings

@ Click "Add" to add servers constructing the cluster.
Click T[] or 4] to change the server priority.
Click "Settings" to configure the server group when using the server group.

4 Back Next » Cancel



Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

4. The Interconnect window is displayed.
Specify the IP addresses (IP address of each instance) to be used for interconnect. In

addition, select mdc1 for MDC as a communication path of a mirror disk resource to be
created later. Click Next.

# Cluster generation wizard

Server

Cluster @ < Basic Settings @ = Interconnect = NP Resolution < Group = Monitor
Properties Add Remove

Interconnect List
Priority Type MDC node-1 node-2

1 Kernel Mode v Do Not Use v 10.5.0.120 v 10.5.0.121 v

+ ¥

@ configure the interconnect among the servers constructing the cluster.Click "Add" to add interconnect and select the type.

For "Kernel mode" and "Witness HB" settings, configure the route which is used for heartbeat. For "Mirror Communication Only" setting, configure the
route which is used only for data mirroring communication.

For "Kernel mode" setting, more than zero routes are necessary to be configured. Configuring more than one routes is recommended.

For "Kernel mode" setting, click each server column cell and set an IP address.

For "Witness HB" setting, click each server column cell to set "Use" or "Do not use”, and then click "Properties" to set detailed settings.

Click "up" or "Down" to configure the priority to preferentially use the LAN only for the communication among the cluster servers.

For "Mirror Communication Only" setting, click on the cell for each server column and set an IP address.

For the communication route which is used for data mirroring communication, select the mirror disk connect name to be allocated to the
communication route in MDC column.

«Back Next» Cancel

5. The NP Resolution window is displayed.
To execute NP resolution by using a ping, click Add to add a line to the NP resolution
list. Click a cell of the Type column and select Ping. Click the cell of the Ping Target
column and set the IP address of the device to which to send a ping. Be sure to specify
the IP address of a server other than cluster servers within the Microsoft Azure virtual
network. Click a cell of each server column and select Use or Not use.
Click Next.

# Cluster generation wizard

Server

Cluster @ - Basic Settings @ < Interconnect @ - NP Resolution - Group -» Monitor
Properties Add Remove

NP Resolution List

Type Ping Target node-1 node-2
Ping v | 10505 Use v Use v
Tuning

@ Configure network partition (NP) resolution function.

Click "Add" to add NP resolution resource and select the type.

For "COM" setting, click each server column cell to configure COM port.

For "DISK" setting, click each server column cell to configure driver letter of the partition for disk heartbeat.

For "Ping" setting, click Ping target column cell to configure IP address of Ping destination, and then click each server column cell to configure "Use" or
"Do not use”.

For "HTTP" setting, click Ping target column cell to configure HTTP packet destination, and then click each server column cell to configure "Use" or "Do
not ust

For "Majority" setting, double-click each server column cell to configure "Use" or "Do not use”

For "DISK", g", and "HTTP" settings, the detailed settings can be verified and changed by clicking "Properties”.
Click "Tuning" to configure the actions at NP occurrence

4 Back Next » Cancel
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2) Adding a group resource

€ Defining a group
Create a failover group.

1.

The Group List window s displayed.
Click Add.

# Cluster generation wizard

Cluster @ =» Basic Settings @ = Interconnect @ = NP Resolution @ = Group = Monitor
Properties Add Remove Group Resource

Group List
Name Type
NO groups

@ Configure failover group to be a unit of fail over.

Click "Add" to add a group.

Click "Properties” to configure the properties of the selected group.
Click "Group Resource” to add resource to the selected group.

4 Back Next» Cancel

. The Group Definition window is displayed.

Specify a failover group name (failoverl) for Name. Click Next.

Group Definition

Basic Settings - Startup S =» Group Attributes =» Group Resource

Type’* failover v
Name® failoverl
Comment

@ Select group type.

If using virtual machine resources to cluster virtual machines, select "Virtual machine" as the type. In other cases, select
"Failover".

If using server group, check the "Use Server Group".

4Back Next » Cancel

The Startup Servers window is displayed.

Click Next without specifying anything.

. The Group Attributes window page is displayed.

Click Next without specifying anything.

The Group Resource window is displayed.

On this page, add a group resource following the procedure below.

Group Definition

Basic Settings @ = Startup Servers @ = Group Attributes @ < Group Resource
Properties Add Remove

Group Resource List
Name Type

No resources

@ Click "Add" to add resources.
Click "Properties” to configure the properties of the selected resource.

4 Back Cancel



Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

€ Mirror disk resource
Create a mirror disk resource.
For details, see "Understanding mirror disk resources" in Chapter 5, “Group resource details"
in the Reference Guide.

1.
2.

Click Add on the Group Resource List page.

The Resource Definition of Group | failoverl window is displayed.

Select the group resource type (Mirror disk resource) from the Type box and enter the
group name (md) in the Name box. Click Next.

Resource Definition of Group | failover1 md

Info - Dependency -» Recovery Operation =» Details

Type* Mirror disk resource v
Name* md
Comment

Get license information

@ Select the type of group resource and enter its name.

Next » Cancel

-
@
o
o
Ead

The Dependency window is displayed.
Click Next without specifying anything.

. The Recovery Operation window is displayed.

Click Next.

The Details window is displayed.

Select a server name in the Name column of Servers that can run the group and
click Add.

Resource Definition of Group | failoverl

Info® - Dependency @ = Recovery Operation @ =» Details
Mirror Disk No.” 1 v

Data Partition Drive Letter*

Cluster Partition Drive Letter*

Cluster Partition Offset Index* owv

Mirror Disk Connect Select

Servers that can run the group

Name Data Partition Cluster Partition Name
< node-1
Add
node-2
>
Remove

Edit

Add Servers that can run the group

Tuning

4 Back Cancel
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6. The Selection of partition dialog box is displayed. Click Connect, select the data
partition and cluster partition created in "5)Configuring virtual machines", and click
OK.

Selection of partition

Obtain information

Connect

Data Partition

Volume Disk No. Partition No. Size GUID
o] 1 S500MB

D¥ 1 1 71678MB

Fi¥ 2 1 1024MB

C¥ o] 2 129546MB

G:¥ 2 2 19453MB

Cluster Partition

Volume Disk No. Partition No. Size GUID
0 1 s0oMB

D:¥ 1 1 71678MB

F:¥ 2 i 1024MB

Cr¥ 0 2 129546MB

G¥ 2 2 19453MB

oK Cancel

7. Perform steps 5 and 6 for node-1 and then node-2 and click Finish.

Resource Definition of Group | failoverl md

Info @ = Dependency @ = Recovery Operation @ - Details

Mirror Disk No.” 1 v
Data Partition Drive Letter" G:
Cluster Partition Drive Letter” F:
Cluster Partition Offset Index* owv
Mirror Disk Connect Select

Servers that can run the group

Name Data Partition Cluster Partition Name
node-1 <
Add
node-2 >
Remove
Edit
Tuning

4 Back Cancel

€ Azure probe port resource
When EXPRESSCLUSTER is used on Microsoft Azure, EXPRESSCLUSTER provides a
mechanism to wait for alive monitoring from a load balancer on a port specific to a node in which
operations are running.

For details about the Azure probe port resources"”, see "Understanding Azure probe port
resources" in the Reference Guide.

1. Click Add on the Group Resource List page.



Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

2. The Resource Definition of Group | failoverl window is displayed. Select the group
resource type (Azure probe port resource) from the Type box and enter the group name
(azureppl) in the Name box. Click Next.

Resource Definition of Group | failoverl azurepp

Info < Dependency < Recovery Operation =¥ Details
Type* Azure probe port resource v
Name* azureppl

Comment

Get license information

@ Select the type of group resource and enter its name.

4 Back Next » Cancel

3. The Dependency window is displayed. Click Next without specifying anything.

4. The Recovery Operation window is displayed. Click Next.

5. For Probeport, enter the value specified for Port when configuring a load balancer
(configuring health probe).

Resource Definition of Group | failoverl azurepp

Info @ < Dependency @ =» Recovery Operation @ < Details

Probeport® 26001
Tuning
1 Back Cancel
6. Click Finish.

€ Script resource (when DSR is used)
The addition of a script resource provides a mechanism to add/delete the frontend IP address
to the loopback adapter along with the switching of the load balancer.

For details on script resources, refer to "Understanding script resources" in the Reference
Guide.

Click Add on the Group Resource List page.

The Resource Definition of Group | failoverl window is displayed. Select the type of
the group resource (script resource) in the Type box and enter the group name (scriptl)
in the Name box.

Click Next.

The Dependency window is displayed. Click Next without specifying anything.

The Recovery Operation window is displayed. Click Next.

Select start.bat and stop.bat, and then click Edit. For details on configuring scripts,
refer to the following EXPRESSCLUSTER official blog
(https://jpn.nec.com/clusterpro/blog/20181031.html) (Japanese only). The scripts
described on the blog are just samples. Customize the scripts according to your
environment.

7. Click Finish.

N

ook w
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3) Adding a monitor resource
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€ Azure probe port monitor resource

The port monitoring mechanism for alive monitoring is provided for the node in which the
Microsoft Azure probe port resource is running.

For details about the Azure probe port monitor resource, see "Understanding Azure probe port
monitor resources" in the Reference Guide.

Adding one Azure probe port monitor resource creates one Azure probe port monitor resource
automatically.

€ Azure load balance monitor resource

The mechanism to monitor whether the port with the same port number as the probe port is
open or not is provided for the node in which the Microsoft Azure probe port resource is not
running.

For details about the Azure load balance monitor resource, see "Understanding Azure load
balance monitor resources" in the Reference Guide.

Adding one Azure probe port resource creates one Azure load balance monitor resource
automatically.



Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

4) Applying the settings and starting the cluster

1. Click Apply the Configuration File in the config mode of Cluster WebUI.
A popup message asking “Do you want to perform the operations?” is displayed. Click OK.
When the upload ends successfully, a popup message saying "The application finished
successfully." is displayed. Click OK.
If the upload fails, perform the operations by following the displayed message.

2. Select the Operation Mode on the drop down menu of the toolbar in Cluster WebUI to
switch to the operation mode.Select Start Cluster in the Status tab of Cluster WebUI and
click.

3. Confirm that a cluster system starts and the status of the cluster is displayed to the Cluster
WebUI. If the cluster system does not start normally, take action according to an error
message.

For detalils, refer to the following:

e Installation and Configuration Guide
— How to create a cluster
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5.4 Verifying the created environment

Verify whether the created environment works properly by generating a (dummy) monitoring error
to fail over a failover group.
If the cluster is running normally, the verification procedure is as follows:

154

1.

Start the failover group (failoverl) on the active node (node-1). In the Status tab on the
Cluster WebUI, confirm that Group Status of failoverl of node-1 is Normal.

Additionally, for using DSR, perform a packet capture to confirm that communications are
made between the IP address of the client and the frontend IP address of the load balancer.
Change Operation Mode to Verification Mode from the Cluster WebUI pull-down menu.

In the Status tab on the Cluster WebUI, click the Enable dummy failure icon of azureppw1l
of Monitors.

After the Azure probe port resource (azureppl) activated three times, the failover group
(failoverl) becomes abnormal and fails over to node-2. In the Status tab on the Cluster
WebUI, confirm that Group Status of failoverl of node-2 is Normal.

Also, confirm that access to the frontend IP and port of the Azure load balancer is normal
after the failover.

Additionally, for using DSR, perform a packet capture to confirm that communications are
made between the IP address of the client and the frontend IP address of the load balancer.

Verifying the failover operation in case of a dummy failure is now complete. Verify the operations
in case of other failures if necessary.



Error Messages

Chapter 6 Error Messages

For the error messages related to resources and monitor resources, see the following:
*  Chapter 9, “Error messages” in the Reference Guide.
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Chapter 7 Notes and Restrictions
7.1 HA cluster using Azure DNS

7.1.1 Notes on Microsoft Azure

* There is a tendency for the performance difference (performance deterioration rate) to increase
in a multi-tenant cloud environment compared to a physical environment or general virtualization
environment (non-cloud environment). Therefore, pay careful attention to this point when
designing a performance-oriented system.

»  Even if a virtual machine is just shut down, its status is Stopped and billing continues. Execute
Stop on the virtual machine setting window of the Microsoft Azure portal to change the virtual
machine state to Stopped (Deallocated).

+  An availability set can be set only when creating a virtual machine. To move a virtual machine to
and from the availability set, it is necessary to create an availability set again.

*+ To set up EXPRESSCLUSTER to work with Microsoft Azure, a Microsoft Azure organizational
account is required. An account other than the organizational account cannot be used because
an interactive login is required when executing the Azure CLI.

7.1.2 Notes on EXPRESSCLUSTER

Please refer the following for notes for EXPRESSCLUSTER on Azure:
EXRESSCLUSTER X Getting Started Guide

+  "Communication port number" in Chapter 5, “Notes and Restrictions"

*  “Azure DNS resources" in Chapter 5, “Notes and Restrictions"

+  "Setting up Azure DNS resources” in Chapter 5, “Notes and Restrictions"
EXRESSCLUSTER X Reference Guide

. “Notes on Azure DNS resources”

. “Notes on Azure DNS monitor resources”

Virtual machines are paused for up to 30 seconds for Azure memory preserving maintenance.
Please refer the following for details about memory preserving maintenance.
https://docs.microsoft.com/en-us/azure/virtual-machines/windows/maintenance-and-updates
Therefore, itis recommended to set Heartbeat Timeout parameter on Timeout tab in Cluster Properties
more than 30 sec.

In addition to Heartbeat Timeout, please also note the following.

* Please set Heartbeat Timeout parameter less than OS reboot time.

Please refer the following about the above:

EXRESSCLUSTER X Getting Started Guide

. “Adjusting OS startup time” in Chapter 5, “Notes and Restrictions”

EXRESSCLUSTER X Reference Guide

. “Timeout tab”
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Notes and Restrictions

7.2 HA cluster using a load balancer

7.2.1 Notes on Microsoft Azure

* There is a tendency for the performance difference (performance deterioration rate) to increase
in a multi-tenant cloud environment compared to a physical environment or general virtualization
environment (non-cloud environment). Therefore, pay careful attention to this point when
designing a performance-oriented system.

+  Even if a virtual machine is just shut down, its status is Stopped and billing continues. Execute
Stop on the virtual machine setting window of the Microsoft Azure portal to change the virtual
machine state to Stopped (Deallocated).

* An availability set can be set only when creating a virtual machine. To move a virtual machine to
and from the availability set, it is necessary to create an availability set again.

7.2.2 Notes on EXPRESSCLUSTER

Please refer the following for notes for EXPRESSCLUSTER on Azure:

EXRESSCLUSTER X Getting Started Guide

+  "Communication port number" in Chapter 5, “Notes and Restrictions"

»  “Azure probe port resources" in Chapter 5, “Notes and Restrictions"

+  "Setting up Azure probe port resources” in Chapter 5, “Notes and Restrictions"

. "Setting up Azure load balance monitor resources” in Chapter 5, “Notes and Restrictions
EXRESSCLUSTER X Reference Guide

. “Notes on Azure probe port resources”

. “Notes on Azure probe port monitor resources”

. “‘Note on Azure load balance monitor resources”

Virtual machines are paused for up to 30 seconds for Azure memory preserving maintenance.
Please refer the following for details about memory preserving maintenance.
https://docs.microsoft.com/en-us/azure/virtual-machines/windows/maintenance-and-updates
Therefore, itis recommended to set Heartbeat Timeout parameter on Timeout tab in Cluster Properties
more than 30 sec.

In addition to Heartbeat Timeout, please also note the following.

. Please set Heartbeat Timeout parameter less than OS reboot time.

Please refer the following about the above:

EXRESSCLUSTER X Getting Started Guide

. “Adjusting OS startup time” in Chapter 5, “Notes and Restrictions”

EXRESSCLUSTER X Reference Guide

+  “Timeout tab”
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