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Preface

Preface
Who Should Use This Guide

The HA Cluster Configuration Guide for Microsoft Azure (Linux) is intended for administrators who
want to build a cluster system, and for system engineers and maintenance personnel who provide user
support.

The software and setup examples introduced in this guide are for reference only, and the software is
not guaranteed to run.

Scope of application

This guide covers the following product versions.

. EXPRESSCLUSTER X 4.1 for Linux (Internal version: 4.1.0-1)

. CentOS 7.5

. Microsoft Azure portal: Environment as of January 31, 2019

* AzureCLI 2.0

If the product versions that you use differ from the above, some display and configuration contents
may differ from those described in this guide.

The display and configuration contents may also change in the future. Therefore, for the latest
information, see the website or manual of each product and service.

How This Guide is Organized

Chapter 1 Overview: Describes the functional overview.

Chapter 2 Operating Environments: Describes the tested operating environment of this
function.

Chapter 3 Cluster Creation Procedure: Describes the procedure to create an HA cluster
using Azure DNS.

Chapter 4 Cluster Creation Procedure: Describes the procedure to create an HA cluster
using an public load balancer.

Chapter 5 Cluster Creation Procedure: Describes the procedure to create an HA cluster
using an internal load balancer.

Chapter 6 Error Messages: Describes the error messages and solutions.

Chapter 7 Notes and Restrictions: Describes the notes and restrictions on creating and

operating a cluster.



EXPRESSCLUSTER X Documentation Set

The EXPRESSCLUSTER X manuals consist of the following six guides. The title and purpose of
each guide is described below:

Getting Started Guide
This guide is intended for all users. The guide covers topics such as product overview, system
requirements, and known problems.

Installation and Configuration Guide

This guide is intended for system engineers and administrators who want to build, operate, and
maintain a cluster system. Instructions for designing, installing, and configuring a cluster system with
EXPRESSCLUSTER are covered in this guide.

Reference Guide

This guide is intended for system administrators. The guide covers topics such as how to operate
EXPRESSCLUSTER, function of each module and troubleshooting. The guide is supplement to the
Installation and Configuration Guide.

Maintenance Guide

This guide is intended for administrators and for system administrators who want to build, operate, and
maintain EXPRESSCLUSTER-based cluster systems. The guide describes maintenance-related
topics for EXPRESSCLUSTER.

Hardware Feature Guide

This guide is intended for administrators and for system engineers who want to build
EXPRESSCLUSTER-based cluster systems. The guide describes features to work with specific
hardware, serving as a supplement to the Installation and Configuration Guide.

Legacy Feature Guide

This guide is intended for administrators and for system engineers who want to build
EXPRESSCLUSTER-based cluster systems. The guide describes EXPRESSCLUSTER X 4.0
WebManager and Builder.

Vi



Preface

Conventions

In this guide, Note, Important, Related Information are used as follows:

Note: Used when the information given is important, but not related to the data loss and damage to

the system and machine.

Important: Used when the information given is necessary to avoid the data loss and damage to the

system and machine.

Related Information: Used to describe the location of the information given at the reference

destination.

The following conventions are used in this guide.

Convention Usage Example
Indicates graphical objects,
such as text nges, list boxes, Click Start.
Bold menu  selections,  buttons, ; .
. Properties dialog box
labels, icons, etc.
Angled
bracket Indicates that the value
within  the | specified inside of the angled | clpstat -s[-h host name]
command bracket can be omitted.
line
4 Prompt to indicate that a Linux # clpstat
user has logged on as root user.
Indicates path names,
commands, system  output
Monospace .
. (message, prompt, etc.), | /Linux
(Courier) . ) i
directory, file names, functions
and parameters.
Monospace | Indicates the value that a user I
Enter the following:
bold actually enters from a command
. . # clpcl -s -a
(Courier) line.
Indicates that users should
Monospace replace italicized part with
italic P P # ping <IP address>
. values that they are actually
(Courier) . ;
working with.

Vii



Contacting NEC

For the latest product information, visit our website below:

https://lwww.nec.com/en/global/prod/expresscluster/
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Overview

Chapter 1 Overview
1.1 Functional overview

This guide describes how to configure an HA cluster based on EXPRESSCLUSTER X (hereinafter
referred to as “EXPRESSCLUSTER”) using Azure Resource Manager on a Microsoft Azure cloud
service.

Wl
FG_A
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" VM " VM
Blob Storage Blob Storage

Figure 1-1 HA Cluster on a Cloud Service (Using Azure DNS)

Operational availability can be increased by clustering virtual machines (VMs in Figure 1-1) using a
Microsoft Azure region and availability set in a Microsoft Azure environment.

Microsoft Azure region

Physical and logical units called a Microsoft Azure region are provided.

It is possible to build all nodes in a single region (such as Japan East or Japan West). However, if
all nodes are built in a single region, there is a possibility for nodes to go down due to a network
failure or natural disaster, causing interruption to the flow of business. Distributing nodes into
multiple regions can improve the operational availability.

Availability set

Microsoft Azure allows each node to be deployed in a logical group called an availability set.
Locating each node in an availability set minimizes the impact of planned maintenance or
unplanned maintenance due to a physical hardware failure of the Microsoft Azure platform. This
guide describes the configuration using an availability set.

For details about an availability set, see the following website:

Manage the availability of Linux virtual machines:
https://docs.microsoft.com/en-us/azure/virtual-machines/linux/manage-availability



1.2 Basic configuration

10

This guide assumes two types of HA clusters. One is an HA cluster using Azure DNS of the Resource
Manager deployment model. The other is an HA cluster using a load balancer of the Resource
Manager deployment model. (Both HA clusters are configured as a unidirectional standby cluster.)
The following table describes the EXPRESSCLUSTER resources to be selected depending on the
Microsoft Azure deployment model in use.

Purpose EXPRESSCLUSTER resource to use
Accessing the cluster by using a DNS name Azure DNS resource
(Azure DNS needs to be installed)
Accessing the cluster by using a virtual IP Azure probe port resource

address(global IP address)
(Use public load balancer)
Accessing the cluster by using a virtual IP Azure probe port resource
address(private IP address)
(Use internal load balancer)




Overview

HA cluster using Azure DNS

In this configuration, two virtual machines are deployed the same resource group so that the cluster
can be accessed by using the same DNS name. The EXPRESSCLUSER Azure DNS resource uses
Azure DNS to enable access with a DNS name. For details about Azure DNS, see the following

website:
Azure DNS: https://azure.microsoft.com/en-us/services/dns/
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Figure 1-2 HA Cluster Using Azure DNS

These two virtual machines use the same availability set to minimize the impact of planned
maintenance or unplanned maintenance due to a physical hardware failure of the Microsoft Azure

platform.
The cluster in Figure 1-2 is accessed by using the DNS name of the Azure DNS zone.

EXPRESSCLUSTER manages record sets and DNS A records of the Azure DNS zone to find an IP
address according to the DNS name. A client need not be conscious about the switching of virtual
machines upon failover occurrence or group migration.

The following table describes the EXPRESSCLUSTER resources and monitor resources required
for a HA cluster configuration using Azure DNS.

11
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Resource or monitor resource

type Description Setting
Azure DNS resource Manages the record sets (A records) of
the Azure DNS zone to find an IP Required
address according to the DNS name.
Azure DNS monitor resource Monitors that the results of name
resolution are normal in relation to the Required

Azure DNS record set.

IP monitor resource

Monitors whether communication with
the Microsoft Azure Service
Management APl is possible, and also
monitors health of communication with
an external network.

When an public
load balancer is
used, required to
monitor
communication
between clusters
that are configured
with virtual
machines, and
also to monitor
health of
communication
with an internal
network.

Custom monitor resource

Monitors communication between
clusters that are configured with virtual
machines, and also monitors health of
communication with an internal network.

When an public
load balancer is
used, required to
monitor whether
communication
with the Microsoft
Azure Service
Management API
is possible, and
also to monitor
health of
communication
with an external
network.

Multi target monitor resource

Monitors the statuses of both the IP
monitor resource and custom monitor
resource. If the statuses of both monitor
resources are abnormal, a script in
which a process for network partition
resolution (NP resolution) is described is
executed.

When an public
load balancer is
used, required to
monitor health of
communication
between an
internal network
and external
network.

Other resources and monitor
resources

Depends on the configuration of
application, such as a mirror disk, that is
used in an HA cluster.

Optional
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HA cluster using a load balancer
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Figure 1-3 HA Cluster Using an Public Load Balancer

A client application can connect a virtual machine on an availability set in a Microsoft Azure
environment to a cluster node by using frontend IP address. By using a VIP (Virtual IP), a client need
not be conscious about the switching of virtual machines upon failover occurrence or group migration.

A cluster built in a Microsoft Azure environment in Figure 1-3 is accessed by specifying a global IP
address of the Microsoft Azure Load Balancer (Load Balancer in Figure 1-3).

Active and standby nodes of a cluster are switched by using probes of Microsoft Azure Load
Balancer. To use Microsoft Azure Load Balancer probes, use a probe port provided by the
EXPRESSCLUSTER Azure probe port resource.

Activating the Azure probe port resource starts a probe port control process in standby for alive
monitoring (access to a probe port) from Microsoft Azure Load Balancer.

Deactivating the Azure probe port resource stops a probe port control process in standby for alive
monitoring (access to a probe port) from Microsoft Azure Load Balancer.

The Azure probe port resource also supports the Microsoft Azure internal load balancer (Internal

Load Balancing: ILB). For the internal load balancer, a Microsoft Azure private IP address is used
as a VIP.

13
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Figure 1-4 HA Cluster Using the Internal Load Balancer

The following are examples of two HA cluster configurations using a load balancer. Select a load
balancer to use depending on your purpose.

Purpose

Load balancer to use

Creating procedure

Disclosing operations outside
the Microsoft Azure network

Public load balancer

See " Chapter 4
Cluster Creation
Procedure (for an
HA Cluster Using an
Public Load
Balancer)” in this
guide.

Publishing operations within
the Microsoft Azure network

Internal load balancer (ILB)

See " Chapter 5
Cluster Creation
Procedure (for an
HA Cluster Using an
Internal Load
Balancer)” in this
guide.

The following table describes the EXPRESSCLUSTER resources and monitor resources required
for a HA cluster using a load balancer.

14
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Resource or monitor resource
type

Description

Setting

Azure probe port resource

Provides a mechanism to wait for alive
monitoring from a load balancer on a
specific port of a node in which
operations are running.

Required

Azure probe port monitor
resource

Performs alive monitoring of a probe
port control process, which starts upon
activation of the Azure probe port
resource, for a node in which the Azure
probe port resource is running.

Required

Azure load balance monitor
resource

Monitors whether a port with the same
number as a probe port is open for a
node in which the Azure probe port
resource is not running.

Required

IP monitor resource

Monitors whether communication with
the Microsoft Azure Service
Management API is possible, and also
monitors health of communication with
an external network.

When an public load
balancer is used,
required to monitor
communication
between clusters
that are configured
with virtual
machines, and also
to monitor health of
communication with
an external network.

Custom monitor resource

Monitors communication between
clusters that are configured with virtual
machines, and also monitors health of
communication with an internal network.

When an public load
balancer is used,
required to monitor
whether
communication with
the Microsoft Azure
Service
Management API is
possible, and also to
monitor health of
communication with
an external network.

Multi target monitor resource

Monitors the statuses of both the IP
monitor resource and custom monitor
resource. If the statuses of both monitor
resources are abnormal, a script in
which a process for network partition
resolution (NP resolution) is described is
executed.

When anpublic load
balancer is used,
required to monitor
health of
communication
between an internal
network and
external network.

PING network partition
resolution resource

When an internal load balancer (ILB) is
used, monitors health of communication
between subnets by checking whether
to communicate with a device that is
always on and can return a response to
ping (ping device).

When an internal
load balancer (ILB)
is used, required to
monitor health of
communication
between subnets.

Other resources and monitor
resources

Depends on the configuration of
application, such as a mirror disk, that is
used in an HA cluster.

Optional

15




1.3 Network partition resolution

Virtual machines configuring an HA cluster mutually performs alive monitoring through a heartbeat
communication. If the virtual machines exist in different subnets, an undesirable event, such as an
application starting more than once, occurs if a heartbeat ceases. To prevent a service from starting
more than once, it is necessary to identify whether other virtual machines went down or whether the
applicable virtual machine was isolated from a network (network partitioning: NP).

The network partition resolution feature (NP resolution) sends ping to or checks a LISTEN port of a
device that is always on and can return a response to ping etc. (access destination). If there is no
reply, this feature judges that the device entered the NP status and executes the specified action
(such as a warning, recovery action, and server shutdown).

The access destination in the following table are used as ping devices for Microsoft Azure.
(*) A private IP address of an internal load balancer (ILB) cannot be used because it does not reply
to ping.

EXPRESSCLUSTER resources,
Scope of L monitor resources, and
disclgsure access destination Procedure commands to be used for NP
resolution
Outside the Microsoft Azure Service | Checking a | « Custom monitor resource
Microsoft Azure | Management API LISTEN port | - clpazure_port_checker
Virtual network (management.core.wind command
ows.net)
each cluster server Ping « IP monitor resource
Inside the Servers, excluding a * PING network partition
Microsoft Azure | cluster server, that exist Pin resolution resource
Virtual network within the Microsoft 9
Azure network(*)
Web servers that exist * HTTP network partition
within the Microsoft HTTP resolution resource
Azure network

For details about NP resolution, see the following:
*  Chapter 5, “Network partition resolution resources details” in the Reference Guide.

Setting the NP resolution destination

You need to examine the NP resolution destination and method depending on the location of clients
accessing a cluster system and the condition for connecting to an on-premise environment (for
example, using a dedicated line).

How to judge the network partition status

EXPRESSCLUSTER provides the clpazure port checker command to check the TCP port
listening status. Use this command as Script created with this product of the custom monitor
resource or multi target monitor resource.

For details about the clpazure port checker command, see the following subsections.

16



Overview

Checking the TCP port listening status
(clpazure port checker command)

clpazure_port_checker Checks whether a LISTEN port exists among TCP ports of the

Command line

specified server.

clpazure_port_checker -h hostname -p port

Description

Options

Return
values

This command checks whether a LISTEN port exists among TCP
ports of the server specified for an argument.

If there is no response five seconds (fixed) after the command
execution, it is judged that an error (timeout) has occurred.

In case of an error, an error message is output to the standard output.

Executing this command from the custom monitor resource makes it
possible to judge the network partition status.

For the configuration example of network partition resolution using this
command, see "3.3 Configuring the EXPRESSCLUSTER settings”
and "5.3 Configuring the EXPRESSCLUSTER settings."

-h hostname Specify the determining server as hostname (by
using an FQDN name or IP address). This option
cannot be omitted.

Specify the determining port number as port (by

-p port

PP using a port number or service name). This option
cannot be omitted.

0 Normal

1 Error (communication error)

2 Error (timeout)

3 Error (invalid argument or internal error)

17



1.4 Differences between on-premises and
Microsoft Azure

The following table describes the functional differences of EXPRESSCLUSTER between on-
premises and Microsoft Azure. "Y" indicates that the relevant function can be used and "N" indicates
that the relevant function cannot be used.

Function On-premise Microsoft Azure
Creating a shared disk type cluster
Creating a mirror disk type cluster
Creating a hybrid disk type cluster
Using the floating IP resource
Using the virtual IP resource
Using the Azure probe port resource
Using the Azure DNS resource

z|z|<|<|<|=<|=<
<|<|z|z|z|<|z

For the procedure to create a 2-node cluster using a mirror disk on an on-premise or Microsoft Azure
environment, see the following subsections.

The difference of the procedure to create a cluster between an on-premise environment and
Microsoft Azure environment is whether or not configuring the Microsoft Azure settings in advance
is required.

HA cluster using Azure DNS

For Microsoft Azure, execute steps 1 to 6 in the following table after logging in to the Microsoft
Azure portal (https://portal.azure.com/).

For Microsoft Azure, execute steps 7 to 18 after logging in to each virtual machine.

Step

No Procedure On-premise Microsoft Azure
Before installing EXPRESSCLUSTER

1 Creating a resource Not required See 32 Co_nﬁgqung Microsoft
group Azure” in this guide.

> Creating a virtual Not required See 32 Co_nﬁgqung Microsoft
network Azure” in this guide.

3 Creat!ng a virtual Not required See 32 Co_nﬁgqung Microsoft
machine Azure” in this guide.

4 Setting a private IP Not required See 32 Co_nﬁgqung Microsoft
address Azure” in this guide.

See "3.2 Configuring Microsoft

5 Adding Blob storage | Not required Azure” in this guide.

Creating a DNS See "3.2 Configuring Microsoft

6 zone Not required Azure” in this guide.
See the manual provided with
7 Setting up the DNS | an OS or DNS server such as Not required
server Red Hat Enterprise Linux 7 q
Network Guide.
See the following:
« “Settings after configuring
hardware" in Chapter 1,
. - “Determining a system
8 ieettmigrrgrpjglf fon for configur_ation" in the See "3.2 Configuring Microsoft
Installation and Azure” in this guide.

resource Configuration Guide

+ “Understanding mirror disk
resources" in the Reference
Guide.

18
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Step
No.

Procedure

On-premise

Microsoft Azure

Adjusting the OS

9 startup time
Checking the
10 ;
network setting “ . S
Checking the root See Settllln.gs after configuring
11 file svstem hardware" in Chapter 1,
Chegking the firewall “Det_ermin!ng a system . Same as "On-premise”
12 . configuration” in the Installation
setting and Configuration Guide.
13 Synchrqmzmg the
server time
14 Checking the
SELinux setting
Installing the Azure . See "3.2 Configuring Microsoft
15 CLI ’ Not required Azure” in this gguide.g
16 Regi_sterin_g t_he Not required See 32 Co_nfigqring Microsoft
service principal Azure” in this guide.
"in the " -
17 EXPRESSCLUSTE Installation and Configuration Same as "On-premise
Guide.
After installing EXPRESSCLUSTER
Registering the See Chapter 4, “Registering
18 EXPRESSCLUSER the license" in the Installation | Same as "On-premise"
license and Configuration Guide.
See “Creating the configuration
Creating a cluster: g%t: ?f a52—‘!1C(:)de tglustﬁr n The COM heartbeat, BMC
19 Setting the heartbeat per, fi reating the . heartbeat, and disk heartbeat
method cluster con !guratlon data” in cannot be used.
the Installation and
Configuration Guide.
The network partition
resolution resource is used.
See the following:
+ “Creating the configuration
Creating a cluster: data of a 2-node cluster" in " L
resolution cluster configuration data” in this guide
processing the Installation and :
Configuration Guide.
« Chapter 5, “Network partition
resolution resources details”
in the Reference Guide.
In addition to the references for
on-premises, see the following:
“ . ) . » "Understanding Azure DNS
. See "Creating the conflgtljlr_atlon resources" in the Reference
Creating a cluster: data of a 2-node cluster" in Guide.
21 Creating a failover Chapter 5, “Creating the > "Understanding Azure DNS

group and monitor
resource

cluster configuration data” in
the Installation and
Configuration Guide.

monitor resources" in the
Reference Guide.

» "3.3 Configuring the
EXPRESSCLUSTER
settings” in this guide.

19
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HA cluster using a load balancer
For Microsoft Azure, execute steps 1 to 5, and 7 to 8 in the following table after logging in to the
Microsoft Azure portal (https://portal.azure.com/).
For Microsoft Azure, execute steps 6, and 9 to 16 after logging in to each virtual machine.

Step
No.

Procedure

On-premise

Microsoft Azure

Before installing EXPRESSCLUS

TER

Creating a resource
group

Not required

See either of the following

depending on the load balancer

to use:

« "4.2 Configuring Microsoft
Azure" in this guide

» "5.2 Configuring Microsoft
Azure" in this guide

Creating a virtual
network

Not required

See either of the following

depending on the load balancer

to use:

« "4.2 Configuring Microsoft
Azure" in this guide

« "5.2 Configuring Microsoft
Azure" in this guide

Creating a virtual
machine

Not required

See either of the following

depending on the load balancer

to use:

« "4.2 Configuring Microsoft
Azure" in this guide

« "5.2 Configuring Microsoft
Azure" in this guide

Setting a private IP
address

Not required

See either of the following

depending on the load balancer

to use:

« "4.2 Configuring Microsoft
Azure" in this guide

« "5.2 Configuring Microsoft
Azure" in this guide

Adding Blob storage

Not required

See either of the following

depending on the load balancer

to use:

« "4.2 Configuring Microsoft
Azure" in this guide

« "5.2 Configuring Microsoft
Azure" in this guide

Setting a patrtition for
the mirror disk
resource

See the following:

+ “Settings after configuring
hardware" in Chapter 1,
“Determining a system
configuration” in the
Installation and
Configuration Guide.

+ “Understanding mirror disk
resources" in the Reference
Guide.

See either of the following

depending on the load balancer

to use:

« "4.2 Configuring Microsoft
Azure" in this guide

« "5.2 Configuring Microsoft
Azure" in this guide

Creating and
configuring a load
balancer

Not required

See either of the following

depending on the load balancer

to use:

+ "4.2 Configuring Microsoft
Azure" in this guide
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S,\'ltgp Procedure On-premise Microsoft Azure
+ "5.2 Configuring Microsoft
Azure" in this guide
8 Setting the inbound Not required « "4.2 Configuring Microsoft

security rules

Azure" in this guide

Adjusting the OS

9 startup time
Checking the
10 ;
network setting “ . S
: See “Settings after configuring
Checking the root "
11 file svstem hardware" in Chapter 1,
Chegkin the firewall “Determining a system Same as "On-premise”
12 settin 9 configuration” in the Installation
ng and Configuration Guide.
13 Synchronizing the
server time
14 Checking the
SELinux setting
. See Chapter 3, “Installing
Installing EXPRESSCLUSTER" in the
15 EXPRESSCLUSTE Installation and Configuration Same as "On-premise
Guide.
After installing EXPRESSCLUSTER
Registering the See Chapter 4, “Registering
16 EXPRESSCLUSER the license" in the Installation | Same as "On-premise"
license and Configuration Guide.
See “Creating the configuration
Creating a cluster: (é?]t: ?;?52_{8%2;,'1“5:;3; n The COM heartbeat, BMC
17 Setting the heartbeat clustper cor,1fi uratior? data” in heartbeat, and DISK heartbeat
method '9 cannot be used.
the Installation and
Configuration Guide.
The network partition
ga;glt%téopoﬁixz“fe 's used. See either of the following
. “Creating the génfi uration depending on the load balancer
; . N guratio to use:
Creating a cluster: data of a 2-node cluster" in . See "4.3 Configuring the
18 Settlng. the NP Chapter 5, .Creatllng the ”_ EXPRESSCLUSTER
resolution cluster configuration data” in settinas® in this quide
processing the Installation and "g i gu .h
Configuration Guide. » See '5.3 Configuring the
« Chapter 5, “Network partition 5;555}853:128352
resolution resources details” 9 9 '
in the Reference Guide.
See the following in addition to
the description of "On-premise."
« “Understanding Azure probe
See “Creating the configuration port resources” in the
Creating a cluster: data of a 2-node cluster” in Reference Guide.
19 Creating a failover Chapter 5, “Creating the » “Understanding Azure probe

group and monitor
resource

cluster configuration data” in
the Installation and
Configuration Guide.

port monitor resources" in the
Reference Guide.

» “Understanding Azure load
balance monitor resources” in
the Reference Guide.

21
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Step
No.

Procedure

On-premise

Microsoft Azure

See either of the following
depending on the load balancer
to use:

+ See "4.3 Configuring the
EXPRESSCLUSTER
settings” in this guide.

+ See "5.3 Configuring the
EXPRESSCLUSTER
settings” in this guide.




Operating Environments

Chapter 2 Operating Environments
2.1 HA cluster using Azure DNS

See the following:
*  "Getting Started Guide" > "Chapter 3, Installation requirements for EXPRESSCLUSTER" >
"Operation environment for Azure DNS resource and Azure DNS monitor resource"

x86_64
(O8] CentOS 7.5
EXPRESSCLUSTER | EXPRESSCLUSTER X 4.1 for Linux (Internal version: 4.1.0-1)
Microsoft Azure | Resource Manager
deployment model
Location Japan East
Mirror disk size Disk size: 20 GB
(1 GB for a cluster partition and 19 GB for a data partition)
Azure CLI Azure CLI 2.0
Python 2.7

The Azure CLI and Python must be installed because Azure DNS resource use them.
Since Python 2.7 is required when using Azure CLI 2.0.

For details about the Azure CLI, see the following website:

Get started with Azure CLI:
https://docs.microsoft.com/en-us/cli/azure/get-started-with-azure-cli?view=azure-cli-latest
Install the Azure classic CLI:
https://docs.microsoft.com/en-us/cli/azure/install-classic-cli?view=azure-cli-latest

Python is bundled with Linux OS.

Since Azure CLI 1.0 (Azure classic CLI) running on Python 2.6 has been unrecommended, install
Python by using the package manager of each distribution (e.g. APT, yum, and zipper) if Python 2.7
is not bundled.

Azure DNS must be installed because the Azure DNS resource use it. For details about Azure DNS,
see the following website:
Azure DNS: https://azure.microsoft.com/en-us/services/dns/

2.2 HA cluster using a load balancer

See the following:

*  “Operation environment for Azure probe port resource, Azure probe port monitor resource, Azure
load balance monitor resource" in Chapter 3, “Installation requirements for EXPRESSCLUSTER”
in the Getting Started Guide.
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Chapter 3 Cluster Creation Procedure

(for an HA Cluster Using

Azure DNS)
3.1 Creation example

This guide introduces the procedure for creating a 2-node unidirectional standby cluster using
EXPRESSCLUSTER. This procedure is intended to create a mirror disk type configuration in which
nodel is used as an active server.

The following tables describe the parameters that do not have a default value and the parameters
whose values are to be changed from the default values.

. Microsoft Azure settings (common to nodel and node2)

Setting item | Setting value
Resource group setting
Resource group TestGroupl
Region Japan East
Virtual network setting
Name Vnetl
Address space 10.5.0.0/24
Subnet Name Vnetl-1
Subnet Address range 10.5.0.0/24
Resource group TestGroupl
Location Japan East
DNS zone setting
Name clusterl.zone
Resource group TestGroupl
Resource group location Japan East
Record set test-recordl

. Microsoft Azure settings (specific to each of nodel and node2)
Setting item Setting value
| node2

nodel

Virtual machine setting

24

Disk type Standard HDD

User name testlogin

Password PassWord_123

Resource group TestGroupl

Region Japan East

Network security group setting

Name | NetSecGroupl

Availability set setting

Name AvailabilitySet1

Update domains 5

Fault domains 2

Diagnostics storage account setting

Name Automatically generated (testgroupldiag679)
Replication Locally-redundant storage (LRS)

IP configuration setting

IP address | 10.5.0.110 | 10.5.0.111
Blob storage setting

Name Node1Blob1 | Node2Blob1
Source type None (empty disk)

Account type Standard HDD
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EXPRESSCLUSTER settings (cluster properties)

Setting item Setting value
nodel | node2
Cluster Name Clusterl
Server Name nodel | node2

Timeout Tab: Heartbeat | 120

Timeout

EXPRESSCLUSTER settings (failover group)

Resource name Setting item Setting value
Mirror disk | Name md
resource Details Tab: Mount | /mnt/md
Point
Details Tab: Data | /dev/sdc2
Partition Device Name
Details Tab: Cluster | /dev/sdcl
Partition Device Name
Details Tab: File | ext4
System
Mirror Tab: Execute | On
the initial mirror
construction
Mirror Tab: Execute | On
initial mkfs
Azure DNS | Name azurednsl
resource Record Set Name test-recordl
Zone Name clusterl.zone
IP Address (nodel) 10.5.0.110
(node2) 10.5.0.111
Resource Group | TestGroupl
Name
User URI http://azure-test
Tenant ID XXXXXXXX XXX X-XXXK XXX X-XXXXXXXXXXKX
File Path of Service | /root/examplecert.pem
Principal

Azure CLI File Path

lusr/bin/az
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EXPRESSCLUSTER settings (monitor resource)

Monitor resource name Setting item Setting value
Mirror disk monitor | - -
resource
Azure DNS monitor | Name azurednswl
resource
Custom monitor resource | Name genwl
Script created with this product | On
Monitor Type Synchronous
Normal Return Value 0

Recovery Action

Execute only the final action

Recovery Target

LocalServer

IP monitor resource

IP monitor resource

Name ipwl

Server to monitor nodel

IP Address 10.5.0.111

Recovery Action Execute only the final action
Recovery Target LocalServer

Name ipw2

Server to monitor node2

IP Address 10.5.0.110

Recovery Action Execute only the final action

Recovery Target

LocalServer

Multi target monitor

resource

Name mtwl

Monitor resource list genwl
ipwl
ipw2

Recovery Action

Execute only the final action

Recovery Target

LocalServer
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3.2 Configuring Microsoft Azure

1) Creating aresource group
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a resource group following
the steps below.

1. Select Resource groups or the resource group icon in the menu on the left side of the window.
If there are existing resource groups, they are displayed in a list.

Microsoft Azure R Search resources, services, and docs

Home () Dashboard [

@ choose your default view

Create a resource

oA Azure services
Dashboard — —
- 5o ® & e <7 >~ @&
All services
virtual Storage AppServices  SQLdatsbases Azure Datsbase Azure Cosmos  Kubemetes  Function Apps Azure Cognitive
FAVORITES machines accounts for PostgresQL ol senvices Databricks Services

All
resources Make the most out of Azure

Resource groups

& App services 3 -
1 = a Q@ -
% Function Apps .
8 SOl databases Learn Azure vith free online Monitor your apps and Secure your apps and Optimize performance. Connect ta Azure viz an
! & v : authenticated browser-based

% ronre Cosmes DB courses by Microsoft infrastructure infrastructure reliability, security, and costs chel
B virtual machines Microsoft Leam 2 re Monitor
& Load balancers
B storage accounts Recent resources See sl your recent resources > Ses all your resources

T NAME TVPE LAST VIEWED
@ Azure Active Directory (] Virtual machine (classic) 2hage
@ onitor o Virtual machine (classic) 14 hago
@ Advisor © Resource group 14 hago
@ security Center Cloud service (dlassic) 21hago
© cost Management + Bill.. Z Virtual machine 240

Help + support ) Resource group 3dago
% subscriptions ¢ Virtual machine 3dago
) BRI ETTS i ¢ Virtual machine 3dago .
Microsoft Azure 2 Search resources, services, and docs

Home > Resource groups
Create a resource Resource groups * X

Home

dit columns &) Refresh L Export to CsV
Dashboard

All services

Alllocations ~ | | Algs ~ | [ No grouping -

FAvORITES
Al resources
suscriPTion LocaToN
Resource groups
& App services
% Function Apps
R sl databases
& Azure Cosmos DB
I8 virtual machines
@ Load balancers
B storage accounts
Virtual networks

4 Azure Active Directory

@ Monitor

@ Advisor

@ security Genter

® cost Management + Bill...
3 Help + support

4§ subscriptions

% App registrations
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3. Specify Resource group, Subscription, and Region, and click Review+Create.

Microsoft Azure

P Search resources, services, and docs

Home > Resource groups > Create a resource group

Create a resource Resource groups « % X Create aresource group

Home

=+ Add

Edit columns =+ More
Dashboard Basics Tags Review + Create

Al services
Resource group - A container that holds related resources for an Azure solution. The resource group can include all the
resources for the solution, or only those resources that you want to manage as a group. You decide how you want to
allocate resoureas to resource groups based on what makes the most sense for your organization. Leam more 2

FAVORITES NAME

All resources

PROJECT DETAILS
Resource groups

* Subscription @ v
Sarvices

© . TestGroup1

% Function Apps

= 501 databases RESOURCE DETAILS

y * Region @ Japan East

& Azure Cosmos DB

I8 virtual machines

@ Load balancers

B8 storage accounts
Virtual networks

@ Azure Active Directory

@ wonitor

@ advisor

@ security Center

® Cost Management + Bill

B Help + support

4§ subscriptions

- .
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2) Creating a virtual network
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a virtual network following
the steps below.

1. Select +Create a resource or the + icon in the menu on the left side of the window.

Microsoft Azure D Search resources, services, and docs

) rome (O pasrooxd SN

@ choose your default view

Create a resource

Home Azure services
Dashboard — o

(& = o] @ & & e @
All services

virtual Storage App Services  SQLdatabases Azure Datsbase AzureCosmos  Kubemetes  Function Apps ure Cognitive
FAVORITES machines accounts for PostgresQL DB services Databricks Services

Al s
resources Make the most out of Azure

%) Resource groups

& App services a S J Q
% Function Apps ‘
| SRS Learn Azure with free online Monitor your 2pps and Secure your apps and Optimize performance, Connect to Azure via 2n
; courses by Microsoft infrastructure infrastructure reliabilly, security, and costs suthenticated browser-based
¢ Azure Cosmos DB Y Mic = = Y. Y shell
0 virtual machines Microsoft Learn I3 Azure Monitor > Security Center > Azure Advisor > Cloud Shell >
4 Load balancers
Recent resources  See all your recent resources > See all your resources > Useful links

I Storage accounts

Get started or go deep with technical docs [
Our articles include everything from quickstarts, samples, and

Virtual machine (classic) 2hago tutorials to help you get started, to SDKs and architecture guides for
designing applications.

Virtual networks NAME TYPE LAST VIEWED

@ Azure Active Directory

fel Hel

& Monitor Virtual machine (classic) 14hago
Discover Azure products [2
B Advisor 59} . Resource group 14hago Explore Azure offers that help tum ideas into solutions, and get info
on support, training, and pricing.
@ security Center o Cloud service (classic) 21hago
5 Keep current with Azure updates [2
o ErzilmE T (e Virtual machine 3dago Leam more and what's on the roadmap and subscribe to
Y notifications to stay informed. Azure.So raps up all the news
M Help+ support Resource group 3dago from last week in Azure.
# subscriptions ¢ ] Virtual machine 3dago News from the Azure team [2
B Anp reqitrations ; B Hear right from the team developing features that help you solve
< ca Virtual machine 3dago problems in the Azure blog -

Microsoft Azure P search resources, services, and docs

Home > New

Create a resource New a
Home
Dashboard ks
Allservices Azure Marketplace sessll Featured seesll
PavoRITES

Get started Virtual network
All resources Quickstart tutorial

Recently created

%) Resource groups

Compute Load Balancer
& App services - o e
Networking
% Function Apps
2 oL databases Storage Application Gateway
- B Web Leamn more
& Azure Cosmos DB
Mobile .
8 virtual machines Virtual network gateway
Containers Leam more
4 1oad balancers
Databases
B storage accounts Virtual WAN
Analytics

am mare

Virtual networks
Al + Machine Learning

@ Azure Active Director
V' Internet of Things DNS zone
@ Monitor Quickstart tutorial
- Mixed Reality
@ sis
¥ Adisor Integration Cisco ASAV - BYOL 4 NIC (preview)
@ Security Center Security eam more
2 cost M t -+ Bill
ostManagement + &1 Identity Citrix ADC 12.0 VPX Enterprise
3 Help + support Developer Tools Edition - 200Mbps (preview)
i eam more
 subscriptions Management Tools
i Network sec
% App registrations Software as a Service (S235) Oucister ttors
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3. Specify Name, Address space, Subscription, Resource group, Location, Name of Subnet,

and Address range, and click Create.

Microsoft Azure

Create a resource
Home
Dashboard

All services
FAVORITES

All resources

%) Resource groups

& App services

% Function Apps

= 50l databases

& Azure Cosmos DB

8 Virtual machines

4 Load balancers

I storage accounts
Virtual networks

& Azure Active Directory
Monitor
Advisor

Security Center

Cost Management + Bill.

Help + support
Subscriptions

w App registrations

P Search resources, services, and docs

Home > New > Create virtual network

Create virtual network o X

* Name
* Address space @

10.5.00 - 10.5.255.255 (65536 addresses)
* Subscription

* Resource group

TestGroup1 v
Create new
* Location

Japan East M

Service endpoints
Dot

Firewall @

Disabled [|EETTRY -

Automation options
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3) Creating a virtual machine
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create virtual machines and disks
following the steps below.
Create as many virtual machines as required to create a cluster. Create nodel and then node2.

1. Select +Create aresource or the + icon in the menu on the left side of the window.

Microsoft Azure P Search resources, services, and docs

@ choose yourdefautt view (@) Home () Dashboard [

Create a resource

Home Azure services Fees
Dashboard — -~ =

2 (S 2] ® = H 8 @
All services.

Virtual Storage App Services  SQL databases  Azure Database  Azure Cosmos Kubernetes Function Apps Azure Cognitive
FAVORITES machines accounts for PostgreSQL DB services Databricks Services

1] s
fesources Make the most out of Azure

# Resource groups
& App senvices

A ) 2 =
%> Function Apps 3 J Q

T sl databases Connect to Azure via an

Learn azure vith free online Monitor your apps and Secure your apps and Optimize performance e b o bated
% e Commos D8 courses by Microsoft infrastructura infrastructure reliability, security, and costs . ol s
M virtual machines Microsoft Leam (2 Azure Monitor > Security Center > Azure Advisor > Cloud Shell >
4 Load balancers
BB storage accounts Recent resources  Seeall your recent resources > See all your resources > Useful links
go deep i -
s NAME TyeE LAST VIEWED Get started or go deep with technical docs [
Our articles include everything from quickstarts, samples, a
@ Azure Active Directory = Virtual machine (classic) 2hago tutorials to help you get started, to SDKs and architecture guides for
- designing applications.
@ wonitor = Virtual machine (classic) 14hago
Discover Azure praducts [5
@ agvisor ® " Resource group 14 hago Explore Azure offers that help turn ideas into solutions, and get info
) on support, training, and pricing.

@ Security Center 5 Cloud service (dlassic) 21hago

5 Keep current with Azure updates [2

o) @mliregma e Bl e Virtual machine 3dago Leamn more and what's on the roadmap and subscribe to

® vep+ " - notifications to stay informed. Azure.Source wraps up all the news
& Help + suppo G Resource group 3dago from last week in Azure.

¥ subsciptions g Virtual machine 3dago News from the Azure team [

% App registrations . . Hear right from the team developing features that help you salve

- o Virtual machine 3dago problems in the Azure blog -

Microsoft Azure D Search resources, services, and docs

Create a resource New [m]

Home

Dashboard -

All services Azure Marketplace Seeall  Featured Seeall

FAVORITES
Windows Server 2016 Datacenter

Quickstart tutorial

Get started
Il resources

LI

Recently created

%) Resource groups
Red Hat Enterprise Linux 7.2

Quickstart tutorial

& App services

Networking
%> Funetion Apps
P Storage Ubuntu Server 18.04 LTS
= sOL databases
Web Leam more
& Azure Cosmos DB
Mobile )
B Virtual machines SQL Server 2017 Enterprise
Containers Windows Server 2016
4 Load balancers Leam more
Databases
B Storage accounts SUSE Linux Enterprise Server
Analytics Tise  software purchase
Virtual networks s
Al + Machine Leaming Leam more

@ Azure Active Directory

Internet of Things Service Fabric Cluster
& Monitor Mixed Reality { , Quickstart tutorial

@ advisor Integration
g Web App for Containers
 security Center Security Quickstart tutorial
?) Cost Management + Bill. Identity
Function App
Help + support Developer Tools Quickstart tutorial
f subscriptions Management Tools
5 3 Batch Service
» App registrations Software as a Service (3aaS)
Quickstart tutorial
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3. Select CentOS-based 7.5.

Microsoft Azure

P search resources, services, and docs

Home * New > Marketplace > Compute
ate a resourc Marketplace 2 X
Home
Wy saved st QPP
ashboard
Al s2r
e Compute
p—
Networking
Resource groups.
.
App Senvi ?
Function Apy Web
501 databases Mebie
8 Azure Cosmos DB
Containers
8 virual machin
@ Load bolancer Databazes
B storage occounts Analytics

Virtual networks
Al + Machine Learning

@ toue Active Directory

Intemet of Things
© Monitor
L™ Mixed Reality
W security Center Integration
© cost Management + Bill..
Security

& Help + support

¥ Subscriptions.

- App tions. Develooer Tools

4. Confirm that Resource Manager

the window, and click Create.

Compute £ 0 %
(EIE You have private offers available. Click here to see. =

< Wore x
e PuBLSHER carsaory

CentOS-based 7LVM
CentOS-based 7.4 HEC
CentOS-based 7.1 HPC

CentOS-based 610

CentOS-based 6.5 HEC
CentOS-based 75
Cent0S 76

=
= CentOS-based 7.3 HPC
=F

CentOS-based 6.8 HEC

Rogue Wave Saftware (form... Recommended

Rogue Wave Software (form... Recommended

Rogue Wave Software (form... Recommended

Rogue Wave Software (form. . Recommended

Rogue Wave Software (form... Recommended

Rogue Wave Software (form... Recommended

Rogue Wave Software (form... Recommended

Rogue Wave Software (form. . Recommended

Rogue Wave Software (form... Recommended

is selected for Select a deployment model at the bottom of

Microsoft Azure

Home:
labie. Click here 1o see. =
board

AN services

PUBLISHER

Function Apps.

- Rogu
= sal databases

& naure Rogue

CATEGORY

Software (form... Recommended

jave Software (form... Recommended

CentOS-based 7.5 # 0 X

s based on CentOS

contains a

W vinual

Rogue Wave Saftware (form,

Rogue Wave Software (form...

ave Software (form.

Rogue ¥

Rogue Wave Saftware (form,

Rague Wave Software (form.

Regue Wave Software (form.

Rogue Wavs Software (form,

Recommended

Recommended

Recommended

Recommended

Recommended

Recommended

Recommendad

PUBLISHER

USEFUL UNKS




Cluster Creation Procedure (for an HA Cluster Using Azure DNS)

When the Basics tab appears, specify the settings of Subscription, Resource group, Virtual
machine name, Region, Image, Size, Username, Password, and Confirm password.

Select Availability set from Availability options, and click Create new under the Availability
set field. When the Create new blade appears, specify the settings of Name, Fault domains,
and Update domains. Then click OK.

Microsoft Azure

5 » Create a vintual machin Create new *

Create a virtual machine

PROJECT DETAILS

Microsoft Azure

Create a virtual machine

PROJECT DETAILS

% App registrations
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7.

Click Change size to display the Select a VM size blade.

From the list, choose a size (Al - Standard in this guide) suitable for your virtual machine and

click Select.
Regarding the Virtual machine name, nodel is for nodel, and node2 is for node2.

Click Next: Disks >

Microsoft Azure

Select a VM size

Create
x

vmsize osrenmnG Ay vePus | maM(eE  DATADISKS Maxi0Ps. TEMPORARY STOR PREMIUM DISK SUP. cosTaoNTH (EST!

Al Standard General purpase 1 175

Virual networks

e Act

stion, The price: den't inslude s,

mirror disk (cluster partition or data partition).
From the DATA DISKS list, click Create and attach a new disk.

Microsoft Azure

Home » N sl 5> Create avirtual machine

Create a virtual machine

ditiznal dats
e o v
°
- OATA DISKS
an add a adcitional al ach e disks. This VM a es with a te
-
- w HAME s o) ok TYRE HOST CACHING
]
v ADVANCED

¢« +BO= HO S

Whn the Disks tab appears, go through the following steps to add a blob to be used for a
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8.

The Create a new disk blade appears.
Specify the settings of Disk type, Name, Size (GiB), and Source type. Then click OK.
Click Next: Networking >

The Networking tab appears.
Specify the settings of Virtual network, Subnet, Network security group, and Configure
network security group.

Click Create new under the Configure network security group field to display the Create
network security group blade. Specify the setting of Name and then click OK.

Click Next: Management >.

Microsoft Azure

X Create network security g... 0 %

100: default-allow-2zh

Any
SSH (TCP/22)

°

I sicnage

Virual networks
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10. The Management tab appears.
Click Create new under the Diagnostics storage account field to display the Create storage
account blade.
Specify the settings of Name, Account kind, and Replication. Then click OK.
In the Diagnostics storage account field, the default value is automatically generated and
entered.
Click Next: Guest config >.

Microsoft Azure -

Create a virtual machine x

MONITORING
° ®on d
o on (@) o
te -
woenTITY
° ®) o
AUTO-SHUTDOWN
° ®) o
BACKUP
° ) off

! Help + support

icrosoft Azure

Create 3 virtual maching Create storage account

e —
°
° e [ suries |
o ®on
. ° .
o - - ~
5
woeriTy
-
o ®on
-
e P —
° ®on
=
-
° ®on

¢« +BO= HO S
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11. Click Next: Tags >.

Microsoft Azure

Create a virtual machine X

EXTENSIONS

wawue ResouRcE

v v | [ 7 selected -

13. The Review + create tab appears. Check the contents. If there is no problem, click Create.
The deployment starts and takes several minutes.

Microsoft Azure

=

Create a virtual machine

+/ Validation passed

FRODUCT DETAILS

Pricing not available for this offering

TeRms
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4) Setting a private IP address
Log in to the Microsoft Azure portal (https://portal.azure.com/) and change the private IP address
setting following the steps below. Since an IP address is initially set to be assigned dynamically,
change the setting so that an IP address is assigned statically. Change the settings of nodel and
then node2.

1. Select Resource groups or the resource group icon in the menu on the left side of the window.

Microsoft Azure AR search resources, services, and docs

tome () dashocard [N

@ choose your defaut view

Create a resource

Home Azure services
Dashboard — @ @ = & ‘
Al services -
Virtual Storage AppServices  SQLdatabases AzureDatsbase AzureCosmos  Kubemnetes  Function Apps Azure Cognitive
FAVORITES machines accounts for PostgresQL DB services Databricks Services

Al
oo Make the most out of Azure

Resource groups

& App services A 2 J o '~

% Function Apps

R sl databases Connect to Azure via an

Leam Azure with free online Monitor your 3pps and Secure your apps and Optimize performance e
& Anure Cosmos D& courses by Microsoft infrastructure infrastructure reliability, security, and costs it
8 virtual machines Microsoft Leamn [ Azure Monitor Security Center Cloud Shel

@ Load balancers

Recent resources  se

B8 storage accounts esources
Virtual networks NAME TYPE LAST VIEWED
4 Azure Active Directory @ Virtual machine (classic) 2hago

@ Monitor £) Virtual machine (classic) 14hage

into solutions, a

B Advisor ® Resource group 14 h ago
® security Center Cloud service (classic) 21hago
® cost Management + Bill. Virtual machine 3dago
2 Help + support ® Resource group 3dago

® subscriptions Virtual machine 3dago

® App registrations J ° Virtual machine 3dago -
2. Select TestGroupl from the resource group list.
Microsoft Azure P sa rees, services, and docs

Home » Resource

Resource groups

-+ - HH

Subscriptions:

HAME SuBSCRIFTION Locamion

% Function Apps

= s databar

4 Load balsncers

I 500

Virtual networks

anagement + Bil

% App registrations
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3. The summary of TestGroupl is displayed. Select virtual machine nodel or node2 from the item
list.

Microsoft Azure

& node1 OsDisk 1 T1486cd179fedcT703627bb925305b6b Disk
B rodezs etwork interface
& nodelslobl Dusk.

testgroupidiag67e

e
oz

& node2 OsDisk_1_bf9c31e2cibadfo398bid6Tced713alf Dusk

B coden Network nteace span 3t

4,

85500 DenyAllinBound Any Any Any Any © Deny

t

5. Select a network interface displayed in the list. The network interface name is generated
automatically.
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6.

9.

Select IP configurations.

Microsoft Azure

amc wviRsion et PRIVATE i ADORESS. PUBLIC 1P ADDRESS

pcontig) P Priary 105,04 (Dynamic)

& Locks

B2 sutomation script

Support » traubleshooting

Only ipconfigl is displayed in the list. Select it.
Select Static for Assignment under Private IP address settings. Enter the IP address to be
assigned statically in the IP address text box and click Save at the top of the window. The IP
address of nodel is 10.5.0.110. The IP address of node2 is 10.5.0.111.

Microsoft Azure

h resources, services,

ipconfig!

ipconfigl

A x

The virtual machines restart automatically so that new private IP addresses can be used.
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5) Creating a DNS zone
Log in to the Microsoft Azure portal (https://portal.azure.com/) and configure the DNS zone following
the steps below.

1. Select +Create a resource or the + icon in the menu on the left side of the window.

Microsoft Azure D Search resources, services, and docs

) rome (O pasrooxd SN

@ choose your default view

Create a resource

Home Azure services
Dashboard — o

(& = o] @ & & e @
All services

virtual Storage App Services  SQLdatabases Azure Datsbase AzureCosmos  Kubemetes  Function Apps ure Cognitive
FAVORITES machines accounts for PostgresQL DB services Databricks Services

Al s
resources Make the most out of Azure

%) Resource groups

& App services a S J Q
% Function Apps ‘
| SRS Learn Azure with free online Monitor your 2pps and Secure your apps and Optimize performance, Connect to Azure via 2n
; courses by Microsoft infrastructure infrastructure reliabilly, security, and costs suthenticated browser-based
¢ Azure Cosmos DB Y Mic = = Y. Y shell
0 virtual machines Microsoft Learn I3 Azure Monitor > Security Center > Azure Advisor > Cloud Shell >
4 Load balancers
Recent resources  See all your recent resources > See all your resources > Useful links

I Storage accounts

Get started or go deep with technical docs [
Our articles include everything from quickstarts, samples, and

Virtual machine (classic) 2hago tutorials to help you get started, to SDKs and architecture guides for
designing applications.

Virtual networks NAME TYPE LAST VIEWED

@ Azure Active Directory

fel Hel

& Monitor Virtual machine (classic) 14hago
Discover Azure products [2
B Advisor 59} . Resource group 14hago Explore Azure offers that help tum ideas into solutions, and get info
on support, training, and pricing.
@ security Center o Cloud service (classic) 21hago
\ Keep current with Azure updates [J
o ErzilmE T (e Virtual machine 3dago Learn more and what's on the readmap and subscribe to
Y notifications to stay informed. Azure.So raps up all the news
M Help+ support Resource group 3dago from last week in Azure.
# subscriptions (¢ Virtual machine 3dago News from the Azure team [
B Anp reqitrations ; B Hear right from the team developing features that help you solve
< ca Virtual machine 3dago problems in the Azure blog -

Microsoft Azure P search resources, services, and docs

Home > New

Create a resource New a
Home
Dashboard ks
Allservices Azure Marketplace sessll Featured seesll
PavoRITES

Get started Virtual network
All resources Quickstart tutorial

Recently created

%) Resource groups

Compute Load Balancer
& App services - o e
Networking
% Function Apps
2 oL databases Storage Application Gateway
- B Web Leamn more
& Azure Cosmos DB
Mobile .
8 virtual machines Virtual network gateway
Containers Leam more
4 1oad balancers
Databases
B storage accounts Virtual WAN
Analytics

am mare

Virtual networks
Al + Machine Learning

@ Azure Active Director
V' Internet of Things DNS zone
@ Monitor Quickstart tutorial
- Mixed Reality
@ sis
¥ Adisor Integration Cisco ASAV - BYOL 4 NIC (preview)
@ Security Center Security eam more
2 cost M t -+ Bill
ostManagement + &1 Identity Citrix ADC 12.0 VPX Enterprise
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3.

The Create DNS zone blade is displayed. Specify Name, Subscription, and Resource group,
and click Review+create.

Microsoft Azure P

Create DNS zone X

o v
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6) Configuring virtual machines
Log in to the created nodel and node2 and specify the settings following the procedure below.
Set a partition for the mirror disk resource. Create a file system in the added Blob storage.
Secure an area in the added disk by using the fdisk command and then create a file system.
For details about the partition for the mirror disk resource, see “4.Partition settings for mirror disk
resource (when using Replicator)" in “Settings after configuring hardware” in Chapter 1,
“Determining a system configuration” in the Installation and Configuration Guide.

1.

Check the partition list. In the following example, the last line shows the added disk.
$ cat /proc/partitions
major minor #blocks name

8 16 73400320 sdb
8 17 73398272 sdbl
8 0 31459328 sda
8 1 31456256 sdal
8 32 20971520 sdc

Create a cluster partition and data partition in the added disk by using the fdisk command.
Allocate 1 GB (1*1024*1024*1024 bytes) or more to a cluster partition. (If the size is specified
asjust 1 GB, the actual size will be larger than 1 GB depending on the disk geometry difference.
This is not a problem.) Also, do not create a file system in a cluster partition. The following is
an example of creating one partition including all areas of /dev/sdc.

$ sudo fdisk /dev/sdc

Device contains neither a valid DOS patrtition table, nor Sun, SGI or OSF disklabel

Building a new DOS disklabel with disk identifier Oxe3c83b13.

Changes will remain in memory only, until you decide to write them.

After that, of course, the previous content won't be recoverable.

Warning: invalid flag 0x0000 of partition table 4 will be corrected by w(rite)

The device presents a logical sector size that is smaller than the physical sector size. Aligning
to a physical sector (or optimal 1/0) size boundary is recommended, or performance may be
impacted.

WARNING: DOS-compatible mode is deprecated. It's strongly recommended to switch off the
mode (command 'c") and change display units to sectors (command 'u').

Command (m for help): n
Command action

e extended

p primary partition (1-4)
p
Partition number (1-4): 1
First cylinder (1-2610, default 1):
Using default value 1

Last cylinder, +cylinders or +size{K,M,G} (1-2610, default 2610): +1G
Command (m for help): p

Disk /dev/sdc: 21.5 GB, 21474836480 bytes

255 heads, 63 sectors/track, 2610 cylinders

Units = cylinders of 16065 * 512 = 8225280 bytes
Sector size (logical/physical): 512 bytes / 4096 bytes
I/O size (minimum/optimal): 4096 bytes / 4096 bytes
Disk identifier: 0xe29ed566

Device Boot  Start End Blocks Id System
/dev/sdcl 1 132 1060256+ 83 Linux
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Partition 1 does not end on cylinder boundary.
Partition 1 does not start on physical sector boundary.

Command (m for help): n
Command action
e extended
p primary partition (1-4)
p
Partition number (1-4): 2
First cylinder (132-2610, default 132):
Using default value 132
Last cylinder, +cylinders or +size{K,M,G} (132-2610, default 2610):
Using default value 2610
Command (m for help): p

Disk /dev/sdc: 21.5 GB, 21474836480 bytes

255 heads, 63 sectors/track, 2610 cylinders

Units = cylinders of 16065 * 512 = 8225280 bytes
Sector size (logical/physical): 512 bytes / 4096 bytes
I/O size (minimum/optimal): 4096 bytes / 4096 bytes
Disk identifier: Oxe29ed566

Device Boot  Start End Blocks Id System
/dev/sdcl 1 132 1060256+ 83 Linux
Partition 1 does not end on cylinder boundary.
Partition 1 does not start on physical sector boundary.
/dev/sdc2 132 2610 19904537 83 Linux

Command (m for help): w
The partition table has been altered!

Calling ioctl() to re-read partition table.

Syncing disks.

If you select Execute initial mkfs when creating the cluster configuration data by using Cluster
WebUI, EXPRESSCLUSTER creates a file system automatically. Note that existing data in the
partition will be lost.
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7

8)

Adjusting the OS startup time, checking the network setting, checking the root file system,
checking the firewall setting, synchronizing the server time, and checking the SELinux
setting.

For each procedure, see “Settings after configuring hardware." in Chapter 1, “Determining a system
configuration” in the Installation and Configuration Guide.

Installing the Azure CLI

Install the Azure CLI.

The procedure to install the Azure CLI from an npm package is described.

For details about this procedure and other procedures, see the following websites:
Install the Azure CLI:
https://docs.microsoft.com/en-us/cli/azure/install-azure-cli?view=azure-cli-latest

Log in to the created nodel and node2 and install the Azure CLI following the procedure below.
Be sure to use the following installation procedure. If the Azure CLlI is installed in other ways, Azure
DNS resource will not work properly.

$ sudo yum check-update; sudo yum install -y gcc libffi-devel python-
devel openssl-devel

$ curl -L https://aka.ms/InstallAzireCli | bash -

$ exec -1 S$SHELL
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9) Creating a service principal

Create a service principal using the Azure CLI.

Azure DNS resource performs login to Microsoft Azure and DNS zone registration and monitoring.
When logging in to Microsoft Azure, Azure login with a service principal is used.

Please note that certificates have an expiration date.

For more details, see the --years option of az ad sp create-for-rbac.
https://docs.microsoft.com/en-us/cli/fazure/ad/sp?view=azure-cli-latest#az-ad-sp-create-for-rbac

For details about a service principal and procedure, see the following websites:

Sign in with Azure CLI:
https://docs.microsoft.com/en-us/cli/azure/authenticate-azure-cli?view=azure-cli-latest

Create an Azure service principal with Azure CLI:
https://docs.microsoft.com/en-us/cli/azure/create-an-azure-service-principal-azure-cli?view=azure-cli-latest

1. Log in with an organizational account.
$ az login -u <account name> -p <password>

2. Create and register a service principal. Write down the displayed name and tenant because it
is necessary to set them in the Azure environment configuration file. In the following example,
a service principal is created in /root/examplecert.pem.

$ az ad sp create-for-rbac --create-cert
{
"appId": "XXXXXXXX-RXXXX-XKXRXX-XXXX-XXXXXXXXXXxXX",
"displayName": "azure-test",
"fileWithCertAndPrivateKey": " /root/examplecert.pem",
"name": "http://azure-test",
"password": null,
"tenant": "XXXXXXXKK-KXXX-XXXX-XXXX-XXXXXXXXKXXK"
}
3. Log out.
$ az logout --u <account name>
4. Check whether login to Microsoft Azure using the created service principal is possible.
$ az login --service-principal -u <name value in step 2> --tenant
<tenant value in step 2> -p

<fileWithCertAndPrivateKey value in step 2>
The following is displayed upon successful sign-in.
[

{

"cloudName": "AzureCloud",
Tid": "XXXXXXXX-XXXX-XXXX-XXXX-XXXXXXXXXKXXXX",
"isDefault": true,
"name": "xxxxxxxxxx'",
"state": "Enabled",
"tenantId": "XXXXXXXX-XXXX-KXXX—KXXX-XXXXXXXXXKXX",
"user": {
"name": "http://azure-test",
"type": "servicePrincipal"
}
}
]
5. Log out.
$ az logout --username <name value in step 4>

When changing the role of the created service principal from the default "Contributor" to another
role, select a role that has access permissions to all of the following operations as the Actions
properties. If the role is changed to a role that does not satisfy this condition, monitoring by the
Azure DNS monitor resource, which are set up later, will fail due to an error.

Microsoft.Network/dnsZones/Alwrite
Microsoft.Network/dnsZones/A/delete
Microsoft.Network/dnsZones/NS/read
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10) Installing EXPRESSCLUSTER
For the installation procedure, see the Installation and Configuration Guide.
After installation is complete, restart the OS.

11) Registering the EXPRESSCLUSER license
For the license registration procedure, see the Installation and Configuration Guide.

47



3.3 Configuring the EXPRESSCLUSTER
settings

For the Cluster WebUI setup and connection procedures, see Chapter 5, “Creating the cluster
configuration data" in the Installation and Configuration Guide.

This section describes the procedure to add the following resources and monitor resources:

« Mirror disk resource

« Azure DNS resource

« Azure DNS monitor resource

« Custom monitor resource (for NP resolution)

« IP monitor resource (for NP resolution)

« Multi target monitor resource (for NP resolution)
For the settings of other resources and monitor resources, see the Installation and Configuration Guide
and the Reference Guide.

1) Creating a cluster
Start the cluster generation wizard to create a cluster.

€ Creating a cluster

1. .Access Cluster WebUI, and click Cluster generation wizard.

Cluster WebUI Clusterl

= |0 ¥ T
Cluster generation wizard | Import | Export | Get the Configuration File | Apply the Configuration File
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2. The Cluster window on the Cluster Generation Wizard is displayed.
Enter a desired name in Cluster Name.
Select an appropriate language in Language. Click Next.

# Cluster generation wizard

Cluster < Basic Settings < Interconnect < NP Resolution < Group <= Monitor
Cluster Name* Clustery,

Comment

Language* English ~

Management IP Address

@ Start generating the cluster.

Enter the cluster name, and then select the language (locale) of the environment that runs WebManager.

If using the integrated WebManager to manage multiple clusters, specify a unigue cluster name to identify the cluster.

The management IP address is a floating IP address used for a WebManager connection. If establishing connections by specifying each server IP
address, the management IP address can be omitted.

To continue, click [Next].

4 Back Next » Cancel

3. The Basic Settings window is displayed.

The instance connected to Cluster WebUI is displayed as a registered master server.
Click Add to add the remaining instances (by specifying the private IP address of each

instance). Click Next.

Server Name or IP Address® 10.5.0.111

@ Enter an IP address or a server name.

When entering a server name, name resolution is necessary.

Both IPv4 and IPv6 for IP address can be used.

When entering an IP address, the server name is automatically acquired.

OK Cancel

# Cluster generation wizard

Server
Cluster @ = Basic Settings = Interconnect < NP Resolution < Group = Monitor

Add Remove

Server Definitions

Order Name
Master server nodel
1 node2
RO 2
Server Group Definition Settings

@ Click "Add" to add servers constructing the cluster.
Click T4] or 4] tochange the server priority.
Click "Settings" to configure the server group when using the server group.

4 Back Next » Cancel
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4. The Interconnect window is displayed.
Specify the IP addresses (IP address of each instance) to be used for interconnect. In
addition, select mdc1 for MDC as a communication path of a mirror disk resource to be
created later. Click Next.

# Cluster generation wizard

Server

Cluster @ - Basic Settings @ - Interconnect - NP Resolution = Group - Monitor
Properties Add Remove

Interconnect List
Priority Type MDC nodel node2

1 Kernel Mode v mdc1 v 10.5.0.110 v 10.5.0.111 v
+ <+

@ Configure the interconnect among the servers constructing the cluster.Click "Add" to add interconnect and select the type.

For "Kernel mode”, "User mode", "BMC", "DISK", "Witness HB" and "COM" settings, configure the route which is used for heartbeat. For "Mirror
Communication Only" setting, configure the route which is used only for data mirroring communication.

Configuring more than one routes is recommended.

For "Kernel mode" ", "User mode, "DISK" and "COM" settings, click each server column cell and set an IP address or device.

For "Witness HB" setting, click each server column cell to set "Use" or "Do not use”, and then click "Properties” to set detailed settings.

Click "Up" or "Down" to configure the priority to preferentially use the LAN only for the communication among the cluster servers.

For "Mirror Communication Only" settings, click each server column cell to configure IP addresses.

For the communication route which is used for data mirroring communication, select the mirror disk connect name to be allocated to the
communication route in MDC column.

4 Back Next » Cancel

5. The NP Resolution window is displayed.
Note that NP resolution is not configured on this window. The equivalent feature is
achieved by adding the IP monitor resource, custom monitor resource, and multi target
monitor resource. Configure NP resolution in "3) Adding a monitor resource."”
You need to examine the NP resolution destination and method depending on the
location of clients accessing a cluster system and the condition for connecting to an on-
premise environment (for example, using a dedicated line). Additionally, you can use
network partition resolution resources for NP resolution.
Click Next.

# Cluster generation wizard

Server
Cluster @ = Basic Settings @ = Interconnect® <= NP Resolution = Group = Monitor
Properties Add Remove

NP Resolution List
Type Target nodel node2
No NP resolutions

Tuning

@ Configure network partition (NP) resolution function.

Click "Add" to add NP resolution resource and select the type.

For "Ping" setting, click Ping target column cell to configure IP address of Ping destination, and then click each server column cell to configure "Use" or
"Do not use".

For "HTTP/HTTPS" setting, click target column cell to configure HTTP packet destination, and then dlick each server column cell to configure "Use" or
"Do not use".

The detailed settings can be verified and changed by clicking "Properties".

Click "Tuning" to configure the actions at NP occurrence.

4 Back Next » Cancel
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2) Adding a group resource

€ Defining a group
Create a failover group.

1. The Group List window s displayed.
Click Add.

# Cluster generation wizard

Cluster @ = Basic Settings @ = Interconnect @ =» NP Resolution @ = Group = Monitor
Properties Add Remove Group Resource

Group List

Name Type

No groups

© Configure failover group to be a unit of fail over.

Click "Add" to add a group.

Click "Properties” to configure the properties of the selected group.
Click "Group Resource" to add resource to the selected group.

“Back Next» Cancel

2. The Group Definition window is displayed.

Specify a failover group name (failoverl) for Name. Click Next.
Group Definition

Basic Settings = Startup Servers

= Group Attributes < Group Resource
Type* failover v

Name® failoverl

Comment

@ Select group type.
If using virtual machine resources to cluster virtual machines, select "Virtual machine” as the type. In other cases, select
"Failover™.

If using server group, check the "Use Server Group".

4 Back Next » Cancel
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3. The Startup Servers window is displayed.
Click Next without specifying anything.
4. The Group Attributes window is displayed.
Click Next without specifying anything.
5. The Group Resource window is displayed.
On this page, add a group resource following the procedure below.

Group Definition failover

Basic Settings @ =¥ Startup Servers = Group Attributes @ > Group Resource

Properties Add Remon

]

Group Resource List
Name Type

No resources

@ Click "Add" to add resources.
Click "Properties" to configure the properties of the selected resource.

< Back Cancel

Mirror disk resource
Create a mirror disk resource.
For details, see “Understanding mirror disk resources" in the Reference Guide.

1. Click Add on the Group Resource List page.

2. The Resource Definition of Group | failoverl window is displayed.
Select the group resource type (Mirror disk resource) from the Type box and enter the
group name (md) in the Name box. Click Next.

Resource Definition of Group | failoverl

Info -» Dependency =» Recovery Operation =» Details

Type* Mirror disk resource v
Name* md
Comment

Get license information

@ Select the type of group resource and enter its name.

4 Previous Next» Cancel

3. The Dependency window is displayed.
Click Next without specifying anything.

4. The Recovery Operation window is displayed.
Click Next.
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5. The Details window is displayed.
Enter the device name of the partition created in "6) Configuring virtual machines" in
Data Partition Device Name and Cluster Partition Device Name. Specify Mount
Point and File System. Click Finish to finish setting.

Resource Definition of Group | failover1 md

Info @ = Dependency @ = Recovery Operation @ = Details
Common nodel node2
Mirror Partition Device Name* Jdev/NMP1
Mount Point* Jmnt/md
Data Partition Device Name”* Jfdev/sdc2 W
Cluster Partition Device Name* Jdev/sdcl v
File System* extd v
Mirror Disk Connect Select
Tuning
4 Back Cancel

53



€ Azure DNS resource
Provides a mechanism to register or unregister a record to or from Azure DNS.

For details about the Azure DNS resource, see “Understanding Azure DNS resources” in the
Reference Guide.

1. Click Add on the Group Resource List page.

2. The Resource Definition of Group | failoverl window is displayed. Select the group
resource type (Azure DNS resource) from the Type box and enter the group name
(azurednsl) in the Name box. Click Next.

Resource Definition of Group | failoverl

Info < Dependency =¥ Recovery Operation =» Details

Type® Azure DNS resource v
Name* azurednsl
Comment

Get license information

@ Select the type of group resource and enter its name.

4 Back Next » Cancel

3. The Dependency window is displayed. Click Next without specifying anything.

4. The Recovery Operation window is displayed. Click Next.

5. Enter the values for each of the following: Record Set Name, Zone Name, IP Address,
Resource Group Name, User URI, Tenant ID, File Path of Service Principal,
Thumbprint of Service Principal , Azure CLI File Path. When using the IP address
of each server, enter the IP address in the tab for each server. When setting up the
servers separately, enter any IP address of the servers in the Common tab and then
make settings for other servers. Only when using Azure CLI 1.0 (Azure classic CLI),
enter Thumbprint of Service Principal.

Resource Definition of Group | failoverl azuredns

Info® <= Dependency @ < Recovery Operation @ < Details

Common nodel node2

Record Set Name* test-recordl

Zone Name® clusterl.zone

IP Address* 10.5.0.110

TTL" 3600 sec
Resource Group Name* TestGroupl

Account

User URI* http://azure-test

Tenant ID* DOC-3000CIO0OCIO0000000000C

File Path of Service Principal* /root/examplecert.pem

Thumbprint of Service Principal

Azure CLI File Path* usr/binfaz
Delete a record set at deactivation %]
Tuning
4 Back Cancel
6. Click Finish.
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3) Adding a monitor resource

€ Azure DNS monitor resource

The mechanism to check the record sets registered to the Azure DNS and whether the name

resolution is available is provided.

For details about Azure DNS monitor resources, see "Reference Guide" > "Understanding

Azure DNS monitor resources."

Adding one Azure DNS resource creates one Azure DNS monitor resource automatically.

4 Custom monitor resource

Sets a script to monitor whether communication with the Microsoft Azure Service Management
API is possible, and also to monitor health of communication with an external network.

For details about the custom monitor resource, see “Understanding custom monitor resources."

in the Reference Guide.

1. Click Add on the Monitor Resource List page.
2. Select the monitor resource type (Custom monitor) from the Type box and enter the

monitor resource name (genw1) in the Name box. Click Next.

Monitor Resource Definition

genw

Info - Monitor(common) =» Monitor(special) = Reco

Type*
Name*

Comment

Get Licence Info

Custom monitor

genwl

@ Select the type of monitor resource and enter its name.

3. The Monitor (common) window is displayed.

4 Back Next ¥

Confirm that Monitor Timing is Always and click Next.

Monitor Resource Definition

Cancel

Info @ - Monitor(common) - Monitor(special)

Interval®
Timeout*

Do Not Retry at Timeout Occurrence

Retry Count”
Wait Time to Start Monitoring*

Monitor Timing

® Always
O Active

Nice Value

Choose servers that execute monitoring

O

<2 Re

covery Action

time

sec

4 Back Next »

Cancel
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4. The Monitor (special) window is displayed.
Select Script created with this product.
The following shows the sample of a script to be created.
#! /bin/sh
<EXPRESSCLUSTER-installation-path>/bin/clpazure_port_checker —h
management.core.windows.net -p 443
exit $?

Select Synchronous for Monitor Type. Click Next.

Monitor Resource Definition

Info @ < Monitor(common) @ - Monitor(special) < Recovery Action

O User Application

® script created with this product

Edit View Replace

Monitor Type ® synchronous

O Asynchronous

Log Output Path

Rotate Log O
Normal Return Value® 0
Wait for activation monitoring to stop before stopping O
the cluster

4 Back Next » Cancel

5. The Recovery Action window is displayed.
Select Execute only the final action for Recovery Action, LocalServer for Recovery
Target, and No operation for Final Action.

Monitor Resource Definition

Info® <=» Monitor(common) @ - Monitor{special) @ < Recovery Action
Recovery Action Execute only the final action v
Recovery Target LocalServer Browse
Execute Script before Final Action O
Final Action No operation v
Script Settings
4 Back Cancel

6. Click Finish to finish setting.
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*

IP monitor resource

Creates an IP monitor resource to monitor communication between clusters that are configured
with virtual machines, and also to monitor whether communication with an internal network is
health.

For details about the IP monitor resource, see “Understanding IP monitor resources” in the
Reference Guide.

1. Click Add on the Monitor Resource List page.
2. Select the monitor resource type (IP monitor) from the Type box and enter the monitor
resource name (ipwl) in the Name box. Click Next.

Monitor Resource Definition

Info -» Monitor(common) =» Monitor(special) < Reco
Type* IP monitor v
Name* ipwl

Comment

Get Licence Info

@ Select the type of monitor resource and enter its name.

3. The Monitor (common) window is displayed.
Confirm that Monitor Timing is Always.

Monitor Resource Definition

Info @ < Monitor(common) -» Monitor(special) < Recovery Action

Interval® 30 sec
Timeout® 30 sec
Collect the dump file of the monitor process at timeout [l

occurrence

Do Not Retry at Timeout Occurrence [l

Retry Count® a time
Wait Time to Start Monitoring” 0 sec

Monitor Timing

® Always
O Active

Nice Value 0
| N N S S

Choose servers that execute monitoring Server

4 Back Next » Cancel

Select one available server for Choose servers that execute monitoring.

Failure Detection Server

O All servers
® select
Servers that can run the Group Available Servers
Name « Name
nodel Add node?
>
Remove
OK Cancel Apply
Click Next.

57



4. The Monitor (special) window is displayed.

Monitor Resource Definition

Info @ = Monitor(common) @ <> Menitor(special) = Recovery Action
Common nodel node2
Edit Add Remove

1P Address List

IP Address

No Ip Address

4 Back Next » Cancel

On the Common tab, select Add of IP Address and set an IP address of a server other
than the server selected in step 3. Click Next.

IP Address Settings

IP Address* 10.5.0.111

oK Cancel

Monitor Resource Definition

Info @ = Monitor(common) @ <> Menitor(special) = Recovery Action
Common nodel node2
Edit Add Remove

1P Address List
IP Address

10.5.0.111

4Back Next » Cancel

5. The Recovery Action window is displayed.
Select Execute only the final action for Recovery Action, LocalServer for Recovery
Target, and No operation for Final Action.

Monitor Resource Definition

Info @ < Monitor{(common) @ = Monitor(special) @ < Recovery Action
Recovery Action Execute only the final action v
Recovery Target LocalServer Browse
Execute Script before Final Action O
Final Action No operation v
Script Settings
< Back Cancel

6. Click Finish to finish setting.
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7. Then, create a monitor resource on the other server. Click Add on the Monitor
Resource List page.

8. Select the monitor resource type (IP monitor) from the Type box and enter the monitor
resource name (ipw2) in the Name box. Click Next.

9. The Monitor (common) window is displayed.
Confirm that Monitor Timing is Always.
Select one available server for Choose servers that execute monitoring.
Click Next.

10.The Monitor (special) window is displayed.
On the Common tab, select Add of IP Address and set an IP address of a server other
than the server selected in step 9. Click Next.

11.The Recovery Action window is displayed.
Select Execute only the final action for Recovery Action, LocalServer for Recovery
Target, and No operation for Final Action.

12.Click Finish to finish setting.
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€ Multi target monitor resource
Creates a multi target monitor resource to check the statuses of both the custom monitor
resource monitoring communication to Microsoft Azure Service Management API and the IP
monitor resource between clusters that are configured with virtual machines. If the statuses of
both monitor resources are abnormal, execute the script in which the processing for NP
resolution is described.

For details about the multi target monitor resource, see “Understanding multi target monitor
resources" in the Reference Guide.

1. Click Add on the Monitor Resource List page.
2. Select the monitor resource type (Multi target monitor) from the Type box and enter the
monitor resource name (mtw1) in the Name box. Click Next.

Monitor Resource Definition mtw

Info < Monitor(common) = Monitor(special) =< Reco
Type* Multi target monitor v
Name® miw1l

Comment

Get Licence Info

@ Select the type of monitor resource and enter its name.

4 Back Next ¥ Cancel

3. The Monitor (common) window is displayed.
Confirm that Monitor Timing is Always and click Next.

Monitor Resource Definition miw

Info @ -» Monitor(common) - Monitor(special) = Recovery Action

Interval® 30 sec
Timeout* 30 sec
Collect the dump file of the monitor process at timeout [l

occurrence

Retry Count* 0 time
Wait Time to Start Monitoring* 0 sec

Monitor Timing

® Always
O Active

Nice Value 0
1 [ ]

Choose servers that execute monitoring

Server

4 Back Next» Cancel
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4. The Monitor (special) window is displayed.
From Available Monitor Resources, select the custom monitor resource (genw1l) for
checking communication with Service Management APl and two IP monitor resources
(ipwl and ipw2) that are set to both servers. Then, click Add to add them to Monitor
Resource List. Click Next.

Monitor Resource Definition

Info @ - Monitor(common) @ -* Monitor{special) < Recovery Action
Monitor Resource List Available Monitor Resources

Monitor Resource

Type & Monitor Resource Type
genwl genw Add No Available Servers
ipwl ipw EY
. Remove
ipw2 ipw
Tuning
4 Back Next » Cancel

5. The Recovery Action window is displayed.
Specify Execute only the final action for Recovery Action, LocalServer for
Recovery Target, and Stop the cluster service and shutdown OS for Final Action.

Monitor Resource Definition

mtw

Info @ - Monitor{common) & = Monitor(special) @ = Recovery Action

Recovery Action

Recovery Target *

Execute Script before Final Action

Execute only the final action v

LocalServer Browse

O

Final Action Stop the cluster service and shutdown 0OS v
Script Settings
4 Back Cancel
6. Click Finish.
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4) Setting the cluster properties

For details about the cluster properties, see “Cluster properties" in the Reference Guide.

€ Cluster properties

Configure the settings in Cluster Properties to link Microsoft Azure and
EXPERSSCLUSTER.
1. Enter Config Mode from Cluster WebUI, click the property icon of a cluster name.
Info = Interconnect NP Resolution Timeout Port No. Port No.(Mirror)  Port No.(Log) Monitor Recovery
Alert Service WebManager Alert Log Delay Warning  Mirror Agent  Mirror Driver  Extension
Cluster Name Cluster1
Comment
Language English W
OK Cancel Apply
2. Select the Timeout tab. For Timeout of Heartbeat, specify a value calculated by
“A+B+C” as described below.
A: Interval of the monitor resource being monitored by the multi target monitor
resource for NP resolution x (Retry Count+1)
* Among three monitor resources, select the monitor resource whose calculation
result is the largest.
B: Interval of the multi target monitor resource x (Retry Count+1)
C: 30 seconds (Waiting time for heartbeat not to time out before the multi target
monitor resource detects an error. The time can be changed accordingly.
Note: If Timeout of Heartbeat is shorter than the time that it took for the multi target
monitor resource to detect an error, a heartbeat timeout will be detected before starting
the NP resolution processing. In this case, the same service may start doubly in the
cluster because the service also starts on the standby server.
Cluster Properties | Clusterl
Info  Interconnect NP Resolution = Timeout  Port No. Port No.(Mirror}  Port No.(Log) Monitor  Recovery
Alert Service 'WebManager AlertLog Delay Warning  Mirror Agent  Mirror Driver  Extension
Server Sync Wait Time” 5 min
Heartbeat
Interval* 3 sec
Timeout® 120 sec
Server Internal Timeout® 180 sec
Initialize
oK Cancel Apply
3. Click OK.

62



Cluster Creation Procedure (for an HA Cluster Using Azure DNS)

5) Applying the settings and starting the cluster

1. Click Apply the Configuration File on the File in the config mode of Cluster WebUI.
If the upload succeeds, the message saying “The application finished successfully.”

2. Select the Operation Mode on the drop down menu of the toolbar in Cluster WebUI to
switch to the operation mode.

3. The procedure depends on the resource used. For details, refer to the
following:Installation and Configuration Guide — How to create a cluster
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3.4 Verifying the created environment

Verify whether the created environment works properly by generating a monitoring error to fail over
a failover group.
If the cluster is running normally, the verification procedure is as follows:

64

1.

2.

Start the failover group (failoverl) on the active node (nodel). In the Status tab on the
Cluster WebUI, confirm that Group Status of failoverl of nodel is Normal.

Log in to the Microsoft Azure portal, select clusterl.zone on the DNS zone blade, and then
select Summary. Check the DNS servers displayed on the upper right of the window (hame
server 1, name server 2, name server 3, and name server 4 in the window example).
Confirm that the relevant record set exists in the DNS servers checked in the above step by
executing the nslookup command as follows:

$ nslookup test-recordl.clusterl.zone <DNS_servers_checked_in_the_above_step>

On the Microsoft Azure portal, delete an A record from the DNS zone. This causes
azurednswl to detect a monitoring error. On the DNS zone blade, select clusterl.zone and
then Summary.

Select the record you want to delete and click Delete. When the deletion confirmation dialog
box is displayed, select Yes.

When the time specified for Interval of azurednswl elapses, the failover group (failoverl)
enters an error status and fails over to node2. In the Status tab on the Cluster WebUI,
confirm that Group Status of failoverl of node2 is Normal.

Confirm that the relevant record set exists in the DNS servers checked in the above step by
executing the nslookup command as follows:

$ nslookup test-recordl.clusterl.zone <DNS_servers_checked_in_the above step>

Verifying the failover operation when an A record is deleted from the DNS server is now complete.
Verify the operations in case of other failures if necessary.
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Chapter 4

Cluster Creation Procedure
(for an HA Cluster Using an

Public Load Balancer)
4.1 Creation example

This guide introduces the procedure for creating a 2-node unidirectional standby cluster using
EXPRESSCLUSTER on Microsoft Azure. This procedure is intended to create a mirror disk type
configuration in which nodel is used as an active server.
The following tables describe the parameters that do not have a default value and the parameters
whose values are to be changed from the default values.

Microsoft Azure settings (common to nodel and node2)

Setting item | Setting value
Resource group setting
Resource group TestGroupl
Region Japan East
Virtual network setting
Name Vnetl
Address space 10.5.0.0/24
Subnet Name Vnetl-1
Subnet Address range 10.5.0.0/24
Resource group TestGroupl
Location Japan East
Load balancer setting
Name TestLoadBalancer
Type Public
Public IP address: Name | TestLoadBalancerPubliclP
Public IP address: | Static
Assignment
Resource group TestGroupl
Region Japan East
Backend pool: Name TestBackendPool
Associated to Availability set
Target virtual machine nodel
node2
Network IP configuration 10.5.0.110
10.5.0.111
Health probe: Name TestHealthProbe
Health probe: Port 26001
Load balancing rule: | TestLoadBalancingRule
Name
Load balancing rule: Port | 80 (Port number offering the operation)
Load balancing rule: | 8080 (Port number offering the operation)
Backend port
Inbound security rule setting
Name TestHTTP
Protocol TCP
Destination Port range 8080 (Port number offering the operation)

65



66

Microsoft Azure settings (specific to each of nodel and node2)

Setting item

Setting value

nodel

| node2

Virtual machine setting

Disk type Standard HDD
User name testlogin
Password PassWord_123
Resource group TestGroupl
Region Japan East
Network security group setting

Name | NetSecGroupl

Availability set setting

Name

AvailabilitySet1

Update domains

5

Fault domains

2

Diagnostics storage account setting

Name

Automatically generated (testgroupldiag679)

Replication

Locally-redundant storage (LRS)

IP configuration setting

IP address | 10.5.0.110 | 10.5.0.111
Blob storage setting
Name Node1Blob1 | Node2Blob1

Source type

None (empty disk)

Account type

Standard HDD

EXPRESSCLUSTER settings (cluster properties)

Setting item Setting value
nodel | node2
Cluster Name Clusterl
Server Name nodel | node2
Timeout Tab: Heartbeat | 120

timeout

EXPRESSCLUSTER settings (failover group)

Resource name

Setting item

Setting value

Mirror disk resource Name md
Details Tab: Mount Point /mnt/md
Details Tab: Data Partition | /dev/sdc2
Device Name
Details Tab: Cluster Partition | /dev/sdcl
Device Name
Details Tab: File System ext4
Mirror Tab: Execute the initial | On
mirror construction
Mirror Tab: Execute initial mkfs | On
Azure probe port resource | Name azureppl

Probe port

26001 (Value specified for Port
of Health probe)
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EXPRESSCLUSTER settings (monitor resource)

Monitor resource name Setting item Setting value
Mirror disk monitor | - -
resource
Azure probe port monitor | Name azureppwl
resource Recovery Target azureppl
Azure  load balance | Monitor resource hame aurelbwl
monitor resource Recovery Target azureppl
Custom monitor resource | Name genwl
Script created with this product | On
Monitor Type Synchronous
Normal Return Value 0

Recovery Action

Execute only the final action

Recovery Target

LocalServer

IP monitor resource Name ipwl
Server to monitor nodel
IP Address 10.5.0.111
Recovery Action Execute only the final action
Recovery Target LocalServer
IP monitor resource Name ipw2
Server to monitor node2
IP Address 10.5.0.110
Recovery Action Execute only the final action
Recovery Target LocalServer
Multi target monitor | Name mtwl
resource Monitor resource list genwl
ipwl
ipw2

Recovery Action Execute only the final action
Recovery Target LocalServer

Execute Script before Final | On

Action

Timeout 30
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4.2 Configuring Microsoft Azure

1) Creating aresource group

68

Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a resource group following

the steps below.

1. Select Resource groups or the resource group icon in the menu on the left side of the window.
If there are existing resource groups, they are displayed in a list.

Microsoft Azure

Create a resource
Home
Dashboard
Al servicas
FAVORITES
Al resources
Resource groups
& App services
% Function Apps
R sl databases
& Azure Cosmos DB
I8 virtual machines
4 Load balancers
S storage accounts
Virtual networks
@ Azure Active Directory
@ Monitor
Advisor

@ Security Center

® cost Management + Bill...

2 Help + support
4§ subscriptions

% App registrations

P search resources, services, and docs

Home () Dashboard

@ choose your default view

Azure services

SQLdatabasss  Azure Database  Azure Cosmos
for PostgreSQL. =]

Storage
accounts

App Senvices
machines

Make the most out of Azure

. : 0

Learn Azure with free online
courses by Microsoft

Monitor your 2pps and
infrastructure

Secure your apps and
infrastructure
Azure Monitor

Microsoft Leam [ Security Center

Recent resources  See ll your recent resources > See all your resources
NAME TYPE LAST VIEWED

° Virtual machine (classic) 2hago
£ Virtual machine (classic) 14hago
® Resource group 14 h ago
Cloud service (classic) 21hago

o Virtual machine 3dago

) Resource group 3dago

2 Virtual machine 3dago

Virtual machine 3dago

& e o

Function Apps Azure
Databricks

Kubemnetes
services

Cognitive
Services

" g -

Connect to Azure via an
authenticated brow
shell

Optimize performance,
reliability, security, and costs

Cloud Shel

into solution:

features that help you solve
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2. Select +Add at the upper left of the window.

Microsoft Azure AP Search resources, services, and docs

Home > Resource groups

Create a resource Resource groups # X
Home

+ Add Edit columns  {) Refresh + Export to CSV
Dashboard

Subscriptions:
All services

[ Fiter by name. Alllocations | [ args ~ | [ No grouping ~
FAVORITES

23items
All resources

NAME suBsCRIPTION LocaTion

Resource groups
& App services
% Function Apps

= 501 databases

& Azure Cosmos DB
Virtual machines

@ Load balancers

B8 storage accounts
Virtual networks

@ Azure Active Directory

@ wonitor

@ advisor

@ security Center

® Cost Management + Bill...

B Help + support

4§ subscriptions

& App registrations

3. Specify Resdurce group, Subscription, and Region, and click Review+Create.

Microsoft Azure D Search resources, services, and docs

Home > Resource groups > Create a resource group
Create a resource Resource groups « & X Create a resource group X

Home

= Add

Edit columns =+* More
Dashboard

Ba

Tags  Review + Create

Al services Resource group - A container that holds related resources for an Azure solution. The rescurce group can include all the
FAVORITES NAME resources for the solution, or only those resources that you want to manage as a group. You decide how you want to
allocate resources to resource groups based on what makes the most sense for your organization. Learn more

All resources
PROJECT DETAILS
Resource groups

ez TestGroupl v
% Function Apps
R sl databases

Japan East v

& Azure Cosmos DB
80 virtual machines
@ Load balancers
B Storage accounts
Virtual networks
@ Azure Active Directory
& Monitor
@ Advisor
@ security Center
® cost Management + Bill...

2 Help + support

$ subscriptions

- e

% App registrations
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2) Creating avirtual network

Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a virtual network following

the steps below.

1. Select +Create a resource or the + icon in the menu on the left side of the window.

Microsoft Azure

Create a resource
Home
Dashboard
Al services
FAVORITES
All resources

%) Resource groups

& App services

% Function Apps

R sl databases

& Azure Cosmos D8

80 virtual machines

4 Load balancers

B Storage accounts
Virtual networks

@ Azure Active Directory

& Monitor

@ Advisor

@ security Center

®) Cost Management + Bill

2 Help + support

$ subscriptions

% App registrations

P Search resources, services, and docs

@ choose your default view

) Home () Dashboard

Azure services

B = @ §

Virtual Storage App Services  SQL databases
machines accounts
Make the most out of Azure
A X

Learn Azure with free online
courses by Microsoft

Monitor your 2pps and
infrastructure

Microsoft Leam [5 Azure Monitor >

Recent resources  See all your recent resources > See all your
NAME TYPE

Virtual machine (classic)

fel Hel

Virtual machine (classic)

K]
]

Resource group

Cloud service (classic)

]
[.

Virtual machine

Resource group
2 Virtual machine

a Virtual machine

® =

Azure Database
for PostgresaL

0

Seeure your apps and
infrastructure

Security Center >

resources >
LAST VIEWED
2hago
14 h ago
14 h ago
21hago
3dago

3dago

2. Select Networkin-g and then Virtual network.

Microsoft Azure

(Create a resource
Home
Dashboard
Al servicas
FAVORITES.
Al resources
%) Resource groups
& App Services
% Function Apps
R sl databases
& Azure Cosmos DB
I8 virtual machines
4 1oad balancers
S storage accounts
Virtual networks
@ Azure Active Directory
@ Monitor
B Advisor
@ Security Center
2 Cost Management + Bill
d Help + support
4§ subscriptions

% App registrations

AzureCosmos  Kubernetes

ure
services Databricks

P search resources, services, and docs

Home > New

New

Featured

Virtual network
Quickstart tutorial

Azure Marketplace Seeall

Get started

Recently created

Compute Load Balancer
- =am mare
Networking
Storage Application Gateway
Web Lesm more
Mobile )
Virtual network gateway
Containers Leam more
Databases
Virtual WAN
Analytics

am mare

Al + Machine Learning

Internet of Things DNS zone
Quickstart tutorial

Mixed Reality

Integration Cisco ASAv - BYOL 4 NIC (preview)
eam more

Security

Identity Citrix ADC 12.0 VPX Enterprise

Developer Tools
eam more

Management Tools

Software as a Sevice (52a5) Quickstart whorsl

Edition - 200Mbps (preview)

Seeall

<5 $ &

Function Apps Cognitive
Services

9

Connect to Azure via 2n
authenticated browser-based
shell

Optimize performance,
reliability, security, and costs

Azure Advisor > Cloud Shell >

Useful links

Get started or go deep
Our articles include everything from quickstarts, samples, and
tutorials to help you get started, to SDKs and architecture guides for
designing applications.

h technical docs [2

Discover Azure products [3
Explore Azure offers that help tum ideas into solutions, and get info
on support, training, and pricing

Keap current with Azure updates [

Learn more and what's on the roadmap and subscribe to
notifications to stay informed. Azure.50 raps up all the news
from last week in Azure.

News from the Azure team [2
Hear right from the team developing features that help you solve
problems in the Azure blog.
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3. Specify Name, Address space, Subscription, Resource group, Location, Name of Subnet,
and Address range, and click Create.

Microsoft Azure 5 Search resources, services, and docs

Home > New > Create virtual network

Create a resource Create virtual network o X
Home
* Name
Dashboard
Al services
* Address space @
FAVORITES 10500/16 v
. 10500 - 10.5.255.255 (65536 addresses)
Al resources
* Subseription
%) Resource groups ~
& App Services * Resource group
% Function Apps TestGroup1 v
Create new
= 50l databases
* Location
& Azure Cosmos DB Jr—— o

8 virtual machines
4 Load balancers
B8 storage accounts

Virtual networks

& Azure Active Directory

Monitor

Advisor

Service endpoints

Security Center Disabled

Cost Management + Bill. Frewil 0
Help + support Disabled [|ERTTR] .

Subscriptions
Automation options

w App registrations
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3) Creating a virtual machine
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create virtual machines and disks
following the steps below.
Create as many virtual machines as required to create a cluster. Create nodel and then node2.

1. Select +Create a resource or the + icon in the menu on the left side of the window.

Microsoft Azure P Search resources, services, and docs

]

@ choose your default view

Create a resource

Ficane Azure services
Dashboard — - =

o (3 o] ® & < & e @
All services

virtual Storage AppServices  SQLdatabases Azure Database Azure Cosmos  Kubemetes  Function Apps Azure Cogpitive
FAVORITES machines accounts for Pastgresal Dg services Databricks Services

] s
resources Make the most out of Azure

# Resource groups
& App senvices

’ ' % -
% Function Apps b J

T sl databases Connect to Azure via an

Learn azure vith free online Monitor your apps and Secure your apps and Optimize performance b

; courses by Microsoft infrastructure infrastructure reliability, securty, and costs authenticated browser-based
& Azure Cosmos DB y Mic = = v Y shell
8 virtual machines Microsoft Leam (2 Azure Monitor > Security Center > Azure Advisor > Cloud Shell >
4 Load balancers
B8 storage accounts Recent resources Seeall your recent resources > See all your resources > Useful links

e e —— NAME TYPE LAST VIEWED Get started or go deep with technical docs [

Our articles include everything from quickstarts, samples, and

@ Azure Active Directory Virtual machine (classic) 2hage tutorials to help you get started, to SDKs and architecture guides for

designing applications

el el

@ wonitor

Virtual machine (classic) 14hago
Discover Azure products [

) - Resource group 14 hago Explore Azure offers that help turn ideas into solutions, and get info
on support, training, and pricing.

5 Cloud service (classic) 21hago

5 Keep current with Azure updates [2
Eri e o & Virtual machine 3dage Leam more and what's on the roadmap and subscribe to
@ notifications to stay informed. Azure.Source wraps up all the news
& Help + support ® Resource group 3dage from last week in Azure.
% subscriptions 2 Virtual machine 2dage News from the Azure team [
% App registrations ) ) Hear right from the team developing features that help you salve
< = Virtual machine 3dago problems in the Azure blog o

Microsoft Azure A Search resources, services, and docs

Create a resource New [m]

Home

Dashboard -

ez Azure Marketplace Seeall  Featured Seeall
envoRiTes

Get started Windows Server 2016 Datacenter
il resources Quickstart tutorial

Recently created
%) Resource groups

| C
L

Red Hat Enterprise Linux 7.2

& app services Bt istort tutoriol
Networking
%> Function Apps
- Storage Ubuntu Server 18.04 LTS
L databases
Web Leam more
& Azure Cosmos DB
Mobile )
B virtual machines SQL Server 2017 Enterprise
Containers Windows Server 2016
@ Load balancers Leam more
Databases
IS storage accounts SUSE Linux Enterprise Server
Analytics
Tise  software purchase
Virtual networks
Al + Machine Leaming Leam more
@ Azure Active Director
Y Internet of Things Service Fabric Cluster
@ Monitor Mixed Reality ‘ } Quickstart tutorial
@ adisor Integration
g Web App for Containers
® security Center Security Quickstart tutorial
®) Cost Management + Bill.. Identity

Function App
Quickstart tutorial

)
s Help + support. Developer Tools

f subscriptions Management Tools
5 Batch Service
» App registrations Software as a Service (SaaS) m

Quickstart tutorial
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3. Select CentOS-based 7.5.

Microsoft Azure

0 vitual machie
% o=
B storaoe

Virtual networks

4,

Microsoft Azure

Home
Dashboard

Al services

P Search reso:

ome ace > Compute

Marketplace & X
My Saved st QP

Everything

Compute

Netwerking

Storage

Mabile

Containers

Dat:

Analytics
Al + Machine Learning
Intemat of Things
Mixed Reality
Integration

Security

Identity

Develover Tooks

Compute # 0 x

(I3 You have private offers availabe. Click here 1o see.

[ r= = Seftnsre *

A ~ v Farner: -

Results

e PuBLIsHER e

ZEE ContOS-based TLVM Rogue Wave Software (form... Recommended
CentOS-based 7.4 HPC Rogue Wave Software lform... Recommendd
CentOs-based 7.1 HPC Rogue Wsve Software (form... Recommended
CentOS-based 610 Rogue Wsve Software fform._ Recommended
ContOS-based 7.3 HPC Rogus Wave Software tform... Recommendad
CentOS-based 65 HPC Rogue Wave Software (form... Recommendsd
CentOS-based 7.5 Rogue Wave Software [farm... Resommended
CentOS 76 Rogue Wave Saftware [farm... Recommended

R Rogue Vieve Softmars form... Recommended

Confirm that Resource Manager is selected for Select a deployment model at the bottom of

the window, and click Create.

Home CentOS-based 7.5
& X
ble, Cick here to see.
*
v Partners -
FussHER caresonr
Rogue Wave Softwore form... Recommended
USEFUL LINKS
Rogue Wave Softwase form.
Rogus Weve Software form... Recommendsd
Rogue Wove Software form... Recommended
Rogue Wave Softwose (form... Recommended
Rogue Wve Softwsre form... Recommended
Rague Wave Softwara (form... Recommended ,
CentOSbased 75
Rogue Weve Software form... Recommended This ditribution of Linue i based an Cent0S and is provded by Rogue Wave Software M
-0
Rogue Wave Software form... Recommended
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When the Basics tab appears, specify the settings of Subscription, Resource group, Virtual
machine name, Region, Image, Size, Username, Password, and Confirm password.

Select Availability set from Availability options, and click Create new under the Availability
set field. When the Create new blade appears, specify the settings of Name, Fault domains,
and Update domains. Then click OK.

Microsoft Azure

p vices, and goes

o 5 > Creste 3 virtual machine Create new X
Create a virtual machine

s available during planned or unplanned

Create a virtual machine
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6. Click Change size to display the Select a VM size blade.
From the list, choose a size (Al - Standard in this guide) suitable for your virtual machine and
click Select.
Regarding the Virtual machine name, nodel is for nodel, and node2 is for node2.
Click Next: Disks >

Microsoft Azure D Search resources, services, and docs

Horm Select a VM size

- :

. 4

L 2 4

| | 4 2
. .
[ -0

b
= L »
z :

8

7. When the bi'sks tab appears, go through the following steps to add a blob to be used for a
mirror disk (cluster partition or data partition).
From the DATA DISKS list, click Create and attach

Microsoft Azure

a new disk.

& 0

Home > N arketpla 5 > Create 3 virtual maching

Create a virtual machine

name szE Gy oiskTYEE HOST CACHING

N+ E

v ADVANCED

« +BO® HO S
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8.

The Create a new disk blade appears.

Specify the settings of Disk type, Name, Size (GiB), and Source type. Then click OK.
Click Next: Networking >.

Microsoft Azure

Create a new disk

The Netwofking tab appears.

Specify the settings of Virtual network, Subnet, Network security group, and Configure
network security group.
Click Create new under the Configure network security group field to display the Create

network security group blade. Specify the setting of Name and then click OK.
Click Next: Management >.

Microsoft Azure

*® Create network security g... 0 X

pans, inbaund dres
1000: default-siow-ssh

Any
SSH (TCP/22)
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10. The Management tab appears.
Click Create new under the Diagnostics storage account field to display the Create storage
account blade.
Specify the settings of Name, Account kind, and Replication. Then click OK.

In the Diagnostics storage account field, the default value is automatically generated and
entered.

Click Next: Guest config >.

Microsoft Azure

5 > Create 3 virtuzl machine

OENTITY

AUTO-SHUTDGWN

¢« 2O ® HO S

Microsoft Azure

Create 2 virtual machine Create storage account x
Create a virtual machine

Comfigure manitaring and msnsgement

MONITORING

1oEnTITY
AUTO-SHUTDOWN

sacKue

o @ on (@ on
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11. Click Next: Tags >.

Microsoft Azure h resou

Hom Marketplace > Compute > CentOs-based 7.5 > Create 3 virtual machine

sgement Guestconfig  Tags  Review + create

A aeditions) confiuration, Sents, Srpts o appications vis virmual maching extengions or cloudint

e e e e T
8 vitust macks o - v

¥ Load balancers

| Next

12. Click Next: 'Flzeview + create >.

Microsoft Azure X

2 virtual machine

# Home

Dashboard

A awE REsoURCE

#: Function Ap

= s databa

Virtual networks
@ Azure Active Directory

® wonitor

13. The Review + create tab appears. Check the contents. If there is no problem, click Create.
The deployment starts and takes several minutes.

Microsoft Azure p

ces, and gocs

Create 3 virtual maching

Create a virtual machine x

o/ Validation passed

PRODUCT BETAILS

Pricing not available for this offering

& app Sers e

¥ Function Ap

Virtual networks

@ Azure Actve Directory

@ wonitor

B Advisor

ity Center

anagement + Bill,
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4) Setting a private IP address
Log in to the Microsoft Azure portal (https://portal.azure.com/) and change the private IP address
setting following the steps below. Since an IP address is initially set to be assigned dynamically,
change the setting so that an IP address is assigned statically. Change the settings of nodel and
then node2.

1. Select Resource groups or the resource group icon in the menu on the left side of the window.

Microsoft Azure AR search resources, services, and docs

@ chooseyour defauitview (@) Home () pasboard IS

Create a resource

A Home Azure services £ 3
¥ Dashboard — - ,
»
_ B @ & = & 8
Al services
Virtual Storage AppServices  SQLdatabases AzureDatsbase AzureCosmos  Kubemnetes  Function Apps Azure Cognitive
K FAVORITES machines accounts for PostgresQL DB services Databricks Services

oAl
oo Make the most out of Azure

¥%) Resource groups
& App services A o,

- >, 0 ® s

Connect to Azure via an
authenticated browser-based

% Function Apps

| SRS Leam Azure with free online Monitor your 3pps and Secure your apps and Optimize performance,

& Azure Cosmos DB courses by Microsoft infrastructure infrastructure reliability, security, and costs hal
180 virtual machines Micrasoft Leam I3 Azure Monitor Security Center Azure Advisor cloud shell
@ Load balancers

Recent resources  see all your recent resources. See all your resources Useful links

B8 storage accounts
Virtual networks NAME TYPE LAST VIEWED
4 Azure Active Directory @ Virtual machine (classic) 2hago

@ Monitor £) Virtual machine (classic) 14hage

B Advisor ® Resource group 14hago tumn ideas into solutions, and get info
® security Center Cloud service (classic) 21hago
® cost Management + Bill... ° Virtual machine 3dago
2 Help + support ® Resource group 3dago
¥ subscriptions e Virtual machine 3dago

& App registrations Virtusl machine 3dago ing features that help you solve

2. Select TestGroupi from the resource group list.

Reseurce greups

Resource groups # X
o acd 58 Edit col T refres 4 epenttocs
Subscriptions

- a - ~

name SuBSCRIPTION wacamon

PAAG AR AR AR RS
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3. The summary of TestGroupl is displayed. Select virtual machine nodel or node2 from the item
list.

Microsoft Azure

2 X
) e 2> e -
Overview
Events °
Settings A1l ypes v v
= sl databar Bitems Show hidden types @
= a HAME e LocATION
AuailabilitySet! Availabiity set
@ netsecaroupt Network security group e
node! irtual machine
e £ node1 0sDisk " .
Cont menagement B rodens

@ Cost analysis odetelobt

o rouptdiage79

) Vnett

ecommendations

ode? irtual machine
Monitering Al maehine

ode2_CsDisk 1_bfscan sfoasabldeTced7ront

@ insights (preview)

ode23t ri interface

TLE

Blerts

4.

Microsoft Azure X

festGroup!  nodel - Networking

Create a resource # nodel - Networking x

-

Al services B Network Interface: node 128

sl ataark/subrat te P 105.04  Accelersted nenwarking: Disabled

Add inbound port rule

Settings FrioRTY HAwE FoR FroTocoL sounce oEsTRATION Acrion
& Networking w000 default allow-ssh E ™ Any Any © Allow
= Disks 65000 AllownetinBound Any oy VirtualNetwork  VirtualNetwork @ Allow
e 65001 AllowhzureloadBalancerinBaund  Any Hny AzureloadBalan... Any © Allow

‘]
65500 GenyAlinBound Any hay Any Any © Deny

Continuous delivery {Preview

ailatslty st

Operations

5. Select a network interface displayed in the list. The network interface name is generated
automatically.
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6. Select IP configurations.
B o peotgutons %
* e B X

7. Only ipconfigl is displayed in the list. Select it.

8. Select Static for Assignment under Private IP address settings. Enter the IP address to be
assigned statically in the IP address text box and click Save at the top of the window. The IP
address of nodel is 10.5.0.110. The IP address of node2 is 10.5.0.111.

iconfion -
R x
2~
9. The virtual machines restart automatically so that new private IP addresses can be used.
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5) Configuring virtual machines
Log in to the created nodel and node2 and specify the settings following the procedure below.
Set a partition for the mirror disk resource. Create a file system in the added Blob storage.
Secure an area in the added disk by using the fdisk command and then create a file system.
For details about the partition for the mirror disk resource, see “4.Partition settings for mirror disk
resource (when using Replicator)." in “Settings after configuring hardware” in Chapter 1,
“Determining a system configuration”.in the Installation and Configuration Guide.

1.

Check the partition list. In the following example, the last line shows the added disk.
$ cat /proc/partitions
major minor #blocks name

8 16 73400320 sdb
8 17 73398272 sdbl
8 0 31459328 sda
8 1 31456256 sdal
8 32 20971520 sdc

Create a cluster partition and data partition in the added disk by using the fdisk command.
Allocate 1 GB (1*1024*1024*1024 bytes) or more to a cluster partition. (If the size is specified
asjust 1 GB, the actual size will be larger than 1 GB depending on the disk geometry difference.
This is not a problem.) Also, do not create a file system in a cluster partition. The following is
an example of creating one partition including all areas of /dev/sdc.

$ sudo fdisk /dev/sdc

Device contains neither a valid DOS patrtition table, nor Sun, SGI or OSF disklabel

Building a new DOS disklabel with disk identifier Oxe3c83b13.

Changes will remain in memory only, until you decide to write them.

After that, of course, the previous content won't be recoverable.

Warning: invalid flag 0x0000 of partition table 4 will be corrected by w(rite)

The device presents a logical sector size that is smaller than the physical sector size. Aligning
to a physical sector (or optimal 1/0) size boundary is recommended, or performance may be
impacted.

WARNING: DOS-compatible mode is deprecated. It's strongly recommended to switch off the
mode (command 'c") and change display units to sectors (command 'u').

Command (m for help): n
Command action

e extended

p primary partition (1-4)
p
Partition number (1-4): 1
First cylinder (1-2610, default 1):
Using default value 1

Last cylinder, +cylinders or +size{K,M,G} (1-2610, default 2610): +1G
Command (m for help): p

Disk /dev/sdc: 21.5 GB, 21474836480 bytes

255 heads, 63 sectors/track, 2610 cylinders

Units = cylinders of 16065 * 512 = 8225280 bytes
Sector size (logical/physical): 512 bytes / 4096 bytes
I/O size (minimum/optimal): 4096 bytes / 4096 bytes
Disk identifier: 0xe29ed566

Device Boot  Start End Blocks Id System
/dev/sdcl 1 132 1060256+ 83 Linux
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Partition 1 does not end on cylinder boundary.
Partition 1 does not start on physical sector boundary.

Command (m for help): n
Command action
e extended
p primary partition (1-4)
p
Partition number (1-4): 2
First cylinder (132-2610, default 132):
Using default value 132
Last cylinder, +cylinders or +size{K,M,G} (132-2610, default 2610):
Using default value 2610
Command (m for help): p

Disk /dev/sdc: 21.5 GB, 21474836480 bytes

255 heads, 63 sectors/track, 2610 cylinders

Units = cylinders of 16065 * 512 = 8225280 bytes
Sector size (logical/physical): 512 bytes / 4096 bytes
I/O size (minimum/optimal): 4096 bytes / 4096 bytes
Disk identifier: Oxe29ed566

Device Boot  Start End Blocks Id System
/dev/sdcl 1 132 1060256+ 83 Linux
Partition 1 does not end on cylinder boundary.
Partition 1 does not start on physical sector boundary.
/dev/sdc2 132 2610 19904537 83 Linux

Command (m for help): w
The partition table has been altered!

Calling ioctl() to re-read partition table.

Syncing disks.

If you select Execute initial mkfs when creating the cluster configuration data by using Cluster
WebUI, EXPRESSCLUSTER creates a file system automatically. Note that existing data in the
partition will be lost.
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6) Configuring a load balancer
Log in to the Microsoft Azure portal (https://portal.azure.com/) and add a load balancer following
the steps below.
For details, see the following websites:
+  Load Balancer:
https://docs.microsoft.com/en-us/azure/load-balancer/

1. Select +Create a resource or the + icon in the menu on the left side of the window.

Microsoft Azure P search resources, services, and docs

@ chooseyour defauitview (@) Home () pashboard I

Create a resource

T Azure services Seeall (<100) -
Dashboard J— - -
2 2 ] ® = 8 @
All services
Storage App Senvices  SQLdatabases Azure Datsbase AzureCosmos  Kubemetes  Function Apps Azure Cognitive
FAvORITES machines accounts for PostgresaL D8 senvices Databricks Senvices

All s
e Make the most out of Azure

%) Resource groups

& App Services {.‘ 2 J Q‘ »

#> Function Apps

R sl databases Connect to Azure via an

Learn Azure with free online Monitor your zpps and Secure your apps and Optimize performance,
- courses by Microsoft infrastructure infrastructure reliability, security, and costs authenticated browser-based
& Azure Cosmos DB S . Y shell

I8 virtual machines Microsoft Leam [2 Azure Monitor > Security Center > Azure Advisor > Cloud shell >

4 1oad balancers

B storage accounts Recent resources  See all your recent resources > See all your resources > Useful links

Get started or go deep with technical docs [

Qur articles include everything from quickstarts, samples, and

@ Azure Active Directory Virtual machine (classic) 2hage tutorials to help you get started, to SDKs and architecture guides for
designing applications.

@ Monitor =

B Advisor ® - Resource group 14hage Explore Azure offers that help tum ideas into solutions, and get info
on support, training, and pricing.

Virtual networks NAME TYPE LAST VIEWED

Virtual machine (classic) 14h ago
Discover Azure products [

‘Security Center O Cloud service (classic) 21hago
. Keep current with Azure updates [
g Ly Tl e virtual machine 3dago Learn more and what's on the readmap and subscribe to
Help + suj it - . notifications to stay informed. Azure.So1 ps up all the news
P s [I ] Resource group 3dago from last week in Azure.

® subscriptions a2 Virtual machine 3dago News from the Azure tea

e

Hear right from th developing features that help you solve
problems in the Azure blog. -

) SRS a Virtual machine 3dago

2. Select Networking and then Load Balancer.

Microsoft Azure P Search resources, services, and docs

Create a resource New [m)

Home

Dashboard .

fllemms Azure Marketplace sesall  Featured Seeall
FAVORITES

) et started Virtual network
Al resources Quickstart tutorial

Recently created
4] Resource groups

Compute Load Balancer
© oS e B < et
| Networking i -
§ s L

- Storage Application Gatewat
@ SQL databases o Y
Leam more

X Web
& Azure Cosmos DB

Mobile X
¥ virtual machines Virtual network gateway
Containers Leam more

4 1oad balancers
Databases

Virtual WAN

B8 storage accounts
Analytics
Virtual networks
Al + Machine Learning

@ Azure Active Directory DNS zone

Internet of Things

Quickstart tutorial
© wonitor Mixed Reality
@ s
% Advisor Integration Cisco ASAV - BYOL 4 NIC (preview)
5 cam more
Security Centar Security
Cost M it + Bill.
ost Management + Bil Identity Citrix ADC 12.0 VPX Enterprise
) mpoemzn Deeioper Tooks Edition - 200Mbps (preview)
B Leam more
® subscriptions Management Teols
i Network security group
& App registrations Software as a Service (5aa5) Quickstart tutorial

3. The Create ioad balancer blade is displayed. épeciw Name. Select Public for Type and
Basic for SKU, respectively.
4. Specify Create new, Name and Assignment for Public IP address.
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5. Specify Subscription, Resource group, and Region, and click Review+create. Deploying
the load balancer starts. This processing takes several minutes.

Microsoft Azure P search resources, services, and docs

Home > New > Create load balancer

Create a resource Create load balancer X
Home

Dashboard Basics Tags Review + create

= Azure lozd s 2 layer £ 10ad balancer that distribus
uses o hash-based distribution algorithm, By default, it
type) hash to map trafic to available servers. Load balancer
internal wh from 2 virtual network
traffc between public and private IP addresse:

FAVORITES

cces

s also support Network Address Translation (NAT) to route

< o e

All resources

Resource groups
PROJECT DETAILS

& app senvices xs

ubscription v

%> Function Apps

TestGroup v

= sl databases

& Azure Cosmos DB

8 virtual machines * Name

@ Load balancers

* Region Japan East hd

B Storage accounts

Yee © O internal
Virtual networks

@ Azure Active Directory
@ Monitor

@ advisor

) Use existing

@ security Center TestLoadBalancerPubliclP

© Cost Management + Bill.

Basic

Help + support

1 s

% App registrations
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7) Configuring a load balancer (configuring a backend pool)
1. Associate a virtual machine registered to the availability set to the load balancer. After the load
balancer has been deployed, select Resource groups or the resource group icon in the menu
on the left side of the window.

Microsoft Azure D Search resources, services, and docs

Home () pashooard [

Create a resource

Home
Dashboard — = @ =~ & ‘
Al services = :

Virtual Storage App Services  SQLdatabases  Azure Database  Azure Cosmos Kubemetes Function Apps Azure Cognitive
FAVORITES machines accounts for PostgresQL DB services Databricks Services

Al
resources Make the most out of Azure

Resource groups.
& App services A .

_ b, a) ® -

Connect to Azure via 2n

% Function Apps

R sl databases

Learn Azure with free online Moniter your zpps and Seeure your apps and Optimize performance, onnect e e R
& Azure Cosmos DB courses by Microsoft infrastructure infrastructure. reliability, security, and costs suthentica eshg"‘“*’ s
8 Virtual machines Micrasoft Leam [2 Azure Monitor Cloud

4 Load balancers
B Storage accounts Recent resources  see il your rscent resources > See all your resources

Virtual networks NAME TYPE LAST VIEWED
@ Azure Active Directory [ Virtual machine (classic) 2hago
& Monitor © Virtual machine (classic) 14hago

@ Advisor [09) Resource group 14 h ago

@ security Center Cloud service (classic) 21hago
® cost Management + Bil.. Virtual machine 3dago

a4 Help + support ® Resource group 3dago

§ subscriptions Virtual machine 3dago

gh f

W App registrations ol 2 .
Virtual machine 3dago problems in the

2. Select the resource group to which the created load balancer belongs from the resource group

list.

Microsoft Azure p

Resource groups 2 X

Subscriptions:
HAwE susscRIFTIon LocAToN

& app services
¥ Function Apps
= s databar
4 Load balsncers
1 s

Virtual networks
& Azure Adtiv

wity Center
anagement + Bil

% App registrations
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3. The summary of the selected resource group is displayed. Select the created load balancer
from the item list.

Microsoft Azure E

v Al locat v grouping™
coyoes 0
Policies B AvailabilitySet .
# Lo btancers properties © metsecarovpn
& Lok @ o Virtual machine
W Automation script & node1_OsDisk_1_71486cd 1791edcT783627bb925385b6b Disk
Cost mansgement B noders
N p— -

Storage account

virtual

Management + Bil . node? Virtusl machine
& Help + support "

Disk_1_bfc31e2cfbd410398bid6T ceatroan Disk

B rodezsn

@ nsights pre

T subscription

Aerts

' App registration

4. Select Backénd pools.

Microsoft Azure P search resources, services, and docs

Home > Resource groups > TestGroupl > TestLoadBalancer

Create a resource & TestLoadBalancer # X
Home -
€ Duvove @ Delete O Refresh
Dashboard
. Resource g (change)
Ao & Overview TestGroupl R
FAVORITES H Activity log Health p
) ¢ ) ° :
Al resources &M Access control (AM) Subscription (change) Load balancing rule
Resource groups @ Tags B
Subscription D NAT rules
& App services X Diagnose and solve problems Oinbound
# function Sku Public P address
£ Settings Basic (TestLoadBalancerPubliciP)
# SQL databases Frontend IP configuration Tags (change)
2 soure Cosmos DB Backend poois Click here to add tags
I8 virtual machines T Health probes
@ Load balancers Load balancing rules
[ storage accounts B inbound NAT rules
Virtual networks Properties
4@ Azure Active Diractory & Locks
@ wonitor £ Automation script
Advisor
Monitoring

@ Security Center

B Diagnostics legs
® Cost Management + Bill
A Support + troubleshooting
2 Help + support

New support request

tal hub

5. Click Add.

Microsoft Azure P search resources, services, and docs

Home > Resource groups » TestGroup1 » TestLoadBalancer - Backend pools

Create a resource TestLoadBalancer - Backend pools X
Home

Search (Corl~ € dpadd Q) Refresh
Dashboard
All services $ Ovenview

. VIRTUAL MACHINE VIRTUAL MACHINESTA...  NETWORK INTERFACE PRIVATE 1P ADDRESS

FAVORITES H Activity log
All resources w4 Access control (1AM) No results

# Resource groups @ Tags
& App senvices X Diagnose and solve problems
# Function Apps Settings
= sl databases Frontend IP configuration
& nzure Cosmos DB Backend pools
8 virtual machines 1 Health probes
4 Load balancers Load balancing rules
IS storage accounts & inbound NAT rules
Virtual networks ! Properties
@ Azure Active Directory 8 Locks
@ Monitor 2 Automation script

@ advisor

@ security Center
B Diagnostics logs

© Cost Management + Bil

Support + troubleshooting
Help + support

New support request
% subscriptions ppertred

% App registrations
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The Add backend pool blade is displayed. Specify Name.

For Associated to, select Availability set.

Specify Availability set.

Click Add atarget network IP configuration.

Specify the target virtual machine for Target virtual machine and Network IP configuration.

. Repeat steps 9 and 10 as many times as the number of target virtual machines.

Click OK.
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8) Configuring a load balancer (configuring a health probe)

1.

2.
3.
4,

Select Health probes.

Microsoft Azure

Create a resource
Home
Dashboard

All services
FAVORITES

All resources

%) Resource groups

& App services

%> Function Apps

R sl databases

& Azure Cosmos DB

8 Virtual machines

4 Load balancers

B storage accounts
Virtual networks

@ Azure Active Directory

& Monitor

@ Advisor
Security Center

?) Cost Management + Bill..

Help + support
Subscriptions

% App registrations

Click Add.

The Add health probe blade is displayed. Specify Name.
Specify Protocol and Port, and click OK.

Microsoft Azure

Create a resource
Home
Dashboard
All services
FAVORITES
All resources
# Resource groups
& App senvices
% Function Apps
R saL databases
% nzure Cosmos DB
9 virtual machines
& Load balancers
B8 storage accounts
Virtual networks

@ Azure Active Directory

@ onitor

@ Advisor

Security Center

Cost Management + Bil..

Help + support
% subscriptions

% App registrations

P Search resources, services, and docs

Home > Resource groups » TestGroupl > TestLoadBalancer - Health probes

? TestLoadBalancer - Health probes

Load baancer

«

P Overview

H Activitylog NamE PROTOCOL PORT useD BY
i Access control (1AM) No results.

€ Tags

¥ Diagnose and solve problems

Settings
B Frontend IP configuration
{8 Backend pools
T Health probes
Load balancing rules
B inbound NAT rules
It properties
& Locks

K3 Automation script
Monitoring

Diagnostics logs
Suppart + troubleshosting

4 New support request

R search resources, services, and docs

Home > Resource groups > TestGroup1 > TestLoadBalancer - Health probes > Add health probe

Add health probe o x
TestLoadBalancer

* Name

[ TestreaithProbe v

1P version
1Pl

[

*Port @
26001 v

* Interval @
5
seconds
* Unhealthy threshold @
2
consecutive failures.
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9) Configuring a load balancer (setting the load balancing rules)
Select Load balancing rules.

1.

2.
3.
4.

Microsoft Azure

‘Create a resource
Home
¥ pashboard
Al services
* FAVORITES
Al resources
#) Resource groups
& App services
% Function Apps
= 50l databases
& Azure Cosmos DB
8 Virtual machines
4 Load balancers
B8 storage accounts
Virtual networks
& Azure Active Directory
& monitor
@ dvisor
@ security Center

?) Cost Management + Bill.

)
[

Help + support
¥ subscriptions

w App registrations

Click Add.

P Search resources, services, and docs

Home > Resource groups » TestGroupl > TestLoadBalancer - Load balancing rules

TestLoadBalancer - Load balancing rules
Load batancer
D Search (Cerl, “ tad

$ Overview

namE LOAD BALANCING RuLE
B Activitylog

Access control (1AM) No results.

Tags
¥ Diagnose and solve problems
Settings

B Frontend IP configuration

8ackend pools

T

Health probes

Lozd balancing rules.
B inbound NAT rules
It properties

& Locks

E3 Automation script
Monitoring

Diagnostics logs
Support + troubleshooting

& New support request

HEALTH PROBE

BACKEND POOL

The Add load balancing rule blade is displayed. Specify Name.

Microsoft Azure

Create a resource
Home
Dashboard
All services
FAVORTTES
All resources
# Resource groups
& App senvices
% Function Apps
= saL databases
¥ Azure Cosmos DB
9 virtual machines
4 Load balancers
B storage accounts
Virtual networks

@ Azure Active Directory

@ wonitor

@ advisor
@ security Center
) Cost Management + Bil..
2 Help + support
% subscriptions

% App registrations

Specify Port and Backend port, and click OK.

P search resourees, services, and docs

Heme > Resource groups > TestGroupl > TestLoadBalancer - Load balancing rules > Add load balancing rule

Add load balancing rule o x
TestLoadBalancer

* Name

[ Testiozazaiencingrule V]

* P Version

* Frontend IP address @

(LoadBalancerFrontEnd) ~

) uop

* Backend por

8080 v
Backend pool @
TestBackendPool (2 virtual machine) v

Health probe @

TestHeatt >
Session persistence @
None ~
Idle timeout (minutes) ©
1

rreturn) @




Cluster Creation Procedure (for an HA Cluster Using an Public Load Balancer)

10) Setting the inbound security rules
Log in to the Microsoft Azure portal (https://portal.azure.com/) and set the inbound security rules
following the steps below.
1. Select All services in the menu on the left side of the window.
2. Select Network security groups.

h

Microsoft Azure P s services, and docs

All services
Creste a resource

LT Everything

B Dashboard
General
Compute
Networking
storage
Web
Mabile
Containers
Databases
Analytics
A1+ machin learming
Intenet of things
Integration
Identity
Securlty

Devops

Migrate
Management + governance Virtual WANS *

Intune

% App registrations

3. Select NetS'ecGroupl from p list.

the network security grou

Microsoft Azure el ch services, B o
me > Network securty groups
Create a resource Network security groups 2 %
# Home
B pashboard
i - v ~ v -
ResouRCE GRouP weanon suBscRPTION
.
5
»
“]
y
'1
Q
TestGroup! Japan East

&8 S

(.}

e QG

&

€

4. The summéry of NetSecGroupl is displayed.

a
Inbound security rules

emioRy e romT proracot sousce oesTmanon acnion
1000 [RNr— 2 e Any Ay & Alow
65000 Al any VitoalNetwolk  Virtuallietwork & Allow
as001 Al Ay Asurelosdiaian... Any o Allow
65500 DenyllinBeune ™ Any Ay By © Deny
Outbound security rules

FmomTy st rorT eroracot sousce oesTmanon acnion
65000 AlowNnetOutBound Any Allow
65001 AllowinternetOutbound Any sy Alkow
85500 DemyAlioutiound Ay Any Ay Ay © Dery
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5. Select Inbound security rules.

Microsoft Azure

oup! - naund securiy rles
esource « x +_ NetSecGroup1 - Inbound security rules x
# Home o + i
B Dashiosrd o
i Ovenien ey o R momoL sowc  oeSTAAT. ATToN

HAME w000 T Any Ay 9 Mllow .,
65000 Ay vi
65001 Ay Any
55500 A Any Any @D

NetSecGroup

(=38~ 30~ -~ 20~ 0 =38~ E -~ 3= 20~ B = 3~ B = D~ Y = 3L~

-

ons

6. Click Add.
7. The Add inbound security rule blade is displayed. Specify Name.
8. Specify Destination port range and Protocol, and click OK.

Microsoft Azure vices, @ B 0

ound security rules O Add inbound security rule x

[—— Network security grou... « # % % NetSecGroupl - Inbound sec

# Home — -
o+ 4 L] s ore 4

B8 pashboard * o

AN services hd
* ravomTs e -0

°
=0

NetSecGroup

I GG CCeC9CSa8Seaaa:

-

Then, check <Load_balancer_frontend_IP(public_IP_address)> specified in the script before
recovery action of the multi target monitor resource that is set in "3) Adding a monitor resource.”
Write down the confirmatory result.
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1.

2.

3.

Select Resource groups or the resource group icon in the menu on the left side of the window.

Microsoft Azure AP Search resources, services, and docs

vome yossnbons RSN

@ choose your defauit view

Create a resource

Home Azure services Fee sl (+100)
Dashboard — = @ =~ & ‘ .
Al services = m
virtual Storage App Senvices  SQLdatabases Azure Database AzureCosmos  Kubemnetes  Function Apps Azure Cognitive
FAVORITES machines accounts for PostgresQL DB senvices Databricks Services

Al
resources Make the most out of Azure

Resource groups

& App services & = J ? -
% Function Apps ’
@ SOl databases Learn Azure with free online Menitor your apps and Secure your apps and Optimize performance aut‘;’:{‘:ztg faurs v
& Azure Cosmos DB courses by Microsaft infrastructure infrastructure reliability, security, and costs o
8 virtual machines Microsoft Leam [2 Azure Monitor Security Centar Azure Advisor Cloud Shell
@ Load balancers
B storage accounts Recent resources  See all your recent resources See all your resources Useful links
Virtual networks NAME TYPE LAST VIEWED Get started or g technical docs

@ Azure Active Directory [ Virtual machine (classic) 2hago
@ wonitor [ Virtual machine (classic) 14 h age
@ adgvisor [Cg) Resource group 14h age
@ security Center Cloud service (classic) 21hago
© costManagement + ill.. Virtual machine 3dago
2 Help + support ) Resource group 3dago

¥ subscriptions Virtual machine 3dago
g festures that help you solve
problems in -

Select the resource group to which the created load balancer belongs from the resource group
list.

Microsoft Azure p

® App registrations Virtual machine 3dago

Resou

Lp— Resource groups 2 %

nane SUBSCRIPTION Lacaion

The summéry of the selected resource group is displayed. Select the created load balancer
from the item list.

Microsoft Azure

namE TveE Locamion

Q) AvailabilitySet Availability set japan East

¥ NetsecGroupt

B nocer
Automation script &8 node1 OsDisk 1 71486cd1791e4cTTRIE2TDL925 385b6D Disk e
Costmangement B roezs —

% Advisor recommendations

anagement + Bil

Monitoring

Sc3teacba410398bIdSTced IO oisk -
@ insights preview)

japan East
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4,

Microsoft Azure

Create a resource
# Home
¥ Dashboard

Al services
* FAVORITES
£ All resources
¥4 Resource groups
& App services

% Function Apps

The summary of the load balancer is displayed

. Select Public IP

address from the item list.

P Search resources, services, and docs

jroups > TestGroupl > TestLoadBalancer

« Q) Refresh

= Move @ Delete

® Overview

B Activity log
& Access control (1AM)

& Tags

Subscription (change)

Subscription 1D
¥ Diagnose and solve problems

Settings

ncPool (2 virtuzl machine)

e (Topi26001)

cing rule

Load balancing
TestLoadBalancingRule (Tcp/80 to Tcp/8080)
NAT rules
Oinbound

estLoadBalancerpubliclP)

= 5Ol databases Frontend IP configuration

& Azure Cosmos DB Backend pools

8 virtual machines t Health probes

4 Load balancers Lead balancing rules
B8 storage accounts B inbound NAT rules
Virtual networks Properties

@ Azure Active Directory
@ wonitor

@ advisor

& Locks

3 Automation script

Menitoring

@ security Center
B Diagnostics logs

® Cost Management + Bill...

- Support + troubleshooting
2 Help + support

L New support request
4§ subscriptions

& App registrations

11) Adjusting the OS startup time, checking the network setting, checking the root file system,

checking the firewall setting, synchronizing the server time, and checking the SELinux
setting.

For each procedure, see “Settings after configuring hardware" in Chapter 1, “Determining a system
configuration” in the Installation and Configuration Guide.

12) Installing EXPRESSCLUSTER
For the installation procedure, see the Installation and Configuration Guide.
After installation is complete, restart the OS.

13) Registering the EXPRESSCLUSER license
For the license registration procedure, see the Installation and Configuration Guide.
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4.3 Configuring the EXPRESSCLUSTER
settings

For the Cluster WebUI setup and connection procedures, see Chapter 5, “Creating the cluster
configuration data" in the Installation and Configuration Guide.

This section describes the procedure to add the following resources and monitor resources:

« Mirror disk resource

« Azure probe port resource

« Azure probe port monitor resource

« Azure load balance monitor resource

«  Custom monitor resource (for NP resolution)

« P monitor resource (for NP resolution)

« Multi target monitor resource (for NP resolution)
For the settings of other resources and monitor resources, see the Installation and Configuration Guide
and the Reference Guide.

1) Creating a cluster
Start the cluster generation wizard to create a cluster.

€ Creating a cluster

1. .Access Cluster WebUI, and click Cluster generation wizard.

Cluster WebUI Clusterl

Cluster generation wizard
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2. The Cluster window on the Cluster Generation Wizard is displayed.
Enter a desired name in Cluster Name.
Select an appropriate language in Language. Click Next.

# Cluster generation wizard

Cluster < Basic Settings =» Interconnect = NP Resolution < Group = Monitor
Cluster Name™ Cluster1

Comment

Language® English v

Management IP Address

@ start generating the cluster.

Enter the cluster name, and then select the language (locale) of the environment that runs WebManager.

If using the integrated WebManager to manage multiple clusters, specify a unique cluster name to identify the cluster.

The management IP address is a floating IP address used for a WebManager connection. If establishing connections by specifying each server IP
address, the management IP address can be omitted.

To continue, click [Next].

4Back Next» Cancel

3. The Basic Settings window is displayed.

The instance connected to Cluster WebUI is displayed as a registered master server.
Click Add to add the remaining instances (by specifying the private IP address of each
instance). Click Next.

Server Name or IP Address* 10.5.0.111

© Enter an IP address or a server name.

When entering a server name, name resolution is necessary.

Both IPv4 and IPv6 for IP address can be used.

When entering an IP address, the server name is automatically acquired.

oK Cancel

# Cluster generation wizard

Server

Cluster @ = Basic Settings = Interconnect < NP Resolution =» Group = Monitor
Add Remove

Server Definitions

Order Name
Master server nodel
1 node2
RO 2
Server Group Definition Settings

@ click "Add" to add servers constructing the cluster.
Click 4] or &1 to change the server priority.
Click "Settings" to configure the server group when using the server group.

“Back Next» Cancel
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4. The Interconnect window is displayed.
Specify the IP addresses (IP address of each instance) to be used for interconnect. In
addition, select mdc1 for MDC as a communication path of a mirror disk resource to be
created later. Click Next.

# Cluster generation wizard

Server

Cluster @ = Basic Settings @ = Interconnect - NP Resolution = Group = Monitor
Properties Add Remove

Interconnect List
Priority Type MDC nodel node2

1 Kernel Mode 4 mdcl V| 10.5.0.110 v || 1050111 v

+ L

@ configure the interconnect among the servers constructing the cluster.Click "Add" to add interconnect and select the type.

For "Kernel mode”, "User mode", "BMC", "DISK", "Witness HB" and "COM" settings, configure the route which is used for heartbeat. For "Mirror
Communication Only” setting, configure the route which is used only for data mirroring communication.

Configuring more than one routes is recommended.

For "Kernel mode" ", "User mode, "DISK" and "COM" settings, click each server column cell and set an IP address or device.

For "Witness HB" setting, click each server column cell to set "Use" or "Do not use", and then click "Properties” to set detailed settings.

Click "up" or "Down" to configure the priority to preferentially use the LAN only for the communication among the cluster servers.

For "Mirror Communication Only" settings, click each server column cell to configure IP addresses.

For the communication route which is used for data mirroring communication, select the mirror disk connect name to be allocated to the
communication route in MDC column.

4 Back Next ¥ Cancel

5. The NP Resolution window is displayed.
Note that NP resolution is not configured on this window. The equivalent feature is
achieved by adding the IP monitor resource, custom monitor resource, and multi target
monitor resource. Configure NP resolution in "3) Adding a monitor resource.”
You need to examine the NP resolution destination and method depending on the
location of clients accessing a cluster system and the condition for connecting to an on-
premise environment (for example, using a dedicated line). Additionally, you can use
network partition resolution resources for NP resolution.
Click Next.

# Cluster generation wizard

Server

Cluster @ = Basic Settings @ = Interconnect @ = NP Resolution < Group = Monitor
Properties Add Remove

NP Resolution List

Type Target nodel node2

No NP resolutions
Tuning

@ Configure network partition (NP) resolution function.

Click "Add" to add NP resolution resource and select the type.

For "Ping" setting, click Ping target column cell to configure IP address of Ping destination, and then click each server column cell to configure "Use" or
"Do not use”.

For "HTTP/HTTPS" setting, click target column cell to configure HTTP packet destination, and then click each server column cell to configure "Use" or
"Do not use".

The detailed settings can be verified and changed by clicking "Properties”.

Click "Tuning" to configure the actions at NP occurrence.

«Back Next» Cancel
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2) Adding a group resource

€ Defining a group
Create a failover group.

1. The Group List window s displayed.
Click Add.

# Cluster generation wizard

Cluster @ = Basic Settings @ = Interconnect @ = NP Resolution @ = Group - Monitor
Properties Add Remove

Group List

Name Type

Group Resource

No groups

@ Configure failover group to be a unit of fail over.

Click "Add" to add a group.

Click "Properties” to configure the properties of the selected group.
Click "Group Resource” to add resource to the selected group.

4 Back Next » Cancel

2. The Group Definition window is displayed.
Specify a failover group name (failoverl) for Name. Click Next.

Group Definition

failover

Basic Settings - Startup Servers < Group Attributes < Group Resource
Type* failover v

Name® failoverl

Comment

@ Select group type.

If using virtual machine resources to cluster virtual machines, select "Virtual machine" as the type. In other cases, select

"Failover".
If using server group, check the "Use Server Group".

@
3
=)

ack

Next » Cancel

3. The Startup Servers window is displayed.
Click Next without specifying anything.

4. The Group Attributes window is displayed.
Click Next without specifying anything.

5. The Group Resource window is displayed.

On this page, add a group resource following the procedure below.

Group Definition

failover

Basic Settings @ = Startup Servers @ =» Group Attributes @ -» Group Resource
Properties Add Remove

Group Resource List
Name Type

No resources

@ Click "Add" to add resources.
Click "Properties” to configure the properties of the selected resource.

« Back
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€ Mirror disk resource
Create a mirror disk resource.
For details, see “Understanding mirror disk resources" in Chapter 4, “Group resource details”
in the Reference Guide.

1.
2.

Click Add on the Group Resource List page.

The Resource Definition of Group | failoverl window is displayed.

Select the group resource type (Mirror disk resource) from the Type box and enter the
group name (md) in the Name box. Click Next.

Resource Definition of Group | failoverl md

Info < Dependency =» Recovery Operation < Details

Type* Mirror disk resource v
Name* md
Comment

Get license information

@ Select the type of group resource and enter its name.

4 Previous Next Cancel

The Dependency window is displayed.
Click Next without specifying anything.

. The Recovery Operation window is displayed.

Click Next.

The Details window is displayed.

Enter the device name of the partition created in "5) Configuring virtual machines" in
Data Partition Device Name and Cluster Partition Device Name. Specify Mount
Point and File System. Click Finish to finish setting.

Resource Definition of Group | failoverl md

Info @ < Dependency @ = Recovery Operation @ <» Details
Common nodel node2
Mirror Partition Device Name* Jdev/NMPL W
Mount Point* Jfmnt/md
Data Partition Device Name* fdev/sdc2 v
Cluster Partition Device Name* Jdev/sdcl v
File System* ext4 v
Mirror Disk Connect Select
Tuning
4 Back Cancel
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€ Azure probe port resource
When EXPRESSCLUSTER is used on Microsoft Azure, EXPRESSCLUSTER provides a
mechanism to wait for alive monitoring from a load balancer on a port specific to a node in which
operations are running.

For details about the Azure probe port resources", see “Understanding Azure probe port
resources” in Chapter 4, “Group resource details” in the Reference Guide.

1.
2.

Click Add on the Group Resource List page.

The Resource Definition of Group | failoverl window is displayed. Select the group
resource type (Azure probe port resource) from the Type box and enter the group name
(azureppl) in the Name box. Click Next.

Resource Definition of Group | failoverl

Info - Dependency -» Recovery Operation -» Details

Type* Azure probe port resource v
Name* azureppl
Comment

Get license information

© Sclect the type of group resource and enter its name.

<« Back Next » Cancel

The Dependency window is displayed. Click Next without specifying anything.

The Recovery Operation window is displayed. Click Next.

For Probeport, enter the value specified for Port when configuring a load balancer
(configuring health probe).

Resource Definition of Group | failoverl

Info @ > Dependency @ =» Recovery Operation @ = Details

Probeport® 26001
Tuning
4 Back Cancel
Click Finish.
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3) Adding a monitor resource

€ Azure probe port monitor resource
The port monitoring mechanism for alive monitoring is provided for the node in which the
Microsoft Azure probe port resource is running.

For details about the Azure probe port monitor resource, see “Understanding Azure probe port
monitor resources" in the Reference Guide.

Adding one Azure probe port monitor resource creates one Azure probe port monitor resource
automatically.

€ Azure load balance monitor resource
The mechanism to monitor whether the port with the same port number as the probe port is
open or not is provided for the node in which the Microsoft Azure probe port resource is not
running.

For details about the Azure load balance resource, see “Understanding Azure load balance
monitor resources" in the Reference Guide.

Adding one Azure probe port resource creates one Azure load balance monitor resource
automatically.

4 Custom monitor resource
Sets a script to monitor whether communication with Microsoft Azure Service Management API
is possible, and also monitors health of communication with an external network.

For details about the custom monitor resource, see “Understanding custom monitor resources”
in the Reference Guide.

1. Click Add on the Monitor Resource List page.
2. Select the monitor resource type (Custom monitor) from the Type box and enter the
monitor resource name (genw1l) in the Name box. Click Next.

Monitor Resource Definition genw
Info - Monitor(common) =» Monitor(special) = Recovery Action

Type® Custom monitor v

Name” genwl

Comment

Get Licence Info

@ Select the type of monitor resource and enter its name.

4 Back Next » Cancel
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3. The Monitor (common) window is displayed.
Confirm that Monitor Timing is Always and click Next.

Monitor Resource Definition genw
Info @ < Monitor(common) - Monitor(special) < Recovery Action
Interval® 60 sec
Timeout*® 120 sec
Do Not Retry at Timeout Occurrence O
Retry Count* 0 time
Wait Time to Start Monitoring* 0 sec
Monitor Timing
® Always
O Active
Nice Value 0
| I S S S
Choose servers that execute monitoring Server
4 Back Next » Cancel

4. The Monitor (special) window is displayed.
Select Script created with this product.
The following shows the sample of a script to be created.

#! /bin/sh

<EXPRESSCLUSTER _installation_path>/bin/clpazure_port_checker —h
management.core.windows.net -p 443exit $?

Select Synchronous for Monitor Type. Click Next.

Monitor Resource Definition

Info @ < Monitor(common) @ < Monitor(special) < Recovery Action

O User Application

® Script created with this product

Monitor Type

Log Output Path

Rotate Log

Normal Return value®

Wait for activation monitoring to stop before stopping
the cluster

Edit View Replace
® Synchronous
O Asynchronous
O
0
O
4 Back Next » Cancel
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5. The Recovery Action window is displayed.
Select Execute only the final action for Recovery Action, LocalServer for Recovery
Target, and No operation for Final Action.

Monitor Resource Definition genw
Info @ =» Monitor(common) @ =* Monitor(special) @ = Recovery Action
Recovery Action Execute only the final action v
Recovery Target LocalServer Browse
Execute Script before Final Action O
Final Action No operation v

Script Settings

4 Back Cancel

6. Click Finish to finish setting.
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*

IP monitor resource

Creates an IP monitor resource to monitor communication between clusters that are configured
with virtual machines, and also to monitor whether communication with an internal network is
health.

For details about the IP monitor resource, see “Understanding IP monitor resources” in the
Reference Guide.

1. Click Add on the Monitor Resource List page.
2. Select the monitor resource type (IP monitor) from the Type box and enter the monitor
resource name (ipwl) in the Name box. Click Next.

Monitor Resource Definition

Info -» Monitor(common) = Monitor(special) =< Reco
Type* IP monitor v
Name* ipwl

Comment

Get Licence Info
@ Select the type of monitor resource and enter its name.

4 Back Mext » Cancel

3. The Monitor (common) window is displayed.
Confirm that Monitor Timing is Always.

Monitor Resource Definition

Info @ < Monitor(common) - Monitor(special) < Recovery Action

Interval® 30 sec
Timeout* 30 sec
Collect the dump file of the monitor process at timeout O

occurrence

Do Not Retry at Timeout Occurrence O

Retry Count® 0 time
Wait Time to Start Monitoring* 0 sec

Monitor Timing

@® Always
O Active

Nice value 0
1 | |

Choose servers that execute monitoring Server

4 Back Next » Cancel

Select one available server for Choose servers that execute monitoring.

Failure Detection Server

O All servers
® Select
Servers that can run the Group Available Servers
Name & Name
nodel Add node2
>
Remove
oK Cancel Apply
Click Next.
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4. The Monitor (special) window is displayed.

Monitor Resource Definition

Info @ = Monitor(common) @ <> Monitor(special) - Recovery Action
Common nodel node2
Edit Add Remove

1P Address List
IP Address

No Ip Address

4 Back Next » Cancel

On the Common tab, select Add of IP Address and set an IP address of a server other
than the server selected in step 3. Click Next.

IP Address Settings

IP Address* 10.5.0.111

oK Cancel

Monitor Resource Definition

Info @ < Monitor(common) @ - Monitor({special) - Recovery Action
Common nodel node2
Edit Add Remave

IP Address List
IP Address

10.5.0.111

4 Back Next » Cancel

5. The Recovery Action window is displayed.
Select Execute only the final action for Recovery Action, LocalServer for Recovery
Target, and No operation for Final Action.

Monitor Resource Definition

Info @ < Monitor(common) @ = Monitor(special) @ < Recovery Action
Recovery Action Execute only the final action v
Recovery Target * LocalServer Browse
Execute Script before Final Action [l
Final Action No operation v
Script Settings
4 Back Cancel

6. Click Finish to finish setting.
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7. Then, create a monitor resource on the other server. Click Add on the Monitor
Resource List page.

8. Select the monitor resource type (ip monitor) from the Type box and enter the monitor
resource name (ipw2) in the Name box. Click Next.

9. The Monitor (common) window is displayed.
Confirm that Monitor Timing is Always.
Select one available server for Choose servers that execute monitoring.
Click Next.

10.The Monitor (special) window is displayed.
On the Common tab, select Add of IP Address and set an IP address of a server other
than the server selected in step 9. Click Next.

11.The Recovery Action window is displayed.
Select Execute only the final action for Recovery Action, LocalServer for Recovery
Target, and No operation for Final action.

12.Click Finish to finish setting.
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€ Multi target monitor resource
Creates a multi target monitor resource to check the statuses of the custom monitor resource
and IP monitor resource. The custom monitor resource monitors communication to Microsoft
Azure Service Management API. The IP monitor resource monitors communication between
clusters that are configured with virtual machines.
If their statuses are abnormal, execute the script in which the processing for NP resolution is
described.

For details about the multi target monitor resource, see “Understanding multi target monitor
resources” in the Reference Guide.

1. Click Add on the Monitor Resource List page.
2. Select the monitor resource type (Multi target monitor) from the Type box and enter the
monitor resource name (mtw1) in the Name box. Click Next.

Monitor Resource Definition mtw
Info -» Monitor(common) =» Monitor(special) = Recovery Action

Type* Multi target monitor v

Name® mtwl

Comment

Get Licence Info

@ Select the type of monitor resource and enter its name.

4 Back Next» Cancel

3. The Monitor (common) window is displayed.
Confirm that Monitor Timing is Always and click Next.

Monitor Resource Definition

Info @ < Monitor(common) - Monitor(special) = Recovery Action

Interval® 30 sec
Timeout® 30 sec
Collect the dump file of the monitor process at timeout O

occurrence

Retry Count*® 0 time
Wait Time to Start Monitoring* 0 sec

Monitor Timing

® Always
O Active

Nice Value 0
| |

Choose servers that execute monitoring

4 Back Next » Cancel
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4. The Monitor (special) window is displayed.
From Available Monitor Resources, select the custom monitor resource (genwl) for
checking communication with Service Management APl and two IP monitor resources
(ipwl and ipw2) that are set to both servers. Then, click Add to add them to Monitor
Resource List. Click Next.

Monitor Resource Definition

Info @ - Monitor(common) @ -» Monitor(special) - Recovery Action

Monitor Resource List Available Monitor Resources
Monitor Resource Type < Monitor Resource Type
genwl genw Add No Available Servers
ipwl ipw EY
; E Remave
ipw2 ipw
Tuning
4 Back Next» Cancel

5. The Recovery Action window is displayed.
Select Execute only the final action for Recovery action, LocalServer for Recovery
Target, and No operation for Final action, and select the Execute Script before Final
Action check box.
Click Script Settings and create a script to be executed when the multi target monitor
resource detects an error.

Monitor Resource Definition

Info @ = Monitor(common) @ = Monitor(special) @ -» Recovery Action

Recovery Action Execute only the final action v
Recovery Target * LocalServer Browse

Execute Script before Final Action ]

Final Action No operation v

Script Settings

4 Back Cancel
6. The script editing dialog box is displayed.
Select Script created with this product and click Edit to edit the script. The following
shows the sample of a script to be created.
Specify the following by referring to "3.1 Creation example." The ports differ depending
on operations.
- Load balancing rule > Backend port of the load balancer
- Load balancing rule > Port of the load balancer
Set the public IP address that you wrote down in "10) Setting the inbound security rules”
to the following:
- Frontend IP (public IP address) of the load balancer

#! /bin/sh
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<EXPRESSCLUSTER_installation_path>/bin/clpazure_port_checker -h 127.0.0.1 -p
<Backend_port_of_the load_balancer_of Load_balancing_rule>

if [$? -ne 0]

then

clpdown

exit 0

fi

<EXPRESSCLUSTER installation_path>/bin/clpazure_port_checker -h
<Frontend_IP(public_IP_address) of the load_balancer> -p
<Port_of the load_balancer_of Load_balancing_rule>
if [$? -ne 0]
then

clpdown

exit 0
fi

For Timeout, specify a value larger than the timeout value of
clpazure port checker (fixed to five seconds). In the case of the above sample
script, it is recommended to set a value larger than 10 seconds in order to execute

clpazure port checker twice.
Click OK.

Edit Script

O User Application

® Script created with this product

Edit WView Replace

Timeout*® 15 sec

OK Cancel Apply

7. Click Finish to finish setting.
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4) Setting the cluster properties

For details about the cluster properties, see “Cluster properties" in the Reference Guide.

€ Cluster properties
Configure the settings in
EXPERSSCLUSTER.

Cluster Properties

to link Microsoft Azure and

110

1.

2.

Enter Config Mode from Cluster WebUI, click the property icon of the cluster name.

Cluster Properties | Clusterl

Recovery

Timeout  Port No.  Port No.(Mirror)  Port No.(Log)  Monitor

NP Resolution

Info Interconnect

Alert Service WebManager Alert Log Delay Warning  Mirror Agent  Mirror Driver  Extension

Cluster Name Clusterl
Comment

Language English W

OK Cancel Apply

Select the Timeout tab. For Timeout of Heartbeat, specify a value calcu

“A+B+C” as described below.
A: Interval of the monitor resource being monitored by the multi target
resource for NP resolution x (Retry Count+1)

ated by

monitor

* Among three monitor resources, select the monitor resource whose calculation

result is the largest.
B: Interval of the multi target monitor resource x (Retry Count+1)

C: 30 seconds (Waiting time for heartbeat not to time out before the multi target
monitor resource detects an error. The time can be changed accordingly.

Note: If Timeout of Heartbeat is shorter than the time that the multi target

monitor

resource requires to detect an error, a heartbeat timeout will be detected before
starting the NP resolution processing. In this case, the same service may start doubly

in the cluster because the service also starts on the standby server.

Cluster Properties | Clusterl

Info  Interconnect NP Resolution = Timeout  Port No. Port No.(Mirror}  Port No.(Log) Monitor  Recovery

Alert Service  WebManager  Alert Log  Delay Warning  Mirror Agent  Mirror Driver  Extension

Server Sync Wait Time” 5 min
Heartbeat

Interval* 3

Timeout* 120

Server Internal Timeout® 180

Initialize

oK Cancel Apply

Click OK.
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5) Applying the settings and starting the cluster

1. Click Apply the Configuration File on the File in the config mode of Cluster WebUI.
If the upload succeeds, the message saying “The application finished successfully.”

2. Select the Operation Mode on the drop down menu of the toolbar in Cluster WebUI to
switch to the operation mode.

3. The procedure depends on the resource used. For details, refer to the
following:Installation and Configuration Guide — How to create a cluster
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4.4 Verifying the created environment

Verify whether the created environment works properly by generating a (dummy) monitoring error
to fail over a failover group.
If the cluster is running normally, the verification procedure is as follows:

112

1.

2.
3.

Start the failover group (failoverl) on the active node (nodel). In the Status tab on the
Cluster WebUI, confirm that Group Status of failoverl of nodel is Normal.

Change Operation Mode to Verification Mode from the Cluster WebUI pull-down menu.
In the Status tab on the Cluster WebUI, click the Enable dummy failure icon of azureppw1l
of Monitors.

After the Azure probe port resource (azureppl) activated three times, the failover group
(failoverl) becomes abnormal and fails over to node2. In the Status tab on the Cluster
WebUI, confirm that Group Status of failoverl of node2 is Normal.

Also, confirm that access to the frontend IP and port of the Azure load balancer is normal
after the failover.

Verifying the failover operation in case of a dummy failure is now complete. Verify the operations
in case of other failures if necessary.
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Chapter 5

Cluster Creation Procedure
(for an HA Cluster Using an
Internal Load Balancer)

5.1 Creation example

This guide introduces the procedure for creating a 2-node unidirectional standby cluster using
EXPRESSCLUSTER. This procedure is intended to create a mirror disk type configuration in which

nodel is used as an active server.

The following tables describe the parameters that do not have a default value and the parameters
whose values are to be changed from the default values.

Microsoft Azure settings (common to nodel and node2)

Setting item | Setting value
Resource group setting
Resource group TestGroupl
Region Japan East
Virtual network setting
Name Vnetl
Address space 10.5.0.0/24
Subnet Name Vnetl-1
Subnet Address range 10.5.0.0/24
Resource group TestGroupl
Location Japan East
Load balancer setting
Name TestLoadBalancer
Type Internal
Virtual network Vnetl
Subnet Vnetl-1
IP address assignment Static
Private IP address 10.5.0.200
Resource group TestGroupl
Region Japan East
Backend pool: Name TestBackendPool
Associated to Availability set
Target virtual machine nodel
node2
Network IP configuration 10.5.0.110
10.5.0.111
Health probe: Name TestHealthProbe
Health probe: Port 26001

Load balancing rule:
Name

TestLoadBalancingRule

Load balancing rule: Port

80 (Port number offering the operation)

Load balancing rule:
Backend port

8080 (Port number offering the operation)

Microsoft Azure settings (specific to each of nodel and node2)

Setting item

Setting value

nodel | node2

Virtual machine setting

Disk type Standard HDD
User name testlogin
Password PassWord_123
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Resource group TestGroupl

Region Japan East

Network security group setting

Name | NetSecGroupl

Availability set setting

Name AvailabilitySet1

Update domains 5

Fault domains 2

Diagnostics storage account setting

Name Automatically generated (testgroupldiag679)
Performance Standard

Replication Locally-redundant storage (LRS)

IP configuration setting

IP address | 10.5.0.110 | 10.5.0.111
Blob storage setting

Name NodelBlob1 | Node2Blobl

Source type None (empty disk)

Account type Standard HDD

EXPRESSCLUSTER settings (cluster properties)

Setting item Setting value
nodel | node2

Cluster Name Clusterl
Server Name nodel | node2
NP Resolution Tab: Type | Ping
NP Resolution Tab: Ping | 10.5.0.5
Target
NP  Resolution  Tab: | Use Use

<server> column

EXPRESSCLUSTER settings (failover group)

Resource name Setting item

Setting value

Mirror disk resource Name md
Details Tab: Mount Point /mnt/md
Details Tab: Data Partition | /dev/sdc2
Device Name
Details Tab: Cluster Partition | /dev/sdcl
Device Name
Details Tab: File System ext4
Mirror Tab: Execute the initial | On
mirror construction
Mirror Tab: Execute initial mkfs | On
Azure probe port resource | Name azureppl
Probe port 26001 (Value specified for

Port of Health probe)

EXPRESSCLUSTER settings (monitor resource)

Monitor resource name Setting item Setting value
Mirror disk monitor | - -
resource
Azure probe port monitor | Name azureppwl
resource Recovery Target azureppl
Azure load balance | Name aurelbwl
monitor resource Recovery Target azureppl
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5.2 Configuring Microsoft Azure

1) Creating aresource group

Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a resource group following

the steps below.

1.

Select Resource groups or the resource group icon in the menu on the left side of the window.
If there are existing resource groups, they are displayed in a list.

Microsoft Azure

P search resources, services, and docs

@ choose your default view
(Create a resource

Azure services e

Home () Dashboard

Home
Dashboard — @ @ & & ‘
Al services -
virtual Storage AppServices  SQLdatabases AzureDatsbase AzureCosmos  Kubemetes  Function Apps Azure Cognitive
FAVORITES machines accounts for PostgresaL o8 senvices Databricks Services
Al resources
Make the most out of Azure
Resource groups
& App services 2 »
’ > 0 2 "
% Function Apps =
| EEl TS Learn Azure with free online Monitor your apps and Secure your apps and Optimize performance, Connect to Azure via an

2 soure Cosmos DB courses by Microsoft

I8 virtual machines Microsoft Leam [
4 Load balancers

IBS storage accounts

Virtual networks NAME
@ Azure Active Directory )
@ Monitor E)
Advisor 53]
@ Security Center
® cost Management + Bill... o
2 Help + support @

4§ subscriptions

% App registrations

2.

Recent resources See =

infrastructure

Azure Monitor

nt resources your resources
TYRE

Virtual machine (classic)

Virtual machine (classic)

Resource group

Cloud service (classic)

Virtual machine

Resource group

Virtual machine

virtual machine

infrastructure.

Security Center

authenticated brow
shell

reliability, security, and costs

Cloud Shel

LAST VIEWED
2hago

14h ago

14hago into solution:

21hago
3dago
3dago
3dago

3dago

Microsoft Azure

P Search resources, services, and docs

Home > Resource groups
Create a resource Resource groups

Home

Q) refresh

Allfocations

=+ add dit columns
Dashboard

Subscriptions:
All services ‘
FavoRES

23items
All resources

nave

Resource groups
& App services
% Function Apps
= 50l databases
& Azure Cosmos DB
I8 virtual machines
4 Load balancers
B8 storage accounts
Virtual networks
@ Azure Active Directory
& monitor
@ advisor

@ security Center

® Cost Management + Bill...

2 Help + support

¥ subscriptions

& App registrations

L Bxport to CsV

v || Algs ~

No grouping v

SUBSCRIPTION LOCATION
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3. Specify Resource group, Subscription, and Region, and click Review+Create.

Microsoft Azure

P Search resources, services, and docs

Home > Resource groups > Create a resource group

Create a resource Resource groups « % X Create aresource group

Home

=+ Add

Edit columns =+ More
Dashboard Basics Tags Review + Create

Al services
Resource group - A container that holds related resources for an Azure solution. The resource group can include all the
resources for the solution, or only those resources that you want to manage as a group. You decide how you want to
allocate resoureas to resource groups based on what makes the most sense for your organization. Leam more 2

FAVORITES NAME

All resources

PROJECT DETAILS
Resource groups

* Subscription @ v
Sarvices

© . TestGroup1

% Function Apps

= 501 databases RESOURCE DETAILS

y * Region @ Japan East

& Azure Cosmos DB

I8 virtual machines

@ Load balancers

B8 storage accounts
Virtual networks

@ Azure Active Directory

@ wonitor

@ advisor

@ security Center

® Cost Management + Bill

B Help + support

4§ subscriptions

- .
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2) Creating a virtual network
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a virtual network following
the steps below.

1. Select +Create a resource or the + icon in the menu on the left side of the window.

Microsoft Azure D Search resources, services, and docs

) rome (O pasrooxd SN

@ choose your default view

Create a resource

Home Azure services
Dashboard — o

(& = o] @ & & e @
All services

virtual Storage App Services  SQLdatabases Azure Datsbase AzureCosmos  Kubemetes  Function Apps ure Cognitive
FAVORITES machines accounts for PostgresQL DB services Databricks Services

Al s
resources Make the most out of Azure

%) Resource groups

& App services a S J Q
% Function Apps ‘
| SRS Learn Azure with free online Monitor your 2pps and Secure your apps and Optimize performance, Connect to Azure via 2n
; courses by Microsoft infrastructure infrastructure reliabilly, security, and costs suthenticated browser-based
¢ Azure Cosmos DB Y Mic = = Y. Y shell
0 virtual machines Microsoft Learn I3 Azure Monitor > Security Center > Azure Advisor > Cloud Shell >
4 Load balancers
Recent resources  See all your recent resources > See all your resources > Useful links

I Storage accounts

Get started or go deep with technical docs [
Our articles include everything from quickstarts, samples, and

Virtual machine (classic) 2hago tutorials to help you get started, to SDKs and architecture guides for
designing applications.

Virtual networks NAME TYPE LAST VIEWED

@ Azure Active Directory

fel Hel

& Monitor Virtual machine (classic) 14hago
Discover Azure products [2
B Advisor 59} . Resource group 14hago Explore Azure offers that help tum ideas into solutions, and get info
on support, training, and pricing.
@ security Center o Cloud service (classic) 21hago
5 Keep current with Azure updates [2
o ErzilmE T (e Virtual machine 3dago Leam more and what's on the roadmap and subscribe to
Y notifications to stay informed. Azure.So raps up all the news
M Help+ support Resource group 3dago from last week in Azure.
# subscriptions ¢ ] Virtual machine 3dago News from the Azure team [2
B Anp reqitrations ; B Hear right from the team developing features that help you solve
< ca Virtual machine 3dago problems in the Azure blog -

Microsoft Azure P search resources, services, and docs

Home > New

Create a resource New a
Home
Dashboard ks
Allservices Azure Marketplace sessll Featured seesll
PavoRITES

Get started Virtual network
All resources Quickstart tutorial

Recently created

%) Resource groups

Compute Load Balancer
& App services - o e
Networking
% Function Apps
2 oL databases Storage Application Gateway
- B Web Leamn more
& Azure Cosmos DB
Mobile .
8 virtual machines Virtual network gateway
Containers Leam more
4 1oad balancers
Databases
B storage accounts Virtual WAN
Analytics

am mare

Virtual networks
Al + Machine Learning

@ Azure Active Director
V' Internet of Things DNS zone
@ Monitor Quickstart tutorial
- Mixed Reality
@ sis
¥ Adisor Integration Cisco ASAV - BYOL 4 NIC (preview)
@ Security Center Security eam more
2 cost M t -+ Bill
ostManagement + &1 Identity Citrix ADC 12.0 VPX Enterprise
3 Help + support Developer Tools Edition - 200Mbps (preview)
i eam more
 subscriptions Management Tools
i Network sec
% App registrations Software as a Service (S235) Oucister ttors
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3. Specify Name, Address space, Subscription, Resource group, Location, Name of Subnet,
and Address range, and click Create.

Microsoft Azure 5 Search resources, services, and docs

Home > New > Create virtual network

Create a resource Create virtual network o X
Home
* Name
Dashboard
Al services
* Address space @
FAVORITES 10500/16 v
. 10500 - 10.5.255.255 (65536 addresses)
Al resources
* Subseription
%) Resource groups ~
& App Services * Resource group
% Function Apps TestGroup1 v
Create new
= 50l databases
* Location
& Azure Cosmos DB Jr—— o

8 virtual machines
4 Load balancers
B8 storage accounts

Virtual networks

& Azure Active Directory

Monitor

Advisor

Service endpoints

Security Center Disabled

Cost Management + Bill. Frewil 0
Help + support Disabled [|ERTTR] .

Subscriptions
Automation options

w App registrations
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3) Creating a virtual machine
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create virtual machines and disks
following the steps below.
Create as many virtual machines as required to create a cluster. Create nodel and then node2.

1. Select +Create aresource or the + icon in the menu on the left side of the window.

Microsoft Azure A Search resources, services, and docs

@ chooseyourdefauitview (@) Home () pasboard [

Create a resource

Home Azure services
Dashboard — o =

o @ o] ® = H 8 @
All services

virtual Storage AppServices  SQLdatabases AzureDatsbase AzureCosmos  Kubemetes  Function Apps Azure Cognitive
FAVORITES, machines accounts for PostgresQL DB services Databricks Services

Make the most out of Azure
%) Resource groups

& App services A

= > a) fed L4

Connect to Azure via 2n

% Function Apps

R sl databases

Lear Azure with free online Monitor your apps and Secure your 2pps 2nd Optimize performance, e
& zure Cosmos DB courses by Microsoft infrastructure infrastructure reliability, security, and costs hell
8 virtual machines Microsoft Leamn [ izure Monitor > Security Center > Azure Advisor 7 Cloud Shell >
@ Load balancers
B Storage accounts Recent resources  see zll your recent resources > See all your resources Useful links
Virtual networks NAME TyeE LAST VIEWED Get started or go deep with technical docs (2

Our articles include everything from quickstarts, samples, and
tutorials to help you get started, to SDKs and architecture guides for

Virtual machine (classic) 2hago
designing applications.

@ Azure Active Directory

fe Hel

@ Monitor Virtual machine (classic) 14hage

Discover Azure products [2

B Advisor ® - Resource group 14hago Explore Azure offers that help tum ideas into solutions, and get info
on support, training, and pricing
® security Center o Cloud service (classic) 21hago
5 Keep current with Azure updates [
TR G & Virtual machine 3dago Leam more and what's on the roadmap and subscribe to
notifications to stay informed. Azure.Sou raps up all the news
Help + support. ® Resource group 3dago from last week in Azure.
$ subscriptions 2 virtual machine 3dago News from the Azure team 7
% App regitrations -~ N Hear right from the team developing features that help you solve
< o Virtual machine 3dago problems in the Azure blog -
Microsoft Azure P Ssearch resources, services, and docs

Home > New
Create a resource New [m)

Home

Search the Mark

¥ Dashboard -

Hllernes Azure Marketplace Sesall  Featured See all

* FAVORITES

Get started Windows Server 2016 Datacenter
Quickstart tutorial

Recently created

%) Resource groups
Red Hat Enterprise Linux 7.2

& App Services B il icstort ttors
Networking
%> Function Apps
- Sterage Ubuntu Server 18.04 LTS
= soL databases
Web Leam more
& Azure Cosmos DB
Mobile
. erver nterprise
I8 virtual machines SQL server 2017 Enterp
Containers Windows Server 2016
4 Load balancers Leam more
Databases
B storage accounts Analyics SUSE Linux Enterprise Server

software purchase
Virtual networks

Al + Machine Learning Lesm more

@ Azure Active Directory

Internet of Things Service Fabric Cluster

Quickstart tutorial

SUse
@ wonitor Mixed Reslity Q Quickstart tutorial
@ Advisor Integrat
ntegration Web App for Containers
@ security Center Security "_ Quickstart tutorial
2 Cost Management + Bill... \dentity
- Function App
a Help + support Developer Tools (’) Quickstart tutorial
® subsaiptions Management Tecls
. Batch Service
@ App registrations Software as a Service (5aas) la‘

119



120

3. Select CentOS-based 7.5.
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4. Confirm that Resource Manager is selected for Select a deployment model at the bottom of
the window, and click Create.
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Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

When the Basics tab appears, specify the settings of Subscription, Resource group, Virtual
machine name, Region, Image, Size, Username, Password, and Confirm password.

Select Availability set from Availability options, and click Create new under the Availability
set field. When the Create new blade appears, specify the settings of Name, Fault domains,
and Update domains. Then click OK.

Microsoft Azure E

Create 3 virtual machine Create new
Create a virtual machine

PROJECT DETARS

e ENN

.0 Standard D25 v3

@ +BO0O= HO S

Create a virtual machine X

PROJECT DETARS
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6. Click Change size to display the Select a VM size blade.
From the list, choose a size (Al - Standard in this guide) suitable for your virtual machine and

click Select.
Regarding the Virtual machine name, nodel is for nodel, and node2 is for node2.

Click Next: Disks >

Microsoft Azure D Search resources, services, and docs

Horm Select a VM size

” : a . —
p— —
P 2
- 1
+ P
] 4 9
. ‘ 52
* "
e -0
-
- " saots
o —— -
. -
s
t B . e e e ol ey T e oy e et s The .

7. When the bi'sks tab appears, go through the following steps to add a blob to be used for a
mirror disk (cluster partition or data partition).
From the DATA DISKS list, click Create and attach

Microsoft Azure Searc

a new disk.

B o

Marketplace > Compute Create 2 vinual machine

Create a virtual machine

OATA DiSKS

jour virtual machine or attach exiting disks. This VM alsa comes with a temporary

wn namE sizE feis) oiskTveE HOST CACHING
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Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

8.

The Create a new disk blade appears.

Specify the settings of Disk type, Name, Size (GiB), and Source type. Then click OK.
Click Next: Networking >

Microsoft Azure

The Networking tab appears.
Specify the settings of Virtual network, Subnet, Network security group, and Configure
network security group.

Click Create new under the Configure network security group field to display the Create
network security group blade. Specify the setting of Name and then click OK.

Click Next: Management >.

Microsoft Azure

*® Create network security g... 0 X

1000: defa

Any
SSH (TCP/22)
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10. The Management tab appears.
Click Create new under the Diagnostics storage account field to display the Create storage
account blade.
Specify the settings of Name, Account kind, and Replication. Then click OK.
In the Diagnostics storage account field, the default value is automatically generated and
entered.
Click Next: Guest config

Microsoft Azure D seard

te a virtual machine

Create a virtual machine *

Comfigure manitaring and msnsgement
MONITORING
° O t
° ® o
° )
1oEnTITY
° on (@ on
AUTO-SHUTDOWN
° OF:tl
sacKue
E o @ on (@ on

Create a vitual machine Create storage account X
Create a virtual machine

) Management

iDENTITY
° on (@ on
AUTO-SHUTDOWN
° ®) o
BAcKUP
° on (@ on
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Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

11. Click Next: Tags >.

Microsoft Azure

ags will be sutomatically updated.

ResouRce

% App registra

13. The Review + create tab appears. Check the contents. If there is no problem, click Create.
The deployment starts and takes several minutes.

Microsoft Azure EE docs

Create a virtual machine X

PRODUCT DETAILS

Pricing not available for this affering
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4) Setting a private IP address
Log in to the Microsoft Azure portal (https://portal.azure.com/) and change the private IP address
setting following the steps below. Since an IP address is initially set to be assigned dynamically,
change the setting so that an IP address is assigned statically. Change the settings of nodel and
then node2.

1. Select Resource groups or the resource group icon in the menu on the left side of the window.

Microsoft Azure AR search resources, services, and docs
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@ choose your defaut view

Create a resource

Home Azure services
Dashboard — @ @ = & ‘
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& Anure Cosmos DB courses by Microsoft infrastructure infrastructure. reliability, security, and costs © o
8 virtual machines Microsoft Leamn [2 Azure Monitor Security Center Cloud Shell
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Virtual networks NAME TYPE LAST VIEWED
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® security Center Cloud service (classic) 21hago
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2. Select TestGroupl from the resource group list.
Microsoft Azure £ s rees,services, and docs

Resource groups # X
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Subscriptions:
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@ cost Management + Bill,
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Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

3.  The summary of TestGroupl is displayed. Select virtual machine nodel or node2 from the item
list.

Microsoft Azure and docs

i) TestGroup1

+
m
i
=
c
+
€

Al types v | [ Al locations v | | Nogrougingw

Monitoring

© insights (previews

Aerts

4,

65500 DenyAliinBound Ay Any Any Any O Deny

5. Select a network interface displayed in the list. The network interface name is generated
automatically.
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6. Select IP configurations.

Microsoft Azure P Search resources, services, and docs

Home » Resource groups > TestGroupl > nadeT - Net

g > node128 - 1P configurations

l nodel28 - IP configurations X

€ e B x

IP forwarding settings

twark et
IF configurations
Settings -
S 1P configurations
NAME 17 VERSION e PRIVATE ¥ ADDRESS. PUBLC IF ADDRESS
ipcanfigl 1Ped Frimary 10.5.0.4 (Dynamic)

Only ipconfigl is displayed in the list. Select it.
8. Select Static for Assignment under Private IP address settings. Enter the IP address to be
assigned statically in the IP address text box and click Save at the top of the window. The IP
address of nodel is 10.5.0.110. The IP address of node2 is 10.5.0.111.

Microsoft Azure Seorch resources, services, and docs 3 B ?

\p(?_nfigi a
A x

Public IP sddress settings

Private IP address settings

ksabrat

9. The virtual machines restart automatically so that new private IP addresses can be used.
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Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

5) Configuring virtual machines
Log in to the created nodel and node2 and specify the settings following the procedure below.
Set a partition for the mirror disk resource. Create a file system in the added Blob storage.
Secure an area in the added disk by using the fdisk command and then create a file system.
For details about the partition for the mirror disk resource, see “Settings after configuring hardware”
in “4.Partition settings for mirror disk resource (when using Replicator)" in Chapter 1, “Determining
a system configuration” in the Installation and Configuration Guide

1. Check the partition list. In the following example, the last line shows the added disk.
$ cat /proc/partitions
major minor #blocks name

8 16 73400320 sdb
8 17 73398272 sdbl
8 0 31459328 sda
8 1 31456256 sdal
8 32 20971520 sdc

2. Create a cluster partition and data partition in the added disk by using the fdisk command.
Allocate 1 GB (1*1024*1024*1024 bytes) or more to a cluster partition. (If the size is specified
asjust 1 GB, the actual size will be larger than 1 GB depending on the disk geometry difference.
This is not a problem.) Also, do not create a file system in a cluster partition. The following is
an example of creating one partition including all areas of /dev/sdc.
$ sudo fdisk /dev/sdc
Device contains neither a valid DOS patrtition table, nor Sun, SGI or OSF disklabel
Building a new DOS disklabel with disk identifier 0xe3c83b13.

Changes will remain in memory only, until you decide to write them.
After that, of course, the previous content won't be recoverable.

Warning: invalid flag 0x0000 of partition table 4 will be corrected by w(rite)

The device presents a logical sector size that is smaller than the physical sector size. Aligning
to a physical sector (or optimal 1/0) size boundary is recommended, or performance may be
impacted.

WARNING: DOS-compatible mode is deprecated. It's strongly recommended to switch off the
mode (command 'c) and change display units to sectors (command 'u’).

Command (m for help): n
Command action

e extended

p primary partition (1-4)
p
Partition number (1-4): 1
First cylinder (1-2610, default 1):
Using default value 1

Last cylinder, +cylinders or +size{K,M,G} (1-2610, default 2610): +1G
Command (m for help): p
Disk /dev/sdc: 21.5 GB, 21474836480 bytes
255 heads, 63 sectors/track, 2610 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes
Sector size (logical/physical): 512 bytes / 4096 bytes
I/O size (minimum/optimal): 4096 bytes / 4096 bytes
Disk identifier: 0xe29ed566
Device Boot  Start End Blocks Id System
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/dev/sdcl 1 132 1060256+ 83 Linux
Partition 1 does not end on cylinder boundary.
Partition 1 does not start on physical sector boundary.

Command (m for help): n
Command action
e extended
p primary partition (1-4)
p
Partition number (1-4): 2
First cylinder (132-2610, default 132):
Using default value 132
Last cylinder, +cylinders or +size{K,M,G} (132-2610, default 2610):
Using default value 2610
Command (m for help): p

Disk /dev/sdc: 21.5 GB, 21474836480 bytes

255 heads, 63 sectors/track, 2610 cylinders

Units = cylinders of 16065 * 512 = 8225280 bytes
Sector size (logical/physical): 512 bytes / 4096 bytes
I/O size (minimum/optimal): 4096 bytes / 4096 bytes
Disk identifier: Oxe29ed566

Device Boot  Start End Blocks Id System
/dev/sdcl 1 132 1060256+ 83 Linux
Partition 1 does not end on cylinder boundary.
Partition 1 does not start on physical sector boundary.
/dev/sdc2 132 2610 19904537 83 Linux

Command (m for help): w
The partition table has been altered!

Calling ioctl() to re-read partition table.

Syncing disks.

If you select Execute initial mkfs when creating the cluster configuration data by using Cluster
WebUI, EXPRESSCLUSTER creates a file system automatically. Note that existing data in the
partition will be lost.



Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

6) Configuring a load balancer
Log in to the Microsoft Azure portal (https://portal.azure.com/) and add an internal load balancer
following the steps below.
For details, see the following websites:
+  Load Balancer:
https://docs.microsoft.com/en-us/azure/load-balancer/

1. Select +Create a resource or the + icon in the menu on the left side of the window.

Microsoft Azure P search resources, services, and docs
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Create a resource
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B storage accounts Recent resources  See all your recent resources > See all your resources > Useful links

Get started or go deep with technical docs [

Qur articles include everything from quickstarts, samples, and

@ Azure Active Directory Virtual machine (classic) 2hage tutorials to help you get started, to SDKs and architecture guides for
designing applications.

@ Monitor =

B Advisor ® - Resource group 14hage Explore Azure offers that help tum ideas into solutions, and get info
on support, training, and pricing.

Virtual networks NAME TYPE LAST VIEWED

Virtual machine (classic) 14h ago
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e
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2. Select Networkiﬁg and then Load balancer.

Microsoft Azure P Search resources, services, and docs
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3. The Create load balancer blade is displayed. Specify Name. Select Internal for Type and
Basic for SKU, respectively.

4. For Virtual network and Subnet, select the virtual network and subnet created in "2)
Creating a virtual network."
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5. Specify Subscription, Resource group, and Region, and click Review+create. Deploying
the load balancer starts. This processing takes several minutes.

Microsoft Azure
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Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

7) Configuring a load balancer (configuring a backend pool)
1. Associate a virtual machine registered to the availability set to the load balancer. After the load
balancer has been deployed, select Resource groups or the resource group icon in the menu
on the left side of the window.

Microsoft Azure

Create a resource
Home
Dashboard

All services
FAVORITES

All resources

Resource groups
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2. Select the resource group to which the created load balancer belongs from the resource group

list.

Microsoft Azure
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3. The summary of the selected resource group is displayed. Select the created load balancer
from the item list.

Microsoft Azure

P Search resources, services, and docs

134

4,

Home > Resource groups > TestGroupl

‘Create a resource ‘estGrou
*) TestG 1 =
Home
«  deadd Editcolumns @ Delete resource group Q) Refresh = Move 4 Export to €SV
Dashboard
Subscription (change) Deployments

All services

FAVORITES

All resources

) Overview
B Activitylog

Access control (1AM)

Subscription 1D

Tags (change)

4Succeeded

Resource groups & Tags Click here to add tags
& App services Events
% Function Apps Settings Fi Al types ~ | | Al locations ~
% SOL databases Quickstart 9items
& Azure Cosmos DB & Deployments NAME Tvee LoCATION
9 Virtual machines policies
node-1 ‘Virtual machine Japan East i

@ Load balancers = properties

£ node-1.0sDisk_1_71486cd179fe4c7783627bb925385b6b Disk Japan East .
B8 storage accounts 8 Locks

Virtual networks

@ Azure Active Directory

£ Automation script

Cost management

B node7s

& node-1Blob1

Network interface

Disk

Japan East

Japan East

node-2 Virtual machine J3pan East an
& monitor
@ Costanalysis € node-2_OsDisk_1_bfoc3e2cibadf0308bfd67ced7f9alf Disk Japan East
Advisor ;
i Bsudgets B node23t Network interface Japan East -
@ security Center .
® Advisor recommendations € node-28lob Disk Jagen Exst .
® cost Management + Bill
Monitoring testgroupldiag210 Storage account Japan East .-
Help + support
_ @ Insights (preview) & TestLoadBalancer Load balancer Japan East
¥ subscriptions
Alerts <& vnett Virtual network Japan East -

& App registrations

Select Backend pools.

Microsoft Azure

2 search resources, services, and docs

Home > Resource groups > TestGroupl > TestLoadBalancer

Create a resource & TestLoadBalancer =
Home _
“  =>Move @ Delete Q) Refresh
Dashboard
X Resource group (change) Backend poo
All services o EELEY TestGroup1 -
FAVORITES W Activity log

All resources.

Resource groups

a4 Access control (IAM)

@ Tags

Japan East

Subscription (change)

Health

Load balancing ru

Subscription D NAT ru

& App services ¥ Diagnose and solve problems Oinbound

¥ function sku Private IP add
£33 Settings Basic 1050200

R sl databases

& Azure Cosmos DB

I8 virtual machines

@ Load balancers

B8 storage accounts
Virtual networks

@ Azure Active Directory

@ Monitor
Advisor

@ security center

® cost Management + Bill.

2 Help + support

Frontend IP configuration
Backend pools
? Health probes
Load balancing rules
& Inbound NAT rules
Properties
& Locks

& Automation script
Monitoring

B Diagnostics logs
Support + troubleshooting

New support request

en.en-ustcreate/hub

change)
Click here to add tags



Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

5. Click Add.

Microsoft Azure P Search resources, services, and docs

Home > Resource groups > TestGroup > TestLoadBalancer - Backend pools

Create a resource TestLoadBalancer - Backend pools o

A Home
€ dradd Q) Refresh
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The Add backend pool blade is displayed. Specify Name.

For Associated to, select Availability set.

Specify Availability set.

Click Add atarget network IP configuration.

10. Specify the target virtual machine for Target virtual machine and Network IP configuration.
11. Repeat steps 9 and 10 as many times as the number of target virtual machines.

12. Click OK.
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8) Configuring a load balancer (configuring a health probe)
1. Select Health probes.
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2. Click Add.
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? TestLoadBalancer - Health probes

Load baancer

“ tad

O Search (Cerl+,

$ Overview

namE ProToCOL PoRr
B Activitylog

Access control (1AM) No results.

Tags
¥ Diagnose and solve problems
Settings

B Frontend IP configuration

8ackend pools

T

Health probes

Load balancing rules
B inbound NAT rules
It properties

& Locks

E3 Automation script
Monitoring

Diagnostics logs
Support + troubleshooting

& New support request

3. The Add health probe blade is displayed. Specify Name.

4,

Microsoft Azure

(Create a resource
Home
Dashboard
Al services
FAVORITES
Al resources
%) Resource groups
& App services
% Function Apps
R sl databases
& Azure Cosmos DB
I8 virtual machines
4 1oad balancers
B storage accounts
Virtual networks

@ Azure Active Directory

@ Monitor

@ Advisor
@ security Genter
2 Cost Management + Bill..
& Help + support
4§ subscriptions

% App registrations

Specify Protocol and Port, and click OK.

P search resources, services, and docs

Home > Resource groups > TestGroupl > TestLoadBalancer - Health probes > Add health probe

Add health probe o ox

* Name

[ Testhieaitherobe v

1Pv4

*Pot @
6001 v

* Unhealthy threshold @

consecutive failures

useo 8y




Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

9) Configuring a load balancer (setting the load balancing rules)
1. Select Load balancing rules.

Microsoft Azure P Search resources, services, and docs

Home > Resource groups » TestGroupl > TestLoadBalancer - Load balancing rules

‘Create a resource iBalancer - Load bal i rules X
Home
“ tad
¥ pashboard
© Search foad balancing rile
Al services S Ovenview [P Search toad batancing rules
" B Adiitylog namE LOAD BALANCING RuLE BACKEND POOL HEALTH PROBE
FAVORITES ity
£ All resources a& Access control (IAM) No results
) Resource groups & Tos
& App services K Diagnose and solve problems
% Function Apps Settings
% SOL databases Frontend IP configuration
& Azure Cosmos DB 8ackend pools
9 Virtual machines P Health probes
@ Load balancers Lead balancing rules.

&= storage accounts B inbound NAT rules
Virtual networks 1} properties

@ Azure Active Directory. & Locks

® wonitor 9 Automation script

@ dvisor

Menitoring

@ security Center
Diagnostics logs

® Cost Management + Bill..

@ Support + troubleshooting

2 Help + support
L New support request
¥ subscriptions

2. Click Add.
3. The Add load balancing rule blade is displayed. Specify Name.
4. Specify Port and Backend port, and click OK.

Microsoft Azure R search resources, services, and docs

Home > Resource groups > TestGroupl > TestLoadBalancer - Load balancing rules > Add load balancing rule

Create a resource A
e

d balancing rule a x

Home

* Name

11 Dashboard [ Testioagzaiencingruie i

All services

* FAVORITES

£ All resources * Frontend IP address @
40.115.1005 (LozdBalancerFronténd) v
) Resource groups
& App Senvices

% Function Apps

R sl databases

& Azure Cosmos DB

I8 virtual machines v
4 Load balancers Backend posl @
S storage accounts TestBackendPool (2 virtual machine) v

Virtual networks Health probe @

TestHealthPrabe (TCP26001) >

4 Azure Active Directory
@ Monitor o
@ Advisor
@ security Genter n

® cost Management + Bill..

®

2 Help + support

4§ subscriptions

% App registrations

10) Adjusting the OS startup time, checking the network setting, checking the root file system,
checking the firewall setting, synchronizing the server time, and checking the SELinux
setting.

For each procedure, see “Settings after configuring hardware" in Chapter 1, “Determining a system
configuration” in the Installation and Configuration Guide.

11) Installing EXPRESSCLUSTER
For the installation procedure, see the Installation and Configuration Guide.
After installation is complete, restart the OS.

12) Registering the EXPRESSCLUSER license
For the license registration procedure, see the Installation and Configuration Guide.
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5.3 Configuring the EXPRESSCLUSTER
settings

For the Cluster WebUI setup and connection procedures, see Chapter 5, “Creating the cluster
configuration data" in the Installation and Configuration Guide.

This section describes the procedure to add the following resources and monitor resources:

« Mirror disk resource

« Azure probe port resource

« Azure probe port monitor resource

« Azure load balance monitor resource

« PING network partition resolution resource (for NP resolution)
For the settings of other resources and monitor resources, see the Installation and Configuration Guide
and the Reference Guide.

1) Creating a cluster
Start the cluster generation wizard to create a cluster.

€ Creating a cluster

1. Access Cluster WebUI, and click Cluster generation wizard.

Cluster WebUI Clusterl # Config mode ~

-
b = | B + 1+ =5
Cluster generation wizard | Import | Export | Get the Configuration File | Apply the Configuration File | Update Server Data
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Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

2. The Cluster window on the Cluster Generation Wizard is displayed.
Enter a desired name in Cluster Name.
Select an appropriate language in Language. Click Next.

# Cluster generation wizard

Cluster < Basic Settings < Interconnect < NP Resolution < Group <= Monitor
Cluster Name* Clustery,

Comment

Language* English ~

Management IP Address

@ Start generating the cluster.

Enter the cluster name, and then select the language (locale) of the environment that runs WebManager.

If using the integrated WebManager to manage multiple clusters, specify a unigue cluster name to identify the cluster.

The management IP address is a floating IP address used for a WebManager connection. If establishing connections by specifying each server IP
address, the management IP address can be omitted.

To continue, click [Next].

4 Back Next » Cancel

3. The Basic Settings window is displayed.

The instance connected to Cluster WebUI is displayed as a registered master server.
Click Add to add the remaining instances (by specifying the private IP address of each

instance). Click Next.

Server Name or IP Address® 10.5.0.111

@ Enter an IP address or a server name.

When entering a server name, name resolution is necessary.

Both IPv4 and IPv6 for IP address can be used.

When entering an IP address, the server name is automatically acquired.

OK Cancel

# Cluster generation wizard

Server
Cluster @ = Basic Settings = Interconnect < NP Resolution < Group = Monitor

Add Remove

Server Definitions

Order Name
Master server nodel
1 node2
RO 2
Server Group Definition Settings

@ Click "Add" to add servers constructing the cluster.
Click T4] or 4] tochange the server priority.
Click "Settings" to configure the server group when using the server group.

4 Back Next » Cancel
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4. The Interconnect window is displayed.
Specify the IP addresses (IP address of each instance) to be used for interconnect. In

addition, select mdc1 for MDC as a communication path of a mirror disk resource to be
created later. Click Next.

# Cluster generation wizard

Server

Cluster @ - Basic Settings @ - Interconnect - NP Resolution = Group - Monitor
Properties Add Remove

Interconnect List
Priority Type MDC nodel node2

1 Kernel Mode v mdc1 v 10.5.0.110 v 10.5.0.111 v

+ 4

@ Configure the interconnect among the servers constructing the cluster.Click "Add" to add interconnect and select the type.

For "Kernel mode”, "User mode", "BMC", "DISK", "Witness HB" and "COM" settings, configure the route which is used for heartbeat. For "Mirror
Communication Only" setting, configure the route which is used only for data mirroring communication.

Configuring more than one routes is recommended.

For "Kernel mode" ", "User mode, "DISK" and "COM" settings, click each server column cell and set an IP address or device.

For "Witness HB" setting, click each server column cell to set "Use" or "Do not use”, and then click "Properties” to set detailed settings.

Click "Up" or "Down" to configure the priority to preferentially use the LAN only for the communication among the cluster servers.

For "Mirror Communication Only" settings, click each server column cell to configure IP addresses.

For the communication route which is used for data mirroring communication, select the mirror disk connect name to be allocated to the
communication route in MDC column.

4 Back Next » Cancel

5. The NP Resolution window is displayed.
To execute NP resolution by using a ping, click Add to add a line to the NP resolution
list. Click a cell of the Type column and select Ping. Click the cell of the Ping target
column and set the IP address of the device to which to send a ping. Be sure to specify
the IP address of a server other than cluster servers within the Microsoft Azure network.
Click a cell of each server column and select Use or Not use.
Click Next.

# Cluster generation wizard

Server

Cluster @ = Basic Settings @ = Interconnect @ = NP Resolution = Group = Monitor
Properties Add Remove

NP Resolution List

Type Target nodel node2
Ping A4 10.5.0.5 Use v Use v
Tuning

@ Configure network partition (NP) resolution function.
Click "Add" to add NP resolution resource and select the type.

For "Ping" setting, click Ping target column cell to configure IP address of Ping destination, and then click each server column cell to configure "Use" or
"Do not use".

For "HTTP/HTTPS" setting, click target column cell to configure HTTP packet destination, and then click each server column cell to configure "Use" or
"Do not use".

The detailed settings can be verified and changed by clicking "Properties”.
Click "Tuning" to configure the actions at NP occurrence.

4 Back Next » Cancel



Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

2) Adding a group resource

€ Defining a group
Create a failover group.

1. The Group List window s displayed.
Click Add.

# Cluster generation wizard

Cluster @ = Basic Settings @ = Interconnect @ = NP Resolution @ = Group - Monitor
Properties Add Remove Group Resource

Group List

Name Type

No groups

@ Configure failover group to be a unit of fail over.

Click "Add" to add a group.

Click "Properties” to configure the properties of the selected group.
Click "Group Resource” to add resource to the selected group.

4 Back Next » Cancel

2. The Group Definition window is displayed.
Specify a failover group name (failoverl) for Name. Click Next.

Group Definition failover
Basic Settings - Startup Servers = Group Attributes = Group Resource

Type* failover v

Name® failoverl

Comment

@ Select group type.

If using virtual machine resources to cluster virtual machines, select "Virtual machine" as the type. In other cases, select
"Failover”.

If using server group, check the "Use Server Group".

@
3
=)

ack Next » Cancel

3. The Startup Servers window is displayed.
Click Next without specifying anything.
4. The Group Attributes window is displayed.
Click Next without specifying anything.
5. The Group Resource window is displayed.
On this page, add a group resource following the procedure below.

Group Definition failover

Basic Settings @ = Startup Servers @ =» Group Attributes @ -» Group Resource
Properties Add Remove

Group Resource List
Name Type

No resources

@ Click "Add" to add resources.
Click "Properties” to configure the properties of the selected resource.

« Back Cancel

141



142

€ Mirror disk resource
Create a mirror disk resource.
For details, see “Understanding mirror disk resources" in Chapter 4, “Group resource details”
in the Reference Guide.

1.
2.

Click Add on the Group Resource List page.

The Resource Definition of Group | failoverl window is displayed.

Select the group resource type (Mirror disk resource) from the Type box and enter the
group name (md) in the Name box. Click Next.

Resource Definition of Group | failoverl md

Info < Dependency =» Recovery Operation < Details

Type* Mirror disk resource v
Name* md
Comment

Get license information

@ Select the type of group resource and enter its name.

4 Previous Next Cancel

The Dependency window is displayed.
Click Next without specifying anything.

. The Recovery Operation window is displayed.

Click Next.

The Details window is displayed.

Enter the device name of the partition created in "5) Configuring virtual machines" in
Data Partition Device Name and Cluster Partition Device Name. Specify Mount
Point and File System. Click Finish to finish setting.

Resource Definition of Group | failoverl md

Info @ < Dependency @ = Recovery Operation @ <» Details
Common nodel node2
Mirror Partition Device Name* Jdev/NMPL W
Mount Point* Jfmnt/md
Data Partition Device Name* fdev/sdc2 v
Cluster Partition Device Name* Jdev/sdcl v
File System* ext4 v
Mirror Disk Connect Select
Tuning
4 Back Cancel




Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

€ Azure probe port resource
When EXPRESSCLUSTER is used on Microsoft Azure, EXPRESSCLUSTER provides a
mechanism to wait for alive monitoring from a load balancer on a port specific to a node in which
operations are running.

For details about the Azure probe port resources", see “Understanding Azure probe port
resources." in the Reference Guide.

1.
2.

ghw

Click Add on the Group Resource List page.

The Resource Definition of Group | failoverl window is displayed. Select the group
resource type (Azure probe port resource) from the Type box and enter the group name
(azureppl) in the Name box. Click Next.

Resource Definition of Group | failover1 azurepp

Info < Dependency = Recovery Operation <» Details

Type* Azure probe port resource v
Name® azureppl
Comment

Get license information

@ Select the type of group resource and enter its name.

4 Back Next » Cancel

The Dependency window is displayed. Click Next without specifying anything.

The Recovery Operation window displayed. Click Next.

For Probeport, enter the value specified for Port when configuring a load balancer
(configuring health probe).

Resource Definition of Group | failoverl azurepp

Info @ =» Dependency @ = Recovery Operation @ - Details

Probeport® 26001
Tuning
4 Back Cancel
Click Finish.
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3) Adding a monitor resource
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€ Azure probe port monitor resource

The port monitoring mechanism for alive monitoring is provided for the node in which the
Microsoft Azure probe port resource is running.

For details about the Azure probe port resources", see “Understanding Azure probe port
resources" in the Reference Guide.

Adding one Azure probe port monitor resource creates one Azure probe port monitor resource
automatically.

Azure load balance monitor resource

The mechanism to monitor whether the port with the same port number as the probe port is
open or not is provided for the node in which the Microsoft Azure probe port resource is not
running.

For details about the Azure load balance resource, see “Understanding Azure load balance
monitor resources" in the Reference Guide.

Adding one Azure probe port resource creates one Azure load balance monitor resource
automatically.



Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

4) Applying the settings and starting the cluster

1. Click Apply the Configuration File on the File in the config mode of Cluster WebUI.
If the upload succeeds, the message saying “The application finished successfully.”

2. Select the Operation Mode on the drop down menu of the toolbar in Cluster WebUI to
switch to the operation mode.

3. The procedure depends on the resource used. For details, refer to the
following:Installation and Configuration Guide — How to create a cluster
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5.4 Verifying the created environment

Verify whether the created environment works properly by generating a (dummy) monitoring error
to fail over a failover group.
If the cluster is running normally, the verification procedure is as follows:
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1.

2.
3.

Start the failover group (failoverl) on the active node (nodel). In the Status tab on the
Cluster WebUI, confirm that Group Status of failoverl of nodel is Normal.

Change Operation Mode to Verification Mode from the WebManager pull-down menu.

In the Status tab on the Cluster WebUI, click the Enable dummy failure icon of azureppw1l
of Monitors.

When the time specified for Interval elapses, the failover group (failoverl) enters an error
status and fails over to node2. In the Status tab on the Cluster WebUI, confirm that Group
Status of failoverl of node2 is Normal.

Also, confirm that access to the frontend IP and port of the Azure load balancer is normal
after the failover.

Verifying the failover operation in case of a dummy failure is now complete. Verify the operations
in case of other failures if necessary.



Error Messages

Chapter 6 Error Messages

For the error messages related to resources and monitor resources, see the following:
*  Chapter 9, “Error messages” in the Reference Guide.
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Chapter 7 Notes and Restrictions
7.1 HA cluster using Azure DNS

7.1.1 Notes on Microsoft Azure

* There is a tendency for the performance difference (performance deterioration rate) to increase
in a multi-tenant cloud environment compared to a physical environment or general virtualization
environment (non-cloud environment). Therefore, pay careful attention to this point when
designing a performance-oriented system.

»  Even if a virtual machine is just shut down, its status is Stopped and billing continues. Execute
Stop on the virtual machine setting window of the Microsoft Azure portal to change the virtual
machine state to Stopped (Deallocated).

+  An availability set can be set only when creating a virtual machine. To move a virtual machine to
and from the availability set, it is necessary to create an availability set again.

*+ To set up EXPRESSCLUSTER to work with Microsoft Azure, a Microsoft Azure organizational
account is required. An account other than the organizational account cannot be used because
an interactive login is required when executing the Azure CLI.

7.1.2 Notes on EXPRESSCLUSTER

Please refer the following for notes for EXPRESSCLUSTER on Azure:
EXRESSCLUSTER X Getting Started Guide

*  “Communication port number" in Chapter 5, “Notes and Restrictions”

*  “Azure DNS resources" in Chapter 5, “Notes and Restrictions”

+  “Setting up Azure DNS resources" in Chapter 5, “Notes and Restrictions”
EXRESSCLUSTER X Reference Guide

. “Notes on Azure DNS resources”

. “Notes on Azure DNS monitor resources”

Virtual machines are paused for up to 30 seconds for Azure memory preserving maintenance.

Please refer the following for details about memory preserving maintenance.

https://docs.microsoft.com/en-us/azure/virtual-machines/linux/maintenance-and-updates

Therefore, itis recommended to set Heartbeat Timeout parameter on Timeout tab in Cluster Properties

more than 30 sec.

In addition to Heartbeat Timeout, please also note the following.

* Please set Heartbeat Timeout parameter less than OS reboot time.

*  When changing Shutdown Monitor Timeout parameter on Monitor tab in Cluster Properties from
the default value (Use Heartbeat Timeout), please set the parameter less than Heartbeat Timeout.

Please refer the following about the above:

EXRESSCLUSTER X Getting Started Guide

+  “Adjusting OS startup time” in Chapter 5, “Notes and Restrictions”

EXRESSCLUSTER X Reference Guide

. “Timeout tab”

. “Monitor tab”
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Notes and Restrictions

7.2 HA cluster using a load balancer

7.2.1 Notes on Microsoft Azure

* There is a tendency for the performance difference (performance deterioration rate) to increase
in a multi-tenant cloud environment compared to a physical environment or general virtualization
environment (non-cloud environment). Therefore, pay careful attention to this point when
designing a performance-oriented system.

+  Even if a virtual machine is just shut down, its status is Stopped and billing continues. Execute
Stop on the virtual machine setting window of the Microsoft Azure portal to change the virtual
machine state to Stopped (Deallocated).

* An availability set can be set only when creating a virtual machine. To move a virtual machine to
and from the availability set, it is necessary to create an availability set again.

7.2.2 Notes on EXPRESSCLUSTER

Please refer the following for notes for EXPRESSCLUSTER on Azure:

EXRESSCLUSTER X Getting Started Guide

*  “Communication port number" in Chapter 5, “Notes and Restrictions”

*  “Azure probe port resources" in Chapter 5, “Notes and Restrictions”

+  “Setting up Azure probe port resources" in Chapter 5, “Notes and Restrictions”

. “Setting up Azure load balance monitor resources" in Chapter 5, “Notes and Restrictions’
EXRESSCLUSTER X Reference Guide

. “Notes on Azure probe port resources”

. “Notes on Azure probe port monitor resources”

. “Note on Azure load balance monitor resources”

Virtual machines are paused for up to 30 seconds for Azure memory preserving maintenance.

Please refer the following for details about memory preserving maintenance.

https://docs.microsoft.com/en-us/azure/virtual-machines/linux/maintenance-and-updates

Therefore, itis recommended to set Heartbeat Timeout parameter on Timeout tab in Cluster Properties

more than 30 sec.

In addition to Heartbeat Timeout, please also note the following.

. Please set Heartbeat Timeout parameter less than OS reboot time.

*  When changing Shutdown Monitor Timeout parameter on Monitor tab in Cluster Properties from
the default value (Use Heartbeat Timeout), please set the parameter less than Heartbeat Timeout.

Please refer the following about the above:

EXRESSCLUSTER X Getting Started Guide

+  “Adjusting OS startup time” in Chapter 5, “Notes and Restrictions”

EXRESSCLUSTER X Reference Guide

+  “Timeout tab”

*  “Monitor tab”
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