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Preface

Preface
Who Should Use This Guide

The HA Cluster Configuration Guide for Microsoft Azure (Windows) is intended for administrators who
want to build a cluster system, and for system engineers and maintenance personnel who provide user
support.

The software and setup examples introduced in this guide are for reference only, and the software is
not guaranteed to run.

Scope of application

This guide covers the following product versions.

. EXPRESSCLUSTER X 4.0 for Windows (Internal version: 12.00)

*  Windows Server 2016 Datacenter

. Microsoft Azure portal: Environment as of February 20, 2018

* AzureCLI 2.0

If the product versions that you use differ from the above, some display and configuration contents
may differ from those described in this guide.

The display and configuration contents may also change in the future. Therefore, for the latest
information, see the website or manual of each product and service.

How This Guide is Organized

Chapter 1 Overview: Describes the functional overview.

Chapter 2 Operating Environments: Describes the tested operating environment of this
function.

Chapter 3 Cluster Creation Procedure: Describes the procedure to create an HA cluster
using Azure DNS.

Chapter 4 Cluster Creation Procedure: Describes the procedure to create an HA cluster
using an Internet facing load balancer.

Chapter 5 Cluster Creation Procedure: Describes the procedure to create an HA cluster
using an internal load balancer.

Chapter 6 Error Messages: Describes the error messages and solutions.

Chapter 7 Notes and Restrictions: Describes the notes and restrictions on creating and

operating a cluster.



EXPRESSCLUSTER X Documentation Set

The EXPRESSCLUSTER manuals consist of the four guides below. The title and purpose of each
guide is described below:

EXPRESSCLUSTER X Getting Started Guide

This guide is intended for all users. The guide covers topics such as product overview, supported
operating environments, updates, and known problems.

EXPRESSCLUSTER X Installation and Configuration Guide

This guide is intended for system engineers who install cluster systems using EXPRESSCLUSTER
and for system administrators who maintain and operate installed cluster systems, and it describes
requirements from for installing a cluster system using EXPRESSCLUSTER to for preparing to start
operation. This guide follows the actual procedure for installing a cluster system to describe how to
design a cluster system using EXPRESSCLUSTER, how to install and set up EXPRESSCLUSTER,
how to check the system after setting it up, and how to evaluate the system before starting operation.

EXPRESSCLUSTER X Reference Guide

This guide is intended for system administrators. The guide covers topics such as how to operate
EXPRESSCLUSTER, function of each module, maintenance-related information, and troubleshooting.
The guide is supplement to the EXPRESSCLUSTER X Installation and Configuration Guide.

EXPRESSCLUSTER X Integrated WebManager Administrator's Guide

This guide is intended for system administrators who manage cluster system using
EXPRESSCLUSTER with EXPRESSCLUSTER Integrated WebManager and for system engineers
who introduce the Integrated WebManager. In this guide, details on required items for introducing the
cluster system using the Integrated WebManager are explained in accordance with the actual
procedures.

Vi



Preface

Conventions

In this guide, Note, Important, Related Information are used as follows:

Note: Used when the information given is important, but not related to the data loss and damage to

the system and machine.

Important: Used when the information given is necessary to avoid the data loss and damage to the
system and machine.

Related Information: Used to describe the location of the information given at the reference

destination.

The following conventions are used in this guide.

Convention Usage Example
Indicates graphical objects,
such as text boxes, list boxes, | Click Start.
Bold ; : .
menu  selections,  buttons, | Properties dialog box
labels, icons, etc.
Angled
bracket Indicates that the value
within  the | specified inside of the angled | clpstat -s[-h host name]
command bracket can be omitted.
line
Prompt to indicate that a
> Windows user has logged onas | > clpstat
root user.
Indicates path names,
Monospace commands, system  output
SP (message, prompt, etc.), | C:\Program Files
(Courier) . ) i
directory, file names, functions
and parameters.
Monospace | Indicates the value that a user I
Enter the following:
bold actually enters from a command
. - > clpcl -s -a
(Courier) line.
Indicates that users should
Monospace replace italicized part with
italic b P > ping <IP address>
. values that they are actually
(Courier) . ;
working with.

Vii



Contacting NEC

For the latest product information, visit our website below:

http://www.nec.com/en/global/prod/expresscluster/
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Overview

Chapter 1 Overview
1.1 Functional overview

This guide describes how to configure an HA cluster based on EXPRESSCLUSTER X (hereinafter
referred to as “EXPRESSCLUSTER”) using Azure Resource Manager on a Microsoft Azure cloud
service.

I
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Figure 1-1 HA Cluster on a Cloud Service (Using Azure DNS)

Operational availability can be increased by clustering virtual machines (VMs in Figure 1-1) using a

Microsoft Azure region and availability set in a Microsoft Azure environment.

. Microsoft Azure region
Physical and logical units called a Microsoft Azure region are provided.
It is possible to build all nodes in a single region (such as Japan East or Japan West). However, if
all nodes are built in a single region, there is a possibility for nodes to go down due to a network
failure or natural disaster, causing interruption to the flow of business. Distributing nodes into
multiple regions can improve the operational availability.

« Availability set
Microsoft Azure allows each node to be deployed in a logical group called an availability set.
Locating each node in an availability set minimizes the impact of planned maintenance or
unplanned maintenance due to a physical hardware failure of the Microsoft Azure platform. This
guide describes the configuration using an availability set.
For details about an availability set, see the following website:
Manage the availability of Windows virtual machines in Azure:
https://docs.microsoft.com/en-us/azure/virtual-machines/windows/manage-availability



1.2 Basic configuration

10

This guide assumes two types of HA clusters. One is an HA cluster using Azure DNS of the Resource
Manager deployment model. The other is an HA cluster using a load balancer of the Resource
Manager deployment model. (Both HA clusters are configured as a unidirectional standby cluster.)
The following table describes the EXPRESSCLUSTER resources to be selected depending on the
Microsoft Azure deployment model in use.

Purpose EXPRESSCLUSTER resource to use

Accessing the cluster by using a DNS name Azure DNS resource
(Use Azure DNS recordset)
Accessing the cluster by using a virtual IP address Azure probe port resource
(Use frontend IP address of load balancer)




Overview

HA cluster using Azure DNS

In this configuration, two virtual machines are deployed the same resource group so that the cluster
can be accessed by using the same DNS name. The EXPRESSCLUSER Azure DNS resource uses
Azure DNS to enable access with a DNS name. For details about Azure DNS, see the following

website:
Azure DNS: https://azure.microsoft.com/en-us/services/dns/
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Figure 1-2 HA Cluster Using Azure DNS

These two virtual machines use the same availability set to minimize the impact of planned
maintenance or unplanned maintenance due to a physical hardware failure of the Microsoft Azure

platform.
The cluster in Figure 1-2 is accessed by using the DNS name of the Azure DNS zone.

EXPRESSCLUSTER manages record sets and DNS A records of the Azure DNS zone to find an IP
address according to the DNS name. A client need not be conscious about the switching of virtual
machines upon failover occurrence or group migration.

The following table describes the EXPRESSCLUSTER resources and monitor resources required
for a HA cluster configuration using Azure DNS.

11



Resource or monitor resource

type Description Setting
Azure DNS resource Manages record sets and DNS A
records of the Azure DNS zone to find ;
an IP address according to the DNS Required
name.
Azure DNS monitor resource Checks the existence of a record set
and monitors whether the name Required

resolution is available in Azure DNS.

IP monitor resource

Monitors whether communication with
the Microsoft Azure Service
Management APl is possible, and also
monitors health of communication with
an external network.

When an Internet
facing load
balancer is used,
required to monitor
communication
between clusters
that are configured
with virtual
machines, and
also to monitor
health of
communication
with an internal

network.
Custom monitor resource Monitors communication between When an Internet
clusters that are configured with virtual facing load

machines, and also monitors health of
communication with an internal network.

balancer is used,
required to monitor
whether
communication
with the Microsoft
Azure Service
Management API
is possible, and
also to monitor
health of
communication
with an external

network.
Multi-target monitor resource Monitors the statuses of both the IP When an Internet
monitor resource and custom monitor facing load

resource. If the statuses of both monitor
resources are abnormal, a script in
which a process for network partition
resolution (NP resolution) is described is
executed.

balancer is used,
required to monitor
health of
communication
between an
internal network
and external
network.

Other resources and monitor
resources

Depends on the configuration of
application, such as a mirror disk, that is
used in an HA cluster.

Optional

For details about other resources and monitor resources, see the following:
Chapter 5, “Group resource details” in the Reference Guide.
Chapter 6, “Monitor resource details” in the Reference Guide.

12




Overview

HA cluster using a load balancer
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Figure 1-3 HA Cluster Using an Internet Facing Load Balancer

A client application can connect a virtual machine on an availability set in a Microsoft Azure
environment to a cluster node by using a public virtual IP address (hereinafter referred to as VIP).
By using a VIP, a client need not be conscious about the switching of virtual machines upon failover
occurrence or group migration.

A cluster built in a Microsoft Azure environment in Figure 1-3 is accessed by specifying a global IP
address of the Microsoft Azure Load Balancer (Load Balancer in Figure 1-3).

Active and standby nodes of a cluster are switched by using probes of Microsoft Azure Load
Balancer. To use Microsoft Azure Load Balancer probes, use a probe port provided by the
EXPRESSCLUSTER Azure probe port resource.

Activating the Azure probe port resource starts a probe port control process in standby for alive
monitoring (access to a probe port) from Microsoft Azure Load Balancer.

Deactivating the Azure probe port resource stops a probe port control process in standby for alive
monitoring (access to a probe port) from Microsoft Azure Load Balancer.

The Azure probe port resource also supports the Microsoft Azure internal load balancer (Internal

Load Balancing: ILB). For the internal load balancer, a Microsoft Azure private IP address is used
as a VIP.

13
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Figure 1-4 HA Cluster Using the Internal Load Balancer

The following are examples of two HA cluster configurations using a load balancer. Select a load
balancer to use depending on your purpose.

Purpose

Load balancer to use

Creating procedure

Disclosing operations outside
the Microsoft Azure network

Internet facing load balancer

See " Chapter 4
Cluster Creation
Procedure (for an
HA Cluster Using an
Internet Facing
Load Balancer)” in
this guide.

Publishing operations within
the Microsoft Azure network

Internal load balancer (ILB)

See " Chapter 5
Cluster Creation
Procedure (for an
HA Cluster Using an
Internal Load
Balancer)” in this
guide.

The following table describes the EXPRESSCLUSTER resources and monitor resources required
for a HA cluster using a load balancer.

14




Overview

Resource or monitor

Azure probe port resource is not running.

Description Setting
resource type
Azure probe port Provides a mechanism to wait for alive
resource monitoring from a load balancer on a specific Required
port of a node in which operations are running.
Azure probe port Performs alive monitoring of a probe port control
monitor resource process, which starts upon activation of the .
. . Required
Azure probe port resource, for a node in which
the Azure probe port resource is running.
Azure load balance Monitors whether a port with the same number
monitor resource as a probe port is open for a node in which the Required

IP monitor resource

Monitors whether communication with the
Microsoft Azure Service Management APl is
possible, and also monitors health of
communication with an external network.

When an Internet
facing load balancer
is used, required to
monitor
communication
between clusters
that are configured
with virtual
machines, and also
to monitor health of
communication with
an external network.

Custom monitor
resource

Monitors communication between clusters that
are configured with virtual machines, and also
monitors health of communication with an
internal network.

When an Internet
facing load balancer
is used, required to
monitor whether
communication with
the Microsoft Azure
Service
Management API is
possible, and also to
monitor health of
communication with
an external network.

Multi-target monitor
resource

Monitors the statuses of both the IP monitor
resource and custom monitor resource. If the
statuses of both monitor resources are
abnormal, a script in which a process for
network partition resolution (NP resolution) is
described is executed.

When an Internet
facing load balancer
is used, required to
monitor health of
communication
between an internal
network and
external network.

PING network partition
resolution resource

When an internal load balancer (ILB) is used,
monitors health of communication between
subnets by checking whether to communicate
with a device that is always on and can return a
response to ping (ping device).

When an internal
load balancer (ILB)
is used, required to
monitor health of
communication
between subnets.

Other resources and
monitor resources

Depends on the configuration of application,
such as a mirror disk, that is used in an HA
cluster.

Optional

For details about other resources and monitor resources, see the following:
. Chapter 5, “Group resource details” in the Reference Guide.
. Chapter 6, “Monitor resource details” in the Reference Guide.

15




1.3 Network partition resolution

Virtual machines configuring an HA cluster mutually performs alive monitoring through a heartbeat
communication. If the virtual machines exist in different subnets, an undesirable event, such as an
application starting more than once, occurs if a heartbeat ceases. To prevent a service from starting
more than once, it is necessary to identify whether other virtual machines went down or whether the
applicable virtual machine was isolated from a network (network partitioning: NP).

The network partition resolution feature (NP resolution) sends ping to or checks a LISTEN port of a
device that is always on and can return a response to ping etc. (access destination). If there is no
reply, this feature judges that the device entered the NP status and executes the specified action
(such as a warning, recovery action, and server shutdown).

The access destination used on Microsoft Azure described in the following table.
(*) A private IP address of an internal load balancer (ILB) cannot be used because it does not reply
to ping.

EXPRESSCLUSTER
Scope of N resources, monitor resources,
disclosure access destination Procedure and commands to be used for
NP resolution
Outside the Microsoft Azure Service | Checking a « Custom monitor resource
Microsoft Azure Management API LISTEN port « clpazure_port_checker
Virtual network (management.core.wind command
ows.net)
each cluster server Ping * |P monitor resource
Inside the Servers, excluding a Ping * PING network partition
Microsoft Azure cluster server, that exist resolution resource
Virtual network within the Microsoft
Azure network(*)

For details about NP resolution, see the following:
*  Chapter 7, “Network partition resolution resources details” in the Reference Guide.

Setting the NP resolution destination
You need to examine the NP resolution destination and method depending on the location of clients
accessing a cluster system and the condition for connecting to an on-premise environment (for
example, using a dedicated line).

How to judge the network partition status
EXPRESSCLUSTER provides the clpazure_port_checker command to judge the network partition
status. Use this command as Script created with this product of the custom monitor resource or
multi-target monitor resource.
For details about the clpazure_port_checker command, see the following subsections.

16



Overview

Checking the TCP port listening status
(clpazure port checker command)

clpazure_port_checker Checks whether a LISTEN port exists among TCP ports of the

Command line

specified server.

clpazure_port_checker -h hostname -p port

Description

Options

Return
values

This command checks whether a LISTEN port exists among TCP
ports of the server specified for an argument.

If there is no response five seconds (fixed) after the command
execution, it is judged that an error (timeout) has occurred.

In case of an error, an error message is output to the standard output.
Executing this command from the custom monitor resource makes it
possible to judge the network partition status.

For the configuration example of network partition resolution using this
command, see "3.3 Configuring the EXPRESSCLUSTER settings”
and "5.3 Configuring the EXPRESSCLUSTER settings"

-h hostname Specify the determining server as hostname (by
using an FQDN name or IP address). This option
cannot be omitted.

Specify the determining port number as port (by

-p port

PP using a port number or service name). This option
cannot be omitted.

0 Normal

1 Error (communication error)

2 Error (timeout)

3 Error (invalid argument or internal error)

17



1.4 Differences between on-premises and
Microsoft Azure

The following table describes the functional differences of EXPRESSCLUSTER between on-
premises and Microsoft Azure. "Y" indicates that the relevant function can be used and "N" indicates
that the relevant function cannot be used.

Function On-premise Microsoft Azure

Resource Manager
deployment model

Creating a shared disk type cluster Y N

Creating a mirror disk type cluster Y Y

Creating a hybrid disk type cluster Y N

Using the floating IP resource Y N

Using the virtual IP resource Y N

Using the Azure probe port resource N Y

Using the Azure DNS resource N Y

For the procedure to create a 2-node cluster using a mirror disk on an on-premise or Microsoft Azure
environment, see the following subsections.

The difference of the procedure to create a cluster between an on-premise environment and
Microsoft Azure environment is whether or not configuring the Microsoft Azure settings in advance
is required.

HA cluster using Azure DNS

For Microsoft Azure, execute steps 1 to 6 in the following table after logging in to the Microsoft
Azure portal (https://portal.azure.com/).
For Microsoft Azure, execute steps 7 to 17 after logging in to each virtual machine.

18

?\fgp Procedure On-premise Microsoft Azure
Before installing EXPRESSCLUSTER

1 Creating a resource Not required See 32 anﬁggrmg Microsoft
group Azure” in this guide.

> Creating a virtual Not required See 32 anﬁggrmg Microsoft
network Azure” in this guide.

3 Creat!ng a virtual Not required See 32 Co_nﬁggrmg Microsoft
machine Azure” in this guide.

4 Setting a private IP Not required See 32 Co_nflgu_rmg Microsoft
address Azure” in this guide.

5 Adding Blob storage

Not required

See "3.2 Configuring Microsoft
Azure” in this guide.

Creating a DNS

See "3.2 Configuring Microsoft

6 zone Not required Azure” in this guide.
Setting up the DNS | See the manual provided with .
! server the OS or DNS server. Not required
See the following:
« "Settings after configuring
hardware" in Chapter 1,
“Determining a system
Setting a patrtition for configuration" in the " N .
8 the mirror disk Installation and See 3.2 Configuring Microsoft

resource

Configuration Guide.

+ "Understanding mirror disk
resources" in Chapter 5,
“Group resource details" in
the Reference Guide.

Azure” in this guide.
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Sl\;[gp Procedure On-premise Microsoft Azure
9 Adjusting the OS
startup time
10 S:tsxfcl)(rllr(] %gt]t‘iang See "Settings after configuring
- - hardware" in Chapter 1,
11 ;::t(t:';ﬁzmg the firewall “Det.ermin?ng a system . Same as "On-premise"
— configuration" in the Installation
1o | Synchronizingthe | 54 Configuration Guide.
server time
Disabling the power
13 ; .
saving function
Installing the Azure . See "3.2 Configuring Microsoft
14 CLI Not required Azure” in this guide.
15 Regi_sterin_g t_he Not required See 32 anfiggring Microsoft
service principal Azure” in this guide.
instaling EXPRESSCLUSTER" It
in the " -
16 EXPRESSCLUSTE Installation and Configuration Same as "On-premise
Guide.
After installing EXPRESSCLUSTER
Registering the See Chapter 4, “Registering
17 EXPRESSCLUSER the license." in the Installation | Same as "On-premise"
license and Configuration Guide.
See "Creating the configuration
Creating a cluster: git: ?f asntzge clgste;h|n The COM heartbeat, BMC
18 Setting the heartbeat ptero, reating tne . heartbeat, and disk heartbeat
method cluster conf!guratlon data" in cannot be used.
the Installation and
Configuration Guide.
The network partition
resolution resource is used.
See the following:
+ "Creating the configuration
Creating a cluster: data of a node cluster" in " L
19 Setting. the NP Chapter 5, “.Creat.ing the " 2)6(?3;E?)Sggrlifbgsu{'lggRt;]:ttings” in
resolution cluster configuration data".in this guide
processing the Installation and ’
Configuration Guide.
« Chapter 8, “Network partition
resolution resources details”
in the Reference Guide.
In addition to the references for
on-premises, see the following:
» "Understanding Azure DNS
resources" in Chapter 5,
See "Creating the configuration "Group resource details" in
Creating a cluster: data of a node cluster" in the Reference Guide.
20 Creating a failover Chapter 5, “Creating the > "Understanding Azure DNS

group and monitor
resource

cluster configuration data".in
the Installation and
Configuration Guide.

monitor resources" in
Chapter 6, "Monitor resource
details" in the Reference
Guide.

» "3.3 Configuring the

EXPRESSCLUS settings" in
this guide.

19




HA cluster using a load balancer
For Microsoft Azure, execute steps 1 to 5, and 7 to 8 in the following table after logging in to the
Microsoft Azure portal (https://portal.azure.com/).
For Microsoft Azure, execute steps 6, and 9 to 15 after logging in to each virtual machine.

20

Step
No.

Procedure

On-premise

Microsoft Azure

Before installing EXPRESSCLUS

TER

Creating a resource
group

Not required

See either of the following

depending on the load balancer

to use:

« "4.2 Configuring Microsoft
Azure" in this guide

» "5.2 Configuring Microsoft
Azure" in this guide

Creating a virtual
network

Not required

See either of the following

depending on the load balancer

to use:

« "4.2 Configuring Microsoft
Azure" in this guide

« "5.2 Configuring Microsoft
Azure" in this guide

Creating a virtual
machine

Not required

See either of the following

depending on the load balancer

to use:

« "4.2 Configuring Microsoft
Azure" in this guide

« "5.2 Configuring Microsoft
Azure" in this guide

Setting a private IP
address

Not required

See either of the following

depending on the load balancer

to use:

« "4.2 Configuring Microsoft
Azure" in this guide

« "5.2 Configuring Microsoft
Azure" in this guide

Adding Blob storage

Not required

See either of the following

depending on the load balancer

to use:

« "4.2 Configuring Microsoft
Azure" in this guide

« "5.2 Configuring Microsoft
Azure" in this guide

Setting a patrtition for
the mirror disk
resource

See the following:

+ "Settings after configuring
hardware" in Chapter 1,
“Determining a system
configuration" in the
Installation and
Configuration Guide

 "Understanding mirror disk
resources" in Chapter 5,
“Group resource details" in
the Reference Guide.

See either of the following

depending on the load balancer

to use:

« "4.2 Configuring Microsoft
Azure" in this guide

« "5.2 Configuring Microsoft
Azure" in this guide

Creating and
configuring a load
balancer

Not required

See either of the following
depending on the load balancer
to use:

+ "4.2 Configuring Microsoft

Azure" in this guide
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Sl\;[gp Procedure On-premise Microsoft Azure
+ "5.2 Configuring Microsoft
Azure" in this guide
See either of the following
depending on the load balancer
. . to use:
8 Settlnlg the inbound Not required « "4.2 Configuring Microsoft
security rules T .
Azure" in this guide
» "5.2 Configuring Microsoft
Azure" in this guide
Adjusting the OS
9 >
startup time
10 Shts\fkrlsg t?t‘ian See "Settings after configuring
CT] ?(. S?h fg i hardware" in Chapter 1,
11 tfc ing the firewall | «petermining a system Same as "On-premise”
Seting configuration" in the Installation
12 | Synchronizing the and Configuration Guide.
server time
Disabling the power
13 : )
saving function
Installing See Chapter 3, “Installing
EXPRESSCLUSTER" in the " .
14 EXPRESSCLUSTE Installation and Configuration Same as "On-premise
Guide.
After installing EXPRESSCLUSTER
Registering the See Chapter 4, “Registering
15 EXPRESSCLUSER the license" in the Installation | Same as "On-premise"
license and Configuration Guide.
See "Creating the configuration
Creating a cluster: g?]t: ?LraSn?g?e(;:rs]te:H;n The COM heartbeat, BMC
16 Setting the heartbeat | P ’f. . gd heartbeat, and DISK heartbeat
method cluster configuration data” in cannot be used
the Installation and '
Configuration Guide.
The network partition
resolution reso.urc.:e is used. See either of the following
See the following: )
" . . . depending on the load balancer
+ "Creating the configuration to use:
Creating a cluster: data of a node cluster" in . See."4 3 Configuring the
17 Settlng_ the NP Chapter 5, _Creat_lng the - EXPRESSCLUSTER
resolution cluster configuration data”. in P .
: . settings” in this guide.
processing the Installation and " fiouring th
Configuration Guide * See '5.3 Configuring the
p " EXPRESSCLUSTER
« Chapter 8, “Network partition P .
. o settings” in this guide.
resolution resources details
in the Reference Guide.
See the following in addition to
the description of "On-premise."
See "Creating the configuration ) Understandm%] .Azure probe
. ) port resources” in Chapter 5,
Creating a cluster: data of a node cluster" in . e
: ; p . Group resource details" in the
Creating a failover Chapter 5, “Creating the .
18 Reference Guide.

group and monitor
resource

cluster configuration data" in
the Installation and
Configuration Guide.

« "Understanding Azure load
balance monitor resources” in
Chapter 6, “Monitor resource
details" in the Reference
Guide.
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Step
No.

Procedure

On-premise

Microsoft Azure

« "Understanding Azure load
balance monitor resources” in
Chapter 6, “Monitor resource
details" in the Reference
Guide.

See either of the following
depending on the load balancer
to use:

+ See "4.3 Configuring the
EXPRESSCLUSTER
settings” in this guide.

» See "5.3 Configuring the
EXPRESSCLUSTER
settings® in this guide.




Operating Environments

Chapter 2 Operating Environments
2.1 HA cluster using Azure DNS

See the following:
+  "Getting Started Guide" > "Chapter 3, Installation requirements for EXPRESSCLUSTER" >
"Operation environment for Azure DNS resource and Azure DNS monitor resource"

x86_64
oS Windows Server 2016 DataCenter
EXPRESSCLUSTER | EXPRESSCLUSTER X 4.0 for Windows(Internal version: 12.00)
Microsoft Azure | Resource Manager
deployment model
Location Japan East
Mirror disk size Disk size: 20 GB
(1 GB for a cluster partition and 19 GB for a data partition)
Azure CLI 2.0 (1.0 is not available.)
Python 2.7

The Azure CLI and Python must be installed because Azure DNS resource use them.
Python is installed together with the Azure CLI 2.0.

For details about the Azure CLI, see the following website:

Microsoft Azure Documentation:

https://docs.microsoft.com/en-us/azure

Azure DNS must be installed because Azure DNS resource use it. For details about Azure DNS, see
the following website:
Azure DNS: https://azure.microsoft.com/en-us/services/dns/

2.2 HA cluster using a load balancer

See the following:

+  "Operation environment for Azure probe port resource, Azure probe port monitor resource, Azure
load balance monitor resource" in Chapter 3, "Installation requirements for EXPRESSCLUSTER"
in the Getting Started Guide.
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Chapter 3 Cluster Creation Procedure

(for an HA Cluster Using

Azure DNS)
3.1 Creation example

This guide introduces the procedure for creating a 2-node unidirectional standby cluster using
EXPRESSCLUSTER. This procedure is intended to create a mirror disk type configuration in which
node-1 is used as an active server.

The following tables describe the parameters that do not have a default value and the parameters

whose values are to be changed from the default values.

Microsoft Azure settings (co

mmon to node-1 and node-2)

Setting item | Setting value
Resource group setting
Name TestGroupl
Resource group location Japan East
Virtual network setting
Name Vnetl
Address space 10.5.0.0/24
Subnet name Vnetl-1
Subnet address range 10.5.0.0/24
Resource group name TestGroupl
Location Japan East
DNS zone setting
Name clusterl.zone
Resource group TestGroupl
Resource group location Japan East

Record set

test-record1

Microsoft Azure settings (sp

ecific to each of node-1 and node-2)

Setting item Setting value
node-1 | node-2
Virtual machine setting
VM disk type HDD
User name testlogin
Password PassWord_123
Resource group name TestGroupl
Location Japan East
Storage account setting
Name clstorageaccl
Performance Standard
Replication Locally-redundant storage (LRS)

Network security group setting

Name | NetSecGroup-1
Availability set setting

Name AvailabilitySet-1
Update domains 5

Fault domains 3

Diagnostics storage account setting

Name clstorageaccdiagl

Performance Standard

Replication Locally-redundant storage (LRS)

IP configuration setting

IP address [ 10.5.0.120 | 10.5.0.121
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Setting item Setting value
node-1 | node-2
Blob storage setting
Name Node-1Blob1 | Node-2Blobl
Source type New (empty disk)
Account type Standard (HDD)
Size 20

EXPRESSCLUSTER settings (cluster properties)

Setting item Setting value
node-1 | node-2
Cluster Name Clusterl
Server Name node-1 | node-2
Timeout Tab: Heartbeat | 210

Timeout

EXPRESSCLUSTER settings (failover group)

Resource name Setting item Setting value
Mirror disk resource Name md
Details Tab: Data Partition | G:
Drive Letter
Details Tab: Cluster | F:
Partition Drive Letter
Azure DNS resource Name azurednsl
Record Set Name test-recordl
Zone Name clusterl.zone
IP Address (nodel) 10.5.0.120

(node2) 10.5.0.121

Resource Group Name

TestGroupl

User URI

http://azure-test

Tenant ID XXXXXXXX-XXXX-XXXK-XXXX-
XXXXXXXXXKXX

File Path of Service | C:\Users\ testlogin\examplecert.pem

Principal

Azure CLI File path

C:\Program Files(x86)\Microsoft
SDKs\Azure\CLI2\wbin\az.cmd
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EXPRESSCLUSTER settings (monitor resource)

Monitor resource name Setting item Setting value
Mirror disk monitor | - -
resource
Azure DNS monitor | Name azurednswl
resource
Custom monitor resource | Name genwl
Script created with this product | On
Monitor Type Synchronous
Normal Return Value 0

Recovery Action

Execute only the final action

Recovery Target

LocalServer

IP monitor resource

IP monitor resource

Name ipwl

Server to monitor node-1

IP address 10.5.0.121

Recovery Action Execute only the final action
Recovery Target LocalServer

Name ipw2

Server to monitor node-2

IP address 10.5.0.120

Recovery Action Execute only the final action

Recovery Target

LocalServer

Multi-target monitor

resource

Name mtwl

Monitor resource list genwl
ipwl
ipw2

Recovery Action

Execute only the final action

Recovery Target

LocalServer
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3.2 Configuring Microsoft Azure

1) Creating aresource group
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a resource group following
the steps below.

1. Select Resource groups or the resource group icon in the menu on the left side of the window.
If there are existing resource groups, they are displayed in a list.

Dashboard ¥ + ¢ © /7 & @

+ Create a resource

All services
All resources
ALL SUBSCRIPTIONS

U Refresh
Dashboard Service Health
Resource groups - Personalized guidance and support when issues
= in Azure services affect you. Learn more &
#2 Al resources ,@
Recent =
- i 1 3
App Services nJ
Virtual machines (class... Marketplace Help + suppart
Virtual machines See more.

SQIL databases

Cloud services (classic)
Security Center
Subscriptions

DNS zones

@ Availability sets

. Storage accounts
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2. Select +Add at the upper left of the window.

(@]

Micre ure SOUTCES, 5 s and docs

o= 2dd  EE Editcolumns ) Refresh # Assign Tags

Subscriptions:

*
\ All lacations | | Mo grouping v
=
16items
L1 NAME SUBSCRIPTION LOCATION
o West US

South Central US

(L
o South Central US
- " Japan West
'i’ & East Asia
! > = South Central US
3 . - South Central US

50

North Europe

i

R A AR

South Central US

L ]
[ 3 South Central US
? o Japan East
> Japan East
® o Japan East
f] g Japan East

n
4

3. Specify Resource group name, Subscription, and Resource group location, and click
Create.

rch resources, services and docs

group

# X Resource group O X

Create an empty resource group

= 4dd  EE Edit columns ==+ More * Resource group name

‘ TestGroupl v |

* Subscription

16items

NAME

+

AR AR IR A

+

AR AR AR AR A A

(3

BB



Cluster Creation Procedure (for an HA Cluster Using Azure DNS)

2) Creating a virtual network
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a virtual network following
the steps below.

1. Select +Create a resource or the + icon in the menu on the left side of the window.

Dashboard ¥ + ¢ & ~» &

Create a resource

All services
All resources
ALL SUBSCRIPTIONS

B ) Refresh
Dashboard Service Health

Personalized guidance and support when issues

Resource groups -
= in Azure services affect you. Learn more &

All resources. ,@
Recent x
n i q
App Services ! nJ
Virtual machines (class... Marketplace Help + support

Virtual machines

R s0L databases
Cloud services (classic)
Security Center
Subseriptions
DNS 7ones

L Availability sets

= Storage accounts

2.

o

Azure Marketplace Seeall  Featured See

Get started Virtual network

Learn more
Recently created

Compute Load Balancer

Learn more

Networking

Storage Application Gateway

Learn more

Web + Mobile

Containers

Virtual network gateway
Databases & Learn more
|

Data + Analytics
Local network gateway
Al + Cognitive Services Learn more

Internet of Things

Enterprise Integration Traffic Manager profile

Learn more

Security + Identity

Developer toals DNS zone

Learn more
Menitoring + Management

Add-ons Route table

Blockchain Learn more

ExpressRoute -
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3. Specify Name, Address space, Subscription, Resource group name, Location, Name of
Subnet, and Address range, and click Create.

[ 10500724 V]
105,00 - 10.5.0.255 (256 addresses)

* Subscription

-
) Create new (@) Use existing
TestGroupl -
* Location
Japan East -
Subnet
* Name
[ Vrett-1 v]
* Address range @
[ 10500724 V]

10.5.0.0 - 10.5.0.255 (256 addresses)

v
o

IS Enabled

Pin to dashboard

m Automation options
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3) Creating a virtual machine
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create virtual machines and disks
following the steps below.
Create as many virtual machines as required to create a cluster. Create node-1 and then node-2.

1. Select +Create a resource or the + icon in the menu on the left side of the window.

Dashboard ¥ + # & ~» &

Create a resource

All services
All resources
ALL SUBSCRIPTIONS

* U Refresh
B pashboard Service Health

¥ Resource groups Personalized guidance and support when issues

b4 in Azure services affect you. Learn more @
All resources ]
@
° Recent "
n [l f ]
. App Services ! nJ
m Virtual machines (class... Marketplace Help + support
B virtual machines See

=
st

SQL databases
& doud services (classic)
@ Ssecurity Center

f Subscriptions

@ DNS zones
Availability sets

. Storage accounts

2. Select Compute and then See all.

earch resources, services and docs

Azure Marketplace Seeall  Featured

Get started Windows Server 2016 Datacenter

Quickstart tutoria

Recently created

| Compute | Red Hat Enterprise Linux 7.2
& red Learn more

eamn more
Networking
Storage Ubuntu Server 16.04 LTS
Web + Mobile Quickstart tutorial
Containers

SQL Server 2017 Enterprise Window
Databases Server 2016

. Learn more
Data + Analytics
Reserved VM Instances

Al + Cognitive Services
Learn more

Internet of Things

Enterprise Integration Service Fabric Cluster
) Learn more
Security + Identity

Developer tools Web App for Containers

SoEED

Monitoring + Management bearn mere

Add-ons Function App

Blockchain Quickstart tutorial

n
.
3
¥
n
4
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3. Select Windows Server 2016 Datacenter.

4. The Basics blade is displayed. Specify Name, VM disk type, User name, Password,
Confirm password, Subscription, Resource group name, and Location, and click OK. For
Name, specify node-1 for node-1 and node-2 for node-2.

* MName

‘I Basics > | modet J|

Configure basic settings
VM disk type @
[ koo ~ ]

* User name

| testlogin \/|
3 * Password

* Confirm password

Subscription

* Resource group @

_‘ Create new !' Use existing
TestGroupl v

* Location

Japan East v

Save money

Save up to 40% with a license you already v

5. The Choose a size blade is displayed. Select the size appropriate for the usage purpose of
the virtual machines from the list and click Select. In this guide, A1 Standard is selected.

x [ > &

> New > Create virtual mai

Create virtual machine

nd their features

Supported disk type Minimum vCPUs Minimum memory (GiB)

1 Basics v HOD v | O 1] O 0

Done

77 Recommended | View all

2 B > D1.V2 Standard 1 D1 Standard -} Al Standard ¥
1 1 wcpu ]

Choose virtual machine size

]
vCPU . 1 CPu b
I ]
35 G 35 68 '1.75 cB '
[l ]
3 = 4 o 4 e 2 ]
Configure optional features = patadisks =2 pata disks : == Datadisks :
S 2x500 S 2x500 | m 2x500 1
Max 10PS Max 10PS ' Max 10PS '
50 GB 50 GB 1 ; 1
4 W s W aiso k P Load balancing a
ndows Server 2016 Datacente % Load balancing %9 Load balancing 1 1
i '
i '
' '
' '
' '
' '
' '
11,226.96 11,226.96 . 5.148.48 .
IPY/MONTH (ESTIMATED) IPY/MONTH (ESTIMATED) JPY/MONTH (ESTIMATED) 1
P At gt :

A

Select
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6.

7.

The Settings blade is displayed. Specify Availability set, Storage account, Public IP
address, Network security group, and Diagnostics storage account.
Select No for Use managed disks.

Done

2 Size v

Done

3 Settings

Configure optional features

High availability

Ayailability zone (Preview) @

~

No availability zones are available for the
lacation you have selected. Current supported
locations are: East US 2, Central US, West
Europe.

* Pvailability set @

Naone

Storage

Use managed disks @

* Storage account @ 5

devgroupdisks149

Network

* Virtual network @

Vnet1

* Subnet @
Vnet1-1(10.5.0.0/24)

* Public IP address @

[neud nnda-1.in

Return to the Settings blade and select Availability set. For node-1, the Change availability
set blade is displayed. Select Create new. Specify Name, Fault domains, and Update
domains, and click OK. For node-2, the Change availability set blade is displayed. Select

3] _O Seaq

High availability

Availability zone (Preview) @

AvailabilitySet-1 created for node-1

v
= Ne availability zones are available for the
location you have selected. Current supported
locations are: East US 2, Central US, West
(7] Europe.
- * Availability set @ >
. None
Storage
(] Use managed disks @
No
Lo}
* Storage account @
[ ] ¢ >
devgroupdisks149
-
@
Network
‘ * Virtual network @
>
& Vnetil
? * Subnet @ >
Vnet1-1 (10.5.0.0/24)
®
* Public IP address @
>
1Y [raud mada_in
= [ oc |

Vou can creste a new avsilability set
or select an existing availability set
in the same location and resource

group as the VM.

Create new

None

* Name

[ AvailabilitySet-1

Fault domains @
L ________§ 2
Updste domains @

mmn() 5
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9. Select Storage account. For node-1, the Create storage account blade is displayed. Specify
Name, Performance, and Replication, and click OK. For node-2, the Choose storage
account blade is displayed. Select clstorageaccl created for node-1.

Create storage account

A
* Mame
‘ clstorageaccl
*
- o These are the storage accounts in the selected subscription and location Japan East'. «core.windows.net
Performance @
= ¥
(7] Create new Replication @
Locally-redundant storage (LRS) v
i B -
Japan East, Stan...
e . Japan East, Stan...
m Japan East, Stan..,
= B -
Japan East, Stan...
-
=
-
@ Japan East, Stan...
a -
L) Japan East, Stan...
A =
Japan East, Stan..,
®
- > ~
]
= [__oc |

10. Return to the Settings blade and select Public IP address.
11. The Choose public IP address blade is displayed. Select None. Ignore the Create public IP
address blade.
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12. Return to the Settings blade and select Network security group. For node-1, the Create
network security group blade is displayed. Specify Name and click OK. For node-2, the
Choose network security group blade is displayed. Select NetSecGroup-1 created for node-

1.

Home > New > Create virtual machine > Settings > Choose ne

Settings

Q@

Create network security group B X

Use managed disks @

* Storage account @

>
clstorageacc!
Network
* Virtual network @ a
Vnet1
* Subnet @ S
Vret1-1 (10.5.0.0/24)
* Public IP address @ >
None
* Metwork security group (firewall) @ >
(new) node-1-nsg
Extensions
Extensions @
>

No extensions

Auto-shutdown

Enable auto-shutdown @

These are the network security

groups in the selected
subscription and lacation ‘Japan

East’.

Create new
U None

G & & &&E&

* Name

‘ NetSecGroup-1 |

Inbound rules @
1000: default-allow-rdp
Any ‘\f’
RDP (TCP/3389)
+ Add an inbound rule
Outhound rules &

No results

+ Add an outbound rule
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13. Select Storage account. For node-1, the Create storage account blade is displayed. Specify
Name, Performance, and Replication, and click OK. For node-2, the Choose storage
account blade is displayed. Select clstorageaccdiagl created for node-1.

‘ clstorageaccdiagl

o These are the storage accounts in the selected subscription and location 'Japan East'. -corewindows.net

Performance @

Create new Replication @

Locally-redundant storage (LRS) v

-
clstorageaccl

TestGroupl Japan East, Stan...

Japan East, Stan...

Japan East, Stan..,
Japan East, Stan...
-
Japan East, Stan...
>
Japan East, Stan...

Japan East, Stan..,

14. Return to the Settings blade and click OK.

* Network security group (firewall) @

NetSecGroup-1

Extensions

Extensions @

No extensions

Auto-shutdown

Settings
Configure optional features Enable auto-shutdown @

4 Monitoring

er 2016 Datacente | Boot diagnostics @
Disabled REAE]

Guest 05 diagnostics @

ETEE Enabled

* Diagnostics storage account @ 5

clstorageaccdiag1

Backup
Backup @

Disabled [ElI]
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15. The Create blade is displayed. Check the contents displayed on the Create blade and click
Create if the contents are correct.

1 Basics

Dene

2 Size

Done

3 Settings

Done

4 Summary

Windows Server 2016 Datacenter

@ viidetion passed

~
Offer details

Standard A1

by Microsoft

Terms of use | privacy policy

For pricing information and to determine which offerings may be purchased using monetary
commitment funds or subscription credits, please contact your reseller.

Summary

Basics

Subscription

Resource group TestGroupl

Location Japan East

Settings

Computer name nade-1

Dick type HDD

User name testlogin

Size Standard A1 (1 veou. 1,75 GB memonv) v

Terms of use

By clicking “Create”, | () agree to the legal terms and privacy statement(s) associated with each &
Marketplace offering above, and (b) agree that Microsoft may share my contact information and
transaction details (including usage volume associsted with the offering) with the seller(s) of the

offerina(s! for transactional purooses, Microsoft does not provide riahts for third-partv products ¥

Download template and parameters
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4) Setting a private IP address
Log in to the Microsoft Azure portal (https://portal.azure.com/) and change the private IP address
setting following the steps below. Since an IP address is initially set to be assigned dynamically,
change the setting so that an IP address is assigned statically. Change the settings of node-1 and
then node-2.

1.

2.

Select Resource groups or the resource group icon in the menu on the left side of the window.

Dashboard ¥ + ¢ & 7 & ®

+ Create a resource

All services
All resources
ALL SUBSCRIPTIONS

U Refresh
Dashboard Service Health
Resource groups - Personalized guidance and support when issues
= in Azure services affect you. Learn more &
£ All resources )
° Recent =
- [l 1 )
. App Services nJ
m Virtual machines (class... Marketplace Help + support

B virtual machines

= s0L databases

Cloud services (classic)
Security Center
Subscriptions

DNS zones

i@ Availability sets

. Storage accounts

o= 2dd  EE Editcolumns ) Refresh # Assign Tags

Subscriptions:

\ All lacations | | Mo grouping v
17 items
NAME SUBSCRIPTION LOCATION
(Call South Central US -
[ Gl . Japan West
. (gl n m - East Asia
(Call South Central US
2 Gl South Central US
L] Gl North Europe
] (&gl South Central US
&%) South Central US
@ Gl Japan East
L] (gl Japan East
? (Call Japan East
® Gl Japan East
™) Japan East
= (&gl = Japan East
|} (&l TestGroupl Japan East
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3. The summary of TestGroupl is displayed. Select virtual machine node-1 or node-2 from the
item list.

* ] Owverview

L B Activity log

Y] am Access control (IAM)
& Tags

L SETTINGS

. Quickstart

a 2 Resource costs

@ e Deployments

- Policies
=

i= Properties
8 Locks

Automation script

® MONITORING
iiil Metrics
Alert rules
=

4. Select Networking.

= Add

Subscription (change) Deployments
3 Succeeded

Edit columns [ Delete resource group | U Refresh : => Move ® Ass gn Tags

Subscription ID

All types ~ Alllecations. ~ Ne
9 items Show all resources
NAME TYPE LOCATION
AvailabilitySet-1 Availability set Japan East
E5 cistorageacel Storage account Japan East
E5 clstorageaccdiagl Storage account Japan East
[ NetsecGroup-1 Network security group Japan East
gl node-1 Virtual machine Japan East
B rodet630 Network interface Jzpan East
4l node-2 Wirtual machine Japan East
B rode-2542 Network interface Japan East
> Vnetl Wirtual network Japan East
>

* Overview

L B Activitylog

(7] i Access control (LAM)
& Tags

3 Diagnose and solve problems

(L]
. SETTINGS
a
=

& Networking
= Disks
= Size
.
T Extensions
@
Availability set
L)
& Configuration
Properties
]
ﬂ Locks

Automation script

¥ Attach network interface % Detach network interface

~
& Network Interface: node-1639 ective security rules Topology @
Virtual network/subnet: Vnet1/Vnetl-| Public IP: None Private IP: 10.5.0.5
INBOUND PORT RULES |0 |
@ Network security group NetSecGroup-1 (attached to network interface: Add inbound port
node-1639)
Impacts 0 subnets, & network interfaces
PRIORITY  NAME PORT PROTOCOL  SOURCE DESTINATIO... ACTION
1000 default-allow-rdp 3389 TCP Any Any @ Allow e
65000 AllowWnetinBound Any Any VirtualNet... VirtualNet... @ Allow e
65001 AllowAzureloadBalan... Any Any Azureload... Any @ Allow .
65500 DenyAllinBound Any Any Any Any © Deny
OUTBOUND PORT RULES ©
@ Network security group NetSecGroup-1 (attached to network interface: Add outbound port
node-1639)
Impacts D subnets, 6 network interfaces
PRIORITY  NAME PORT PROTOCOL  SOURCE DESTINATIO... ACTION
65000 AllowVnetOutBound Any Any VirtualNet... VirtualNet... & Allow ..
65001 AllowinternetOutBou... Any Any Any Internet @ Allow . v

5. Select a network interface displayed in the list. The network interface name is generated

automatically.
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6.

9.

Select IP configurations.

o 4 add FHsave ¥ Discard

IP forwarding settings

IP forwarding UL Enabled

B Ovenview

= B Activity log
Virtual network Vnet1
Y] am Access control (IAM)
& Tags IP configurations
* Subnet Vnet1-1(10.5.0.0/24) Y
L SETTINGS
---------------------------------- 0
[} IP configurations |
_— NAME IP VERSION  TYPE PRIVATE IP ADDRESS PUBLIC IP ADDRESS
[5 ] DNS servers
ipconfigl IPv4 Primary 10.5.0.5 {Dynamic)
[ ] U Metwork security group
- ‘I Properties
=
‘ ﬂ Locks
2 Automation script
®
? SUPPORT + TROUBLESHOOTING
® ¥ Effective security rules
]
(3 Effective routes
L]
New support request v
=

Only ipconfigl is displayed in the list. Select it.
Select Static for Assignment under Private IP address settings. Enter the IP address to be
assigned statically in the IP address text box and click Save at the top of the window. The IP
address of node-1 is 10.5.0.120. The IP address of node-2 is 10.5.0.121.

N . x

Hsave X Discad

Public IP address settings

Public IP address
Disabled [EELIIG]

Private IP address settings
Virtual network/subnet
Vnet1/Vnet1-1

Assignment

Dynamic [

* |P address

[ 1050120

The virtual machines restart automatically so that new private IP addresses can be used.
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5) Adding Blob storage
Log in to the Microsoft Azure portal (https://portal.azure.com/) and add Blob storage to be used for
a mirror disk (cluster partition or data partition). Change the settings of node-1 and then node-2.

1. Select Resource groups or the resource group icon in the menu on the left side of the window.

Dashboard ¥ + ¢ & v @ ©

+ Create a resource

All services
All resources
ALL SUBSCRIPTIONS

Q) Refresh
®=| Dashboard Service Health
¥ Resource groups - Personalized guidance and support when issues
= in Azure services affect you. Learn more &
#2 Al resources .@
° Recent x
= i 1 ']
. App Services nJ
B3 virtual machines (class... Marketplace Help + support
B virtual machines See more.

=
st

SQL databases

Cloud services (classic)
Security Center
Subseriptions

DNS 7ones

@ availability sets

. Storage accounts

2.

Select TestGroupl from the resource group list.

vices and docs

® i

= Add S Editcolumns ) Refresh

Subscriptions:

‘ All locations ~ No grouping v
17 items
NAME SUBSCRIPTION LOCATION
. -

(&gl South Central US
0 &%) = Japan West
Py (W) i P East Asia

(gl South Central US
L &%) South Central US
L &g North Europe
a (gl South Central US

(Call South Central US
L ]

Gl Japan East
L @ Japan East
f (&gl Japan East
® &%) Japan East

) Japan East
il .
= (gl L Japan East
| () TestGroup? Japan East
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3.  The summary of TestGroupl is displayed. Select virtual machine node-1 or node-2 to which to
add Blob storage from the item list and select Disk.

sl =+ 4dd

Subscription (change) Deployments

* . ) ~ 3 Succeeded
] Owverview

Edit columns [ Delete resource group | U Refresh : => Move ® Ass gn Tags

Subscription ID

= B Activity log N
(7] 2 Access control (1AM)
All types v | | Alllocations v || No
‘ Tags
9 items Show all resources
© SETTINGS NAME TYPE LOCATION
L] Quickstart 3 AvailabilitySet-1 Availability set Japan East
a ) Resource costs | clstorageaccl Storage account Japan East
-1 i arace acc Japan Eas
= e Deployments clstorageacediagl Storage account Japan East
[ NetsecGroup-1 Network security group Japan East
- Policies
=
gl node-1 Virtual machine Japan East
i= Properties
™y B rodet630 Netwerk interface Japan East
8 Locks node-2 Virtual machine Japan East
@ ¥
Automation script B rode-2542 Network interface Japan East
& Vnetl Virtual network Japan East
® MONITORING
iiil Metrics
Alert rules v
=
>

4. Select +Add data disk.

- S o
0 & Edit
" & 05 disk
Overview
NAME SIZE STORAGE ACCOU... ENCRYPTION HOS
L B Activitylog
node-1 127 GiB Standard_LRS Mot enabled Rea
(7] i Access control (IAM)
& Tag: Data disks
None

K Diagnose and solve problems

SETTINGS + Add data disk

Metworking

= Disks

Size

H

7 Bxensions
Availability set

& Configuration

- @& @

Properties

ﬂ Locks

]

Automation script
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5.

6.

The Attach unmanaged disk blade is displayed. Click Browse right to the Storage container
text box. For Name and Storage blob name, the automatically generated default values are
entered.

Attach unmanage

* Name

‘ node-1-20180220-152753 v

* Source type

MNew (empty disk) ~

* Account type @

Standard (HDD) ~

* Size (GIB) @
1023

ESTIMATED PERFORMAMNCE @
10PS limit 500

Throughput limit (MB/s) 60

* Storage container
\ B e

* Storage blob name
node-1-20180220-152753.vhd v

> node-1-Disks > Attach unman;

== Storageaccount € Refresh

B2
NAME TYPE RESOURCE GROUP
clstorageacc] Standard-LRS TestGroupl
clstorageaccdiagl Standard-LRS TestGroupl
< >
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7. Select vhds from the container list and click Select.
x [ > &

unmanaged disk > Stor ounts > Containers

Storage accounts

+ Sterage account U Refresh + Container O Refresh

* ] 2
NAME NAME LAST MODIFIED PUBLIC ACCESS L... LEASE STATE
"
clstorageaccl vhds 2/15/2018, 10:32:57 AM Private Leased
LT}
clstorageaccdiagl
L=
[ ]
< >
-
3
@
®
L)
[ ]

8. The Attach unmanaged disk blade is displayed again. Specify Name, Source type, Account
type, Size, and Storage blob name, and click OK. For Name, specify Node-1Blob1l for node-
1 and Node-2Blob1 for node-2. For Storage blob name, specify Node-1Blobl.vhd for node-1
and Node-2Blob1.vhd for node-2.

> T

unmanaged disk

* Name
Mode-1Blob1 v

* Source type

Mew (empty disk) i3

* Account type @

Standard (HDD) v
* Size (GiE) @
[2 v

ESTIMATED PERFORMANCE @
1QPS limit 500

Throughput limit (MB/s) 60

* Storage container
https://clstorageaccl.blob.corewindows.net/vhds v

* Storage blob name

Node-1Blob1.vhd v
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9.

Click Save.

1 » node-1 - Disks

/",' H Save x Discard
~ 0S disk
Overview
NAME
B Activity log
node-1

am Access control (IAM)

& Tags Data disks
¥ Diagnose and selve problems LN NAME
0 Node-1Blob1
SETTINGS
=2 Disks
Size

7 Extensions
Availability set
& Configuration
Properties
& Locks

Automation script

SIZE STORAGE ACCOU... ENCRYPTION HOS
127 Gie Standard_LRS Mot enabled Rea
SIZE STORAGE ACCOU... ENCRYPTION HOST
20GiB Standard_LRS Not enabled MNone

b3
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6) Creating a DNS zone

Log in to the Microsoft Azure portal (https://portal.azure.com/) and configure the DNS zone following

the steps below.

1.

2.

Select +Create a resource or the + icon in the menu on the left side of the window.

Dashboard ¥ + ¢ & v @ ©

Create a resource

All services
All resources
ALL SUBSCRIPTIONS

Q) Refresh
Dashboard Service Health
Resource groups - Personalized guidance and support when issues
= in Azure services affect you. Learn more &
=
All resources. .@
Recent x
n i 1 ']
App Services ! nJ
Virtual machines (class... Marketplace Help + support
Virtual machines See more.

R s0L databases
Cloud services (classic)
Security Center
Subseriptions
DNS 7ones
Availability sets

Storage accounts

O s

Select Networking and then DNS zone.

esources, services and docs

)‘"u
Azure Marketplace Seeall  Featured See

Get started Virtual network

Sl oo

Recently created
Compute Load Balancer
Networking
Storage Application Gateway
Web + Mobile @ Leam mare
Containers .

Virtual network gateway
Databases & Learn more
Data + Analytics

Local network gateway
Al + Cognitive Services o>

Learn more

Internet of Things

Enterprise Integration Traffic Manager profile
Learn more
Security + Identity
Developer toals DNS zone
R Learn more
Menitoring + Management
Add-ons Route table
ey
Blockchain Leam more
- ExpressRoute -
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3. The Create DNS zone blade is displayed. Specify Name, Subscription, and Resource group,
and click Create.

earch resources, services and docs

Home > New > Create DNS zone

Create DNS zone A x

cluster!.zone

* Subscription

~
_J) Create ny
TestGroupl v
* Resource group location @
v

Pin to dashboard

m Automation options
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7) Configuring virtual machines
Log in to the created node-1 and node-2 and specify the settings following the procedure below.
Set a partition for the mirror disk resource. Create a file system in the added Blob storage.
For details about the partition for the mirror disk resource, see "Partition settings for mirror disk
resource (when using Replicator)" in "Settings after configuring hardware" in Chapter 1,
“Determining a system configuration" in the Installation and Configuration Guide.

1. Display the Disk Management window. The Initialize Disk dialog box is displayed.

Initialize Disk X

“You must initialize 3 disk before Logical Disk Manager can access .
Select disks:
Diskc 2

Use the following partition style for the selected disks:

(®) MBR (Master Boot Record)
(O GPT (GUID Partition Table)

Mote: The GPT partition style is not recognized by all previous versions of
Windows

Cancel
2. Confirm that the added disk is displayed as "Disk 2" in unassigned state under the existing C
drive and D drive.

ww Disk Management

- ] >

File Action View Help

e B HEEI=XEG 20

Volume ‘ Layout | Type | File System | Status | Capacity | Free Spa... | % Free
B Simple Basic NTFS Healthy (S.. 127.00 GB 131268 29%
= Temporary Storag... Simple Basic NTFS Healthy (P... 70.00 GB 6B77GB  98%

= Disk 0

Basic (C:)

127.00 GB 127.00 GB NTFS

Online Healthy (System, Boot, Active, Crash Dump, Primary Partition)

= Disk 1 I
Basic Temporary Storage (D)

70.00 GB 70,00 GB NTFS

Online Healthy (Page File, Primary Partition)

= Disk 2 I
Basic

20,00 GB 20.00 GB

Online Unallocated

B Unallocated Wl Primary partition

3. Create a cluster partition. Right-click "Disk 2" and select New Simple Volume.
4. The Welcome to the New Simple Volume Wizard is displayed. Click Next.

Mew Simple Volume Wizard x

Welcome to the New Simple
Volume Wizard

This wizard helps you create a simple volume on a disk

A simple volume can only be on a single disk

To continue, click Next

< Back Next > Cancel
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© o~

The Specify Volume Size window is displayed. Allocate 1024 MB (1,073,741,824 bytes) or

more to a cluster partition. Click Next.

MNew Simple Volume Wizard x

Specify Volume Size
Choose 3 volume size that is between the maximum and minimum sizes.

Maximum disk space in MB 20477

Minimum disk space in MB 8

Simple volume size in MB 1024 <

<Back Cancel

The Assign Drive Letter or Path window
following drive letter:. Use the disk as a

raw partition without formatting.

Mew Simple Volume Wizard x

Assign Drive Letter or Path
For easier access, you can assign a drive letter or dive path to your partition

(®) Assign the following drive letter: F ~
O Mount in the following empty NTFS folder

(O Do not assign a drive letter or drive path

< Back Next > Cancel

Next, create a data partition. Right-click "Disk 2" and select New Simple Volume.

The Welcome to the New Simple Volume Wizard is displayed. Click Next.
The Specify Volume Size window is displayed. Click Next.

Mew Simple Volume Wizard X

Specify Volume Size
Choose a volume size that is between the maximum and minimum sizes

Maximum disk space in MB 19453

Minimum disk space in MB: 8

Simple volume size in MB R =

< Back Next > Cancel

is displayed. Select the F drive for Assign the
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10. The Assign Drive Letter or Path window is displayed. Select the G drive for Assign the

following drive letter: and click Next.

MNew Simple Volume Wizard

Assign Drive Letter or Path
For easier access, you can assign a drive letter or drive path to your partition.

(®) Assign the following drive letter: G v
(O Mount in the following empty NTFS folder:
Browse

() Do not assign a diive letter or dive path

<Back Cancel
The Format Partition window is displayed. Confirm that File System is NTFS.

MNew Simple Volume Wizard X

11.

Format Partition
To store data on this partition, you must format it first

Choose whether you want to format this volume, and if so, what settings you want to use.

(O Do not format this volume

(®)Format this volume with the following settings

Fle system NTFS ~
Allocation untt size Defaut v
Volume label
|41 Perform a quick format

] Enable file and foldsr compression

< Back Next > Cancel

12. Click Next.

13. The Completing the New Simple Volume Wizard window s displayed. Check the displayed
contents and click Finish.

MNew Simple Volume Wizard

Completing the New Simple
Volume Wizard

*You have successfully completed the New Simple Volume
Wizard

You selected the following settings:
iVolume type: Simole Volume

Disk selected: Disk 2

Volume size: 19453 MB

Drive letter or path: G

Flle system: NTFS

Allocation unit size: Default
Volume label: New Volume ™
Ohtirle st Yas

To close this wizard, click Finish

<Back Cancel
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14.

Confirm that the added disks are assigned as the F drive and G drive.

File  Action

e mEBmEl=XEHREE

= Disk Management - O x

View Help

Volume ‘ Layout | Type | File System | Status | Capacity | Free Spa... | % Free
| Simple Basic NTFS Healthy (5. 127.00 GB 1119468 88 %
= (F) Simple Basic RAW Healthy (P... 1.00GB 1.00 GB 100 %
= MNew Volume (G:) Simple Basic NTFS Healthy (P... 19.00 GB 1894 GB 100 %
= Temporary Storag... Simple Basic NTFS Healthy (P... 70.00 GB 68.77GB 98 %
i
— Disk 0 - |
Basic (5]
127.00 GB 127.00 GB NTFS
Online Healthy (System, Boot, Active, Crash Dump, Primary Partition)
= Disk 1 -
Basic Temporary Storage (D:)
70.00 GB 70.00 GB NTFS
Online Healthy (Page File, Primary Partition)
= Disk 2 I
Basic (F) New Volume (G:)
20.00 GB 1.00 GB RAW 13.00 GB NTFS
Online Healthy (Primary Partition) Healthy (Primary Partition)

B Unallocated Wl Primary partition
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8) Adjusting the OS startup time, checking the network setting, checking the firewall setting,
synchronizing the server time, and disabling the power saving function.
For each procedure, see "Settings after configuring hardware" in Chapter 1, “Determining a
system configuration" in the Installation and Configuration Guide.

9) Installing the Azure CLI
Install the Azure CLI.
The procedure to install the Azure CLI from the installer is described.
For details about this procedure and other procedures, see the following website:
Install Azure CLI 2.0:
https://docs.microsoft.com/en-us/cli/azure/install-azure-cli?view=azure-cli-latest

Log in to the created node-1 and node-2 and install the Azure CLI following the procedure below.
1. Download the CLI installer from the above website.

2. Double-click the CLI installer file and click Run.

3. Agree with the license terms and click Install.

# Microsoft CLI 2.0 for Azure Setup - X

Please read the Microsoft CLI 2.0 for Azure

. Lix A t
Microsoft Azure "= horeeme
MICROSOFT SOFTWARE LICENSE TERMS

Microsoft CLI 2.0 for Azure

These license terms are an agreement between
Microsoft Corporation (or based on where you
live, one of its affiliates) and you. They apply to
the software named above. The terms also
apply to any Microsoft services or updates for
the software, except to the extent those have
different terms.

TF VOl COMPIY WTTH THFSF | TOFNSE

[T accept the terms in the License Agreement

Print

o
4. When the installation complete window is displayed, click Finish.

# Microsoft CLI 2.0 for Azure Setup - X

@

Microsoft Azure Completed the Microsoft CLT 2.0 for
Azure Setup Wizard

Click the Finish button to exit the Setup Wizard.

&

Lfosh | | cenes

=)
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10) Creating a service principal
Create a service principal using the Azure CLI.
A script for Azure DNS performs login to Microsoft Azure and DNS zone registration and
monitoring. When logging in to Microsoft Azure, Azure login with a service principal is used.
For details about a service principal and procedure, see the following websites:
Log in with Azure CLI 2.0:
https://docs.microsoft.com/en-us/azure/xplat-cli-connect
Create an Azure service principal with Azure CLI 2.0:
https://docs.microsoft.com/en-us/cli/fazure/create-an-azure-service-principal-azure-
cli?view=azure-cli-latest

1. Log in with an organizational account.
az login -u <account-name> -p <password>

2. Create and register a service principal. Write down the displayed name and tenant because
it is necessary to set them in the Azure environment configuration file. In the following
example, a service principal is created in C: \Users\testlogin\examplecert.pem.

az ad sp create-for-rbac --create-cert
{
"appId": "XXXXXXXX-RXXXX-XKXRXX-XXXX-XXXXXXXXXXxXX",
"displayName": "azure-test",
"fileWithCertAndPrivateKey": "C:\\Users\\testlogin\\examplecert.
pem",
"name": "http://azure-test",
"password": null,
"tenant": "XXXXXXXK-KXXX-XXXX-XXXX-XXXXXXXXKXKXK"
}
3. Log out.
az logout --u <account-name>
4. Check whether login to Microsoft Azure using the created service principal is possible.
az login --service-principal -u <name-value-in-step-2> --tenant
<tenant-value-in-step-2> -p <fileWithCertAndPrivateKey-value-in-
step-2>

The following is displayed upon successful sign-in.
[
{
"cloudName": "AzureCloud",
Tid": "XXXXXXXX-XXXX-XXXX—XXXX-XXXXXXXXXKXXX",
"isDefault": true,
"state": "Enabled",
"tenantId": "XXXXXXXX-XXXX-XXXX-KXXXX—XXXXXXXXXXXX",
"user": {
"name": "http://azure-test",
"type": "servicePrincipal"
}
}
]
5. Log out.
az logout --username <name-value-in-step-4>

When changing the role of the created service principal from the default "Contributor" to another
role, select a role that has access permissions to all of the following operations as the Actions
properties. If the role is changed to a role that does not satisfy this condition, monitoring by the
Azure DNS monitor resource, which are set up later, fails due to an error.

For the Azure CLI 2.0
Microsoft.Network/dnsZones/A/write
Microsoft.Network/dnsZones/A/delete
Microsoft.Network/dnsZones/NS/read
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11) Installing EXPRESSCLUSTER
For the installation procedure, see the Installation and Configuration Guide.
After installation is complete, restart the OS.

12) Registering the EXPRESSCLUSER license
For the license registration procedure, see the Installation and Configuration Guide.
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3.3 Configuring the EXPRESSCLUSTER
settings

Configure the following on the WebManager cluster generation wizard.
For the WebManager setup and connection procedures, see Chapter 5, “Creating the cluster
configuration data" in the Installation and Configuration Guide.

This section describes the procedure to add the following resources and monitor resources:

« Mirror disk resource

« Azure DNS resource

« Azure DNS monitor resource

«  Custom monitor resource (for NP resolution)

« P monitor resource (for NP resolution)

« Multi target monitor resource (for NP resolution)
or the settings of other resources and monitor resources, see the Installation and Configuration Guide
and the Reference Guide.

1) Creating a cluster
Start the cluster generation wizard to create a cluster.

€ Creating a cluster

1. Access WebManager. Then, the following dialog box is displayed.
Click Start cluster generation wizard.
| ) Confirm -

The cluster is not constructed

‘ Start cluster generation wizard ‘

| Import cluster configration file ‘

Close

2. The following dialog box is displayed.
Click Start Cluster Generation Wizard for standard edition.
| &) Confirm -

Start Cluster Generation Wizard.

| Start Cluster Generation Wizard for standard edition ‘

| Start Cluster Generation Wizard for simple edition ‘

Close
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3. The Cluster Definition page is displayed.
Enter a desired name in Cluster Name.

Select an appropriate language in Language. After the setting is applied, the display
language of WebManager is changed to the selected language.

Cluster Definition

Cluster Mame |C\uster1 ‘
Cluster

Comment | ‘

Language |Eng\i5h ‘V|

Management |P Address | ‘

Description

Start generating the cluster.

Enter the cluster name, and then select the language (locale) of the environment that runs WebManager

If using the integrated WebManager to manage multiple clusters, specify a unique cluster name to identify the cluster
The management IP address is a floating IP address used for a WebManager connection. If establishing connections by
specifying each server IP address, the management IP address can be omitted.

To continue, click [Nexi].

< Back H Next > H Cancel ‘

4. The Server Definition page is displayed.
The instance connected to WebManager is displayed as a registered master server.

Click Add to add the remaining instances (by specifying the private IP address of each
instance).

Server Name or IP Address

[10.5.0.421 |

Description

Enter an IP address or a server name.

When entering a server name, name resolution is necessary.
Both IPv4 and IPvE for IP address can be used.

When entering an IP address, the server name is automatically
acquired.
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5. Click Next.

Senver Definition

Server Definition List

Order Name lagd
Master Server  |node-1
1 node-2
Basic Settings
Daown
Server Group

Server Group Definition

Description

Click "Add" to add servers constructing the cluster.
Click "Up” or "Down" to change the server priority.
Click "Settings” to configure the server group when using the server group.

| <Back || Mext> H Cancel ‘

6. The Interconnect page is displayed.
Specify the IP addresses (IP address of each instance) to be used for interconnect. In

addition, select mdc1 for MDC as a communication path of a mirror disk resource to be
created later.

Interconnect

Interconnect List

F'nomyl Type ‘ MDC | node-1 ‘ node-2 Add
1 T

| [+ [mact [+]105.0.120 [+]1050.121 [+

" Interconnect

<] i [T»
Description

Configure the interconnect among the servers constructing the cluster.Click "Add™ to add interconnect and select the type.

For "Kernel mode” setting, configure the route which is used for heartbeat. For "Mirror Communication Only” setting, configure
the route which is used only for data mirroring communication

For "Kernel mode” setting, more than zero routes are necessary to be configured. Configuring more than one routes is
recommended.

Click each server column cell to configure IP addresses for each communication routes.

Click "Up” or "Down” to configure the priority to preferentially use the LAN only for the communication among the cluster
servers. For the communication route which is used for data mirrering communication, select the mirror disk connect name to
be allocated to the communication route in MDC column

| <gack |[ mew» || cancel |

7. Click Next.
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8. The NP Resolution page is displayed.
Note that NP resolution is not configured on this page. The equivalent feature is
achieved by adding the IP monitor resource, custom monitor resource, and multi-target
monitor resource. Configure NP resolution in "3)Adding a monitor resource"
Click Next.

MNP Resolution
NP Resolution List

Type Ping Target node-1 node-2 @
ove

NP Resolution

Tuning

Description

‘Configure network partition (NP) resolution function

Click "Add™ to add NP resolution resource and select the type

For "COM" setting, click each server column cell to configure COM port.

For "DISK" setting, click each server column cell to configure driver letter of the partition for disk heartbeat.

For "Ping” setting, click Ping target column cell to configure IP address of Ping destination, and then click each server column
cell to configure "Use” or "Do not use™.

For "Majority” setting, double-click each server column cell to configure “Use” or "Do not use”.

For "DISK" and "Ping” seftings, the detailed settings can be verified and changed by clicking "Properties™

Click "Tuning” to configure the actions at NP occurrence.

[ <mack |[ mew» || cance
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2) Adding a group resource

@ Defining a group
Create a failover group.

1. The Group List window s displayed.
Click Add.

Group
Group List
Name Type @
Description
‘Configure failover group to be a unit of fail over
Click "Add" to add a group.
Click "Properties™ to configure the properties of the selected group.
Click "Group Resource” to add resource to the selected group.
[ [t ] Lo |
2. The Group Definition window is displayed.
Specify a failover group name (failoverl) for Name.
Group Definition
Type |fai\over ‘V|

[[] Use Server Group Settings

MName |fa\|over1 ‘

' Basic Settings Comment | ‘

Description

Select group type.

If using virtual machine resources to cluster virtual machines, select "Virtual machine” as the type. In other cases, select
“Failover.

If using server group, check the "Use Server Group™.

<Back H Mext> H Cancel ‘

3. Click Next.
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4. The Servers that can run the Group page is displayed.
Click Next without specifying anything.

Servers that can run the Group

Failover is possible on all servers

Servers that can run the Group

Auailable Servers
Servers Sernvers
node-1
node-2
< Add
" Startup Servers
4] Ii [[»

Description

Selectthe server which can run the group and configure the priority of the servers

In case that all the servers which are registered to the cluster can startthe group, check “Failover is possible at all servers”
on. The priority order is the order which was setwhen the server was registered to the cluster.

In case sefting individually the server which can startthe group, check "Failover is possible at all servers” off. Selectthe server
which can start the group from the "Available Servers” list on the right side, and click "Add” to add the server to "Servers that
can run the Group™ list. Click "Up™ or "Down” to change the priority order.

[ | sz ] _owren |

5. The Group Attribute Settings page is displayed.
Click Next without specifying anything.

Group Attribute Settings
Startup Attribute
(@ Auto Startup () Manual Startup
Failover Attribute
@ Auto Failover
® Use the starlup server seftings
) Failover dynamically
[] Perform a Forged Failover
[ Prioritize failover policy in the server group
Group Attributes [ Perform a Smart Fajlover
2 Prioritize failover policy in the server group
[] Enable only manual failover among the server groups
) Manual Failoyer
Failback Attribute
() Auto Failback ® Manual Failback

Description

Configure starting failover group or actions of fail over.

In case not automatically starting the group at cluster startup, set "Startup Attribute” to "Manual Startup™

In case selecting the fail over destination considering the status of the monitor resource of each server at failure occurrence,
select "Failover dynamically” in "Auto failover”. In case failover using the server group settings and prioritizing the server inside
the same server group, select "Prioritize the failover policy inside the server group”.

| |<Back || Mext = H Cancel ‘
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6. The Group Resource page is displayed.
On this page, add a group resource following the procedure below.

Group Resource
Group Resource List
Name Type agd
" Group Resources
Description
Click "Add" to add resources
Click "Properties™ to configure the properties of the selected resource.
| = Back | | Finish | ‘ Cancel ‘

@ Mirror disk resource
Create a mirror disk resource.
For details, see "Understanding mirror disk resources" in Chapter 5, “Group resource details"
in the Reference Guide.

1. Click Add on the Group Resource List page.

2. The Resource Definition of Group window is displayed.
Select the group resource type (mirror disk resource) from the Type box and enter the
group name (md) in the Name box.

Group Resource Definitions
MName |md |
Comment | |
Get Licence Info
Description
Selectthe type of group resource and enter its name.
= Back ‘ | Next = I | Cancel |

3. Click Next.
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4. The Dependent Resources page is displayed.
Click Next without specifying anything.

" Dependency

Follow the default dependen

Dependent Resources

Ayailable Resources

Name Resource type

< Add Name

[ <Bace |[ mew= |[ cancer |

5. The Recovery Operation at Activity Failure Detection and Recovery Operation at

Deactivity Failure Detection page is displayed.

Click Next.

" Recovery Operaticn

Execute Script before or after Activation or Deaclivation

r Recovery Operation at Activity Failure Detection
Retry Count

Failover Target Server

(@) Stable Server

Failover Threshold

'j time

) Maximum Priority Server

’j time

Final Action |No operation (not activate next resource)

[~]

[] Execute Script before Final Action

Recovery Operation at Deactivity Failure Detection

Retry Count at Deactivation Failure

’E time

Final Action Stop the cluster service and shutdown OS

[~]

[] Execute Script before Final Action

| < Back || Mext = H Cancel ‘
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6. The Details page is displayed.
Select a server name in the Name column of Servers that can run the group and click
Add.

Mirror Disk No. |1 |v‘

Data Partition Driye Letter | |

Cluster Partition Drive Letter | |

Cluster Parliion Offset Index o [~]

Mirror Disk Connect Select

Servers that can run the group

Name Data Partition | Cluster Partition < Add Name
inode-1

" Details

| < Back H Finish || Cancel |

7. The Selection of partition dialog box is displayed. Click Connect, select the data
partition and cluster partition created in "7)Configuring virtual machines", and click
OK.

Partition
[ Data Partition Obtain inform...
Volume Disk No. | Partition No. Size ‘ GY
0 1 500MB
D 1 1 7T1677TMB -
Fl 2 1 1024WB |
cl 0 2 40458MB |
[ [2 [2 | —
4] 1 |

GUID mem= cmmw e ————

[ Cluster Partitiol
Volume DiskNo. | Partition No. Size

Gy

0 1 S00ME i
D 1 1 FAGTIME |
Al 2 i 1024MB
cl 0 2 40458MB |
G 2 2 19453MB |
4] 11 D

Vv & & & ° N 2~ |
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8. Perform steps 6 and 7 for node-1 and then node-2 and click Finish.

Mirrar Disk No [ |
Data Partition Drive L etter o |
Cluster Partition Drive Letter |F ‘
Cluster Partition Offset Index [o |
Wirror Disk Connect
Servers that can run the group
Name | DataParfition | Cluster Partition Name
node-1
Details
Edit
| < Back | | Finish | ‘ Cancel ‘

€ Azure DNS resource
Provides a mechanism to register or unregister a record to or from Azure DNS.

For details about the Azure DNS resource, see "Understanding Azure DNS resources” in
Chapter 5, “Monitor resource details" in the Reference Guide.

1. Click Add on the Group Resource List page.

2. The Resource Definition of Group window is displayed. Select the group resource
type (Azure DNS resource) from the Type box and enter the group name (azurednsl)
in the Name box.

Group Resource Definitions

Type ‘Azure DNS resource | - ‘

Name ‘amrednﬁ |

Comment ‘ |

Get Licence Info

Description

Selectthe type of group resource and enter its name.

= Back || Next = H Cancel ‘

3. Click Next.
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4. The Dependent Resources page is displayed. Click Next without specifying anything.

Follow the default dependen

Dependent Resources Ayailable Resources

Name Resource type < Add Name

" Dependency

[ <Back |[ mew> ][ cancer |

5. The Recovery Operation at Activity Failure Detection and Recovery Operation at
Deactivity Failure Detection page is displayed. Click Next.

Execute Script before or after Activation or Deactivation

r Recovery Operation at Activity Failure Detection

Retry Count J time

Failover Target Server

(® Stable Server (23 Maximum Priority Server
Failover Threshold 1| time:
Einal Action |No operation (not activate next resource) |V|

[] Execute Script before Final Action

rRecovery Operation at Deactivity Failure Detection
Retry Count at Deactivation Failure 0f time:

' Recovery Operaticn Final Actign Stop the cluster service and shutdown OS |V|

[] Execute Script before Final Action

| < Back || hext> H Cancel ‘
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6. Enter the values for each of the following: Record Set Name, Zone Name, IP
Address, Resource Group Name, User URI, Tenant ID, File Path of Service
Principal, Azure CLI File Path. When using the IP address of each server, enter the
IP address in the tab for each server. When setting up the servers separately, enter
any IP address of the servers in the Common tab and then make settings for other

servers.

Common r &3 node-1 rﬁ node-2 |

Record SetName |test—re cord1 ‘
Zone Name |cluster1 zone ‘
1P Address [105.0.120 |
I [2600 |sec
Resource Group Name |TestGrnup1 ‘
Account
UserURrI |http:ﬁamre—test ‘
TenantID l ‘
" Details

File Path of Service Principal |C\Users\test\agln\example:en pem ‘

Azure CLI File Path |C ‘\Program Files (x86)\Microsoft SDKs\Azure\CLI2\wbin\az cmd ‘

Delete arecord set at deactivation

| = Back || Finish || Cancel |

7. Click Finish.
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3) Adding a monitor resource
€ Azure DNS monitor resource

The mechanism to check the record sets registered to the Azure DNS and whether the name
resolution is available is provided.

For details about Azure DNS monitor resources, see "Reference Guide" > "Chapter 6, Monitor
resource details" > "Understanding Azure DNS monitor resources."

Adding one Azure DNS resource creates one Azure DNS monitor resource automatically.

4 Custom monitor resource

Sets a script to monitor whether communication with Microsoft Azure Service Management API
is possible, and also monitors health of communication with an external network.

For details about the custom monitor resource, see "Understanding custom monitor
resources” in Chapter 6, “Monitor resource details" in the Reference Guide.

1. Click Add on the Monitor Resource List page.

Monitor Resource
IMonitor Resource List
Name Type @
azurednswi Azure DNS monitor
mdnw1 mirror connect monitor
mdw1 mirror disk monitor
useny user mode monitor
=" Monitor
Description
Click "Add" to add monitor resource
Click "Property” to configure the properties of the selected monitor resource.
Click "Finish” to complete creating a cluster.
| < Back || Finish | ‘ Cancel ‘
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2. Select the monitor resource type (custom monitor) from the Type box and enter the
monitor resource hame (genw1) in the Name box.

Monitor Resource Definition

Type ‘custom monitor | - ‘
MName ‘genwﬂ |
Comment ‘ |

Get Licence Info

Description

Select the type of monitor resource and enter its name.

<pack |[ _nea> ][ cancer |

3. Click Next.
4. The Monitor (common) page is displayed.
Confirm that Monitor Timing is Always and click Next.

Interval @ sec
Timeout @ set
[] Do Not Retry at Timeout Occurrence
[] Do Not Execute Recovery Action at Timeout Occurrence
Retry Count ’j time
Wait Time to Start Monitoring ’j sec

* Moniter(common) TR T

@ Always
O Active

Target Resource Browse

Choose servers that execute monitoring

[ <Bace |[ mew= |[ cancer |
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5. The Monitor (special) page is displayed.
Select Script created with this product.
The following shows the sample of a script to be created.
< EXPRESSCLUSTER_installation_path>\bin\clpazure_port_checker -h
management.core.windows.net -p 443
EXIT %ERRORLEVEL%

Select Synchronous for Monitor Type.

o
@ Script created with this product
File genw bat
View ‘ | Edit ‘ | Replace
Monitor Type
® Synchronous () Asynchronous

N . . Normal Return Value 0
Monitor(special)

[ Kill the application when exit

Viewer/Editor tool can be changed

| = Back H Next = || Cancel |

6. Click Next.
7. The Recovery Action page is displayed.

Select Execute only the final action for Recovery Action, LocalServer for Recovery
Target, and No operation for Final action.

Recovery Action ‘Execute only the final action |V‘
Recovery Target LocalServer
Recovery Script Execution Count time

[ Execute Script before Reactivation

Maximum Reactivation Count time:

* Recovery Action

] Execute Script before Failover

[ Execute migration before Failover

Failover Target Server (@ Stable Server (r Maximum Priority Server

Maximum Failover Count time

[] Execute Script before Final Action

Einal Action No operation ‘V|

Script Settings
| < Back ‘ | Finish I | Cancel |

8. Click Finish to finish setting.
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*

IP monitor resource
Creates an IP monitor resource to monitor communication between clusters that are configured
with virtual machines, and also to monitor whether communication with an internal network is

health.

For details about the IP monitor resource, see “Understanding IP monitor resources" in Chapter
6, “Monitor resource details" in the Reference Guide.

1. Click Add on the Monitor Resource List page.
2. Select the monitor resource type (ip monitor) from the Type box and enter the monitor
resource name (ipwl) in the Name box.

Monitor Resource Definition
Type |\p manitar | - ‘
MName ||pw1 |
Comment | |
Get Licence Info
Description
Selectthe type of monitor resource and enter its name.
= Back ‘ | Next = || Cancel |

3. Click Next.
4. The Monitor (common) page is displayed.
Confirm that Monitor Timing is Always.

Interval 60| sec
Timeout 60| sec
[] Do Not Retry at Timeout Occurrence
[] Do Mot Execute Recovery Action at Timeout Occurrence
Retry Count 1| time
Wait Time to Start Menitoring 0| sec
Monitor(common) Monitor Timing
® Always
r Active
Target Resource
Choose servers that execute monitoring
| < Back || Next = H Cancel ‘
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Select one available server for Choose servers that execute monitoring.

) All Servers
® Select
Servers that can run the Group Ayailable Servers
Name | Name
node-1 | Inode-2
[Lox ][ cancer |[ spoy |
Click Next

5. The Monitor (special) page is displayed.

1P Addresses

IP Address sdd

Monitor(special)

ping Timeput 5000| msec

[ <gack |[ mew- ][ cancer |

On the Common tab, select Add of IP Address and set an IP address of a server other
than the server selected in step 4.

e |

IP Address 10.5.0.121
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6. Click Next.

1P Addresses
IP Address [ Ingd
e |
Edit
" Monitor(special)
ping Timeput 5000| msec
[ [ ][ carn |

7. The Recovery Action page is displayed.

Select Execute only the final action for Recovery Action, LocalServer for Recovery
Target, and No operation for Final action.

TS

Recovery Target LocalServer

Browse
Recovery Script Execution Count time
[] Execute Script before Reactivation
Maximum Reactivation Count time

" Recovery Action

] Execute Script before Failover

] Execute migration before Failover

Failover Target Server @ Stable Server  Maximum Priority Server
Maximum Failover Count time
[[] Execute Script before Final Action
Einal Action No operation ‘V|
Script Settings
| = Back ‘ | Finish || Cancel |

8. Click Finish to finish setting.

9. Then, create a monitor resource on the other server. Click Add on the Monitor
Resource List page.
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10.Select the monitor resource type (ip monitor) from the Type box and enter the monitor
resource name (ipw2) in the Name box.

Monitor Resource Definition
Type ‘\p monitor | - ‘
MName ‘ipr |
Comment |
Get Licence Info
Description
Select the type of monitor resource and enter its name.
< Back || Next = | ‘ Cancel ‘

11.Click Next.
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12.The Monitor (common) page is displayed.
Confirm that Monitor Timing is Always.

Interval 60| sec
Timeout 60| sec

[[] Do Not Retry at Timeout Occurrence

[] Do Mot Execute Recovery Action at Timeout Occurrence

Retry Count 1| time
Wait Time to Start Monitoring 0f sec

" Monitor(common)

Monitor Timing
® Aways
2 Active

Target Resource Browse

Choose servers that execute monitoring Server

[ ] L] e ]

Select one available server for Choose servers that execute monitoring.

) All Servers

® Select

Servers that can run the Group Ayailable Servers
Name | Name

node-2 | Inode-1

o] [ [ 0 |

Click Next.
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13.The Monitor (special) page is displayed.

1P Addresses

IP Address Ingd

" Monitor(special)

ping Timeput 5000| msec

[ ] [ ][cmor ]

On the Common tab, select Add of IP Address and set an IP address of a server other
than the server selected in step 12.

Interface
IP Address 10.5.0.120

o] o |
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14.Click Next.

1P Addresses
IP Address [ Ingd
e |
Edit
" Monitor(special)
ping Timeput 5000| msec
[ <Back |[ mew> ][ cancer |

15.The Recovery Action page is displayed.

Select Execute only the final action for Recovery Action, LocalServer for Recovery
Target, and No operation for Final action.

Recovery Action ‘Execule only the final action |v ‘

Recovery Target LocalServer

Recovery Script Execution Count

[] Execute Script before Reactivation

Maximum Reactivation Count

" Recovery Action

] Execute Script before Failover

time

] Execute migration before Failover
Failover Target Server @ Stable Server  Maximum Priority Server

Maximum Failover Count time

[[] Execute Script before Final Action

Einal Action No operation

‘V|

Script Settings

| <Back H Finish || Cancel |

16.Click Finish to finish setting.
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Multi-target monitor resource

Creates a multi-target monitor resource to check the statuses of the custom monitor resource
and IP monitor resource. The custom monitor resource monitors communication to Microsoft
Azure Service Management API. The IP monitor resource monitors communication between
clusters that are configured with virtual machines.

If their statuses are abnormal, execute the script in which the processing for NP resolution is
described.

For details about the multi-target monitor resource, see "Understanding multi-target monitor
resources" in Chapter 6, “Monitor resource details" in the Reference Guide.

1. Click Add on the Monitor Resource List page.
2. Select the monitor resource type (multi-target monitor) from the Type box and enter the
monitor resource name (mtw1) in the Name box.

Monitor Resource Definition

Type |mum—target monitor |v‘

Name |mtw1 |

Comment | |

Get Licence Info

Description

Selectthe type of monitor resource and enter its name

< Back H MNext = ” Cancel |
3. Click Next.
4. The Monitor (common) page is displayed.
Confirm that Monitor Timing is Always and click Next.
Interval m Sec
Timeout 60| sec
[] Do Not Retry at Timeout Occurrence
[] Do Not Execute Recovery Action at Timeout Qccurrence
Retry Count |_1 time
Wait Time to Start Monitoring 0| sec
=" Monitor(common) Monitor Timing
® Always
) Active
Target Resource
Choose servers that execute monitoring
| = Back || Next = H Cancel ‘
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5. The Monitor (special) page is displayed.
From Available Monitor Resources, select the custom monitor resource (genwl) for
checking communication with Service Management API and two IP monitor resources

(ipwl and ipw2) that are set to both servers. Then, click Add to add them to Monitor
Resource List.

Monitor Resources Ayailable Monitor Resources
Monitor Resource | Type MomtorResourcel Type
‘genw genw useny |userw
ipw2 ipw
Monitor(special)
[ <Back |[ mew= |[ cancer |
6. Click Next.

7. The Recovery Action page is displayed.

Specify Execute only the final action for Recovery Action, LocalServer for
Recovery Target, and Stop the cluster service and shutdown OS for Final action.

Recovery Action ‘Execme only the final action |v‘
Recovery Target LocalServer
Recovery Script Execution Count time

[ Execute Script before Reactivation

Maximum Reactivation Count time

Recovery Action

[ Execute Script before Failover

[] Execute migration before Failover

Failover Target Server ®) Stable Server ( Maximum Priority Server

Maximum Failover Count time
[_] Execute Script before Final Action

Script Settings
| < Back ‘ | Finish | | Cancel |

8. Click Finish to finish setting.
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4) Setting the cluster properties

For details about the cluster properties, see "Cluster properties" in Chapter 2, “Functions of the
Builder" in the Reference Guide.

€ Cluster properties

Configure the settings in Cluster Properties to link Microsoft Azure and

EXPERSSCLUSTER.

1. Enter Config Mode from WebManager, right-click a cluster name, and select
Properties.
& [ Cluster1] Cluster Properties -

AlertLog rDe\ayWammg Disk | Mirror Disk rl\ccnunl rRIP(Legacy) rM\graIinﬂ rE)densmn |
[(info_]

Interconnect rNPResqution rT\meout rF’ortNo rlulomtor rRecovery rAIenSewice I/Webrulanager ‘
Cluster Name Cluster1

Comment ‘

|V‘

Language ‘Engl\sn

79



80

2.

3.

Select the Timeout tab. For Timeout of Heartbeat, specify a value calculated by
"A+B+30" ("Time that the multi-target monitor resource requires to detect an error"+30

seconds).

A: Interval of the monitor resource being monitored by the multi-target monitor

resource for NP resolution x (Retry Count+1)

* Among three monitor resources, select the monitor resource whose calculation

result is the largest.

B: Interval of the multi-target monitor resource x (Retry Count+1)
Note: If Timeout of Heartbeat is shorter than the time that the multi-target monitor
resource requires to detect an error, a heartbeat timeout will be detected before
starting the NP resolution processing. In this case, the same service may start doubly
in the cluster because the service also starts on the standby server.

| ) [ Cluster1 ] Cluster Properties -
AlertLog rDeIayWaming Disk [ Mirror Disk rﬂ\c:ount rRIP(Legan) rMigratmn rEmensinn |
Info Interconnect r/ NP Resolution r Timeout r Port No. r Monitor r Recovery r.AIen Sernvice r ‘WebManager |
MNetwork initialization complete wait time 3| min
Server Sync Wait Time 5| min
Heartbeat
Interval 3| sec
Timeout 270| sec
Server Internal Timeout 180/ sec
| oK H Cancel H Apply |
Click OK.
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5) Applying the settings and starting the cluster
1.

After all settings are complete, click the icon to apply the settings under the menu

@ hitp://10.5.0.120:29003/main.htm

B
File View Edit Help
=+ Config Mode -
g Cluster Name [
- B3 Servers Servers
&G node-1 Groups
&3 node-2 Wonitors
¢ @3 Groups
& tailovert
(22 Monitors
Type Received Time Time ¥ SeverName | ModuleName | EventiD

o

I [ [
2. The dialog box to confirm to restart the manager is displayed.

Apply the changes.
To apply the changes, the following operations must be performed

Restart the manager

Do you want to perform the operations?

|
3. Click OK.
4. Click OK again on the following dialog box.

oK |

@ The application finished successfully.
Restart the WebManager.

@ hitp://10.5.0.120:29003/main.htm

Change the mode to Operation Mode and click Start Cluster from the Service menu.

Eile  View Tool Help

‘ me“n‘ Suspend Cluster ” 5” o ”@‘
Resume Cluster
L& Stopped

Stop Cluster
Restart lanager

Type Received Time

Time ¥ SewerName | Module Name

EventID
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3.4 Verifying the created environment

Verify whether the created environment works properly by generating a monitoring error to fail over
a failover group.
If the cluster is running normally, the verification procedure is as follows:

82

1.

2.

Start the failover group (failoverl) on the active node (node-1). In the Status tab on the
Cluster WebUI, confirm that Group Status of failoverl of node-1 is Normal.

Log in to the Microsoft Azure portal, select clusterl.zone on the DNS zone blade, and then
select Summary. Check the DNS servers displayed on the upper right of the window (name
server 1, name server 2, name server 3, and name server 4 in the window example).
Confirm that the relevant record set exists in the DNS servers checked in the above step by
executing the nslookup command as follows:

nslookup test-recordl.clusterl.zone <DNS_servers_checked_in_the above step>

On the Microsoft Azure portal, delete an A record from the DNS zone. This causes
azurednswl to detect a monitoring error. On the DNS zone blade, select clusterl.zone and
then Summary.

Select the record you want to delete and click Delete. When the deletion confirmation dialog
box is displayed, select Yes.

When the time specified for Interval of azurednswl elapses, the failover group (failoverl)
enters an error status and fails over to node-2. In the Status tab on the Cluster WebUI,
confirm that Group Status of failoverl of node2 is Normal.

Confirm that the relevant record set exists in the DNS servers checked in the above step by
executing the nslookup command as follows:

nslookup test-recordl.clusterl.zone <DNS_servers_checked_in_the above_step>

Verifying the failover operation when an A record is deleted from the DNS server is now complete.
Verify the operations in case of other failures if necessary.
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Chapter 4

Cluster Creation Procedure
(for an HA Cluster Using an
Internet Facing Load

Balancer)
4.1 Creation example

This guide introduces the procedure for creating a 2-node unidirectional standby cluster using
EXPRESSCLUSTER on Microsoft Azure. This procedure is intended to create a mirror disk type
configuration in which node-1 is used as an active server.
The following tables describe the parameters that do not have a default value and the parameters
whose values are to be changed from the default values.

Microsoft Azure settings (common to node-1 and node-2)

Setting item

| Setting value

Resource group setting

Name TestGroupl
Resource group location Japan East
Virtual network setting
Name Vnetl
Address space 10.5.0.0/24
Subnet name Vnetl-1
Subnet address range 10.5.0.0/24
Resource group name TestGroupl
Location Japan East
Load balancer setting
Name TestLoadBalancer
Type Public
Public IP address: Name | TestLoadBalancerPubliclP
Public IP address: | Static
Assignment
Resource group TestGroupl
Location Japan East
Backend pool: Name TestBackendPool
Associated to Availability set
Target virtual machine node-1
node-2
Network IP configuration 10.5.0.120
10.5.0.121
Health probe: Name TestHealthProbe
Health probe: Port 26001
Load balancing rule: | TestLoadBalancingRule
Name
Load balancing rule: Port | 80 (Port number offering the operation)
Load balancing rule: | 8080 (Port number offering the operation)
Backend port
Inbound security rule setting
Name TestHTTP
Protocol TCP
Port range 8080 (Port number offering the operation)

83



84

Microsoft Azure settings (specific to each of node-1 and node-2)

Setting item Setting value
node-1 | node-2
Virtual machine setting
VM disk type HDD
User name testlogin
Password PassWord_123
Resource group name TestGroupl
Location Japan East
Storage account setting
Name clstorageaccl
Performance Standard
Replication Locally-redundant storage (LRS)
Network security group setting
Name | NetSecGroup-1
Availability set setting
Name AvailabilitySet-1
Update domains 5
Fault domains 3
Diagnostics storage account setting
Name clstorageaccdiagl
Performance Standard
Replication Locally-redundant storage (LRS)
IP configuration setting
IP address | 10.5.0.120 | 10.5.0.121
Blob storage setting
Name Node-1Blob1 | Node-2Blobl
Source type New (empty disk)
Account type Standard (HDD)
Size 20

EXPRESSCLUSTER settings (cluster properties)

Setting item Setting value
node-1 | node-2
Cluster Name Clusterl
Server Name node-1 | node-2
Timeout Tab: Heartbeat | 210

timeout

EXPRESSCLUSTER settings (failover group)

Resource name Setting item Setting value

Mirror disk resource Name md
Details Tab: Data Partition | G:
Drive Letter
Details Tab: Cluster Partition | F:
Drive Letter

Azure probe port resource | Name azureppl
Probe port 26001 (Value specified for Port

of Health probe)
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EXPRESSCLUSTER settings (monitor resource)

Monitor resource name Setting item Setting value
Mirror disk monitor | - -
resource
Azure probe port monitor | Name azureppwl
resource Recovery Target azureppl
Azure  load balance | Name aurelbwl
monitor resource Recovery Target azureppl
Custom monitor resource | Name genwl
Script created with this product | On
Monitor Type Synchronous
Normal Return Value 0

Recovery Action

Execute only the final action

Recovery Target

LocalServer

IP monitor resource Name ipwl
Server to monitor node-1
IP address 10.5.0.121
Recovery Action Execute only the final action
Recovery Target LocalServer
IP monitor resource Name ipw2
Server to monitor node-2
IP address 10.5.0.120
Recovery Action Execute only the final action
Recovery Target LocalServer
Multi-target monitor | Name mtwl
resource Monitor resource list genwl
ipwl
ipw2

Recovery Action Execute only the final action
Recovery Target LocalServer

Execute Script before Final | On

Action

Timeout 30
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4.2 Configuring Microsoft Azure

1) Creating aresource group
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a resource group following
the steps below.

1. Select Resource groups or the resource group icon in the menu on the left side of the window.
If there are existing resource groups, they are displayed in a list.

Dashboard ¥ + ¢ © /7 & @

+ Create a resource

All services
All resources
ALL SUBSCRIPTIONS

U Refresh
Dashboard Service Health
Resource groups - Personalized guidance and support when issues
= in Azure services affect you. Learn more &
#2 Al resources ,@
° Recent =
- i 1 3
. App Services nJ
m Virtual machines (class... Marketplace Help + suppart
B virtual machines See mare.

=
sa

SQL databases

Cloud services (classic)
Security Center
Subscriptions

DNS zones

@ Availability sets

. Storage accounts
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2. Select +Add at the upper left of the window.

Micre ure o] SOUTCES, 5 s and docs

o= 2dd  EE Editcolumns ) Refresh # Assign Tags

Subscriptions:

*
\ All lacations | | Mo grouping v
=
16items
L1 NAME SUBSCRIPTION LOCATION
W) West US
o ) South Central US
gl South Central US
) Japan West
m [.] East Asia
[ ] ) = South Central US
-
- ) e - South Central US
- |
™) North Europe
. ) South Central US
[ ) South Central US
? [‘] Japan East
[.] Japan East
L]
gl Japan East
L g Japan East
[.] Japan East

n
4

3. Specify Resource group name, Subscription, and Resource group location, and click
Create.

rch resources, services and docs

group

# X Resource group O X

Create an empty resource group

= 4dd  EE Edit columns ==+ More * Resource group name

‘ TestGroupl v |

* Subscription

16items

NAME

+

AR AR IR A

+

AR AR AR AR A A

(3

BB
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2) Creating avirtual network

Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a virtual network following

the steps below.

1.

2.

Select +Create a resource or the + icon in the menu on the left side of the window.

Dashboard ¥ + ¢ & v @ ©

Create a resource

All services
All resources
ALL SUBSCRIPTIONS

Q) Refresh
Dashboard Service Health
Resource groups - Personalized guidance and support when issues
= in Azure services affect you. Learn more &
=
All resources. .@
Recent x
n i 1 ']
App Services ! nJ
Virtual machines (class... Marketplace Help + support
Virtual machines See more.

R s0L databases
Cloud services (classic)
Security Center
Subseriptions
DNS 7ones
Availability sets

Storage accounts

O s

Select Networking and then Virtual network.

esources, services and docs

)‘"u
Azure Marketplace Seeall  Featured See

Get started Virtual network

Sl oo
Recently created
Compute Load Balancer
| Networking |

Storage Application Gateway
Web + Mobile @ Leam mare
Containers .

Virtual network gateway
Databases & Learn more
Data + Analytics

Local network gateway
Al + Cognitive Services o>

Learn more

Internet of Things

Enterprise Integration Traffic Manager profile
Learn more
Security + Identity
Developer toals DNS zone
R Learn more
Menitoring + Management
Add-ons Route table
ey
Blockchain Leam more
- ExpressRoute -
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3. Specify Name, Address space, Subscription, Resource group name, Location, Name of
Subnet, and Address range, and click Create.

D Search resources, services and docs X O 2. l{"‘} (;J @ = &

Home > New > Create virtual network

Create virtual network

‘ Wnetl

* Address space @

[ 10500724 V]
105,00 - 10.5.0.255 (256 addresses)

* Subscription

~
* Res

TestGroupl v
* Lacation

Japan East ~
Subnet
* Name
[ Vrett-1 v]

* Address rangz @
[ 10500724 V]

10.5.0.0 - 10.5.0.255 (256 addresses)

Pin to dashboard

m Automation options
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3) Creating a virtual machine
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create virtual machines and disks
following the steps below.
Create as many virtual machines as required to create a cluster. Create node-1 and then node-2.

1. Select +Create a resource or the + icon in the menu on the left side of the window.

Dashboard ¥ + # & ~» &

Create a resource

All services
All resources
ALL SUBSCRIPTIONS

* U Refresh
B pashboard Service Health

¥ Resource groups Personalized guidance and support when issues

b4 in Azure services affect you. Learn more @
All resources ]
@
° Recent "
n [l f ]
. App Services ! nJ
m Virtual machines (class... Marketplace Help + support
B virtual machines See

=
st

SQL databases
& doud services (classic)
@ Ssecurity Center

f Subscriptions

@ DNS zones
Availability sets

. Storage accounts

2. Select Compute and then See all.

earch resources, services and docs

Azure Marketplace Featured

Get started Windows Server 2016 Datacenter

Quickstart tutoria

Recently created

| Compute | Red Hat Enterprise Linux 7.2
& red Learn more

eamn more
Networking
Storage Ubuntu Server 16.04 LTS
Web + Mobile Quickstart tutorial
Containers

SQL Server 2017 Enterprise Window
Databases Server 2016

. Learn more
Data + Analytics
Reserved VM Instances

Al + Cognitive Services
Learn more

Internet of Things

Enterprise Integration Service Fabric Cluster
) Learn more
Security + Identity

Developer tools Web App for Containers

SoEED

Monitoring + Management bearn mere

Add-ons Function App

Blockchain Quickstart tutorial

n
.
3
¥
n
4
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3. Select Windows Server 2016 Datacenter.

4. The Basics blade is displayed. Specify Name, VM disk type, User name, Password,
Confirm password, Subscription, Resource group name, and Location, and click OK. For
Name, specify node-1 for node-1 and node-2 for node-2.

* MName

‘I Basics > | modet J|

Configure basic settings
VM disk type @
[ koo ~ ]

* User name

| testlogin \/|
3 * Password

* Confirm password

Subscription

* Resource group @

_‘ Create new !' Use existing
TestGroupl v

* Location

Japan East v

Save money

Save up to 40% with a license you already v

5. The Choose a size blade is displayed. Select the size appropriate for the usage purpose of
the virtual machines from the list and click Select. In this guide, A1 Standard is selected.

x [ > &

> New > Create virtual mai

Create virtual machine

nd their features

Supported disk type Minimum vCPUs Minimum memory (GiB)

1 Basics v HOD v | O 1] O 0

Done

77 Recommended | View all

2 B > D1.V2 Standard 1 D1 Standard -} Al Standard ¥

Choose virtual machine size

1 weeu 1 vceu 1 veeu 1
I ]
3.5 GB 3.5 GB '1.75 GB '
[l ]
3 = 4 o 4 e 2 ]
Configure optional features = patadisks =2 pata disks : == Datadisks :
S 2x500 S 2x500 | m 2x500 1
Max IOPS Max 1OPS ' Max 10PS '
50 GB 50 GB 1 ; 1
4 W s W aiso k P Load balancing a
ndows Server 2016 Datacente % Load balancing %9 Load balancing 1 1
I 1
i 1
' '
' '
' '
' '
| '
11,226.96 11,226.96 . 5.148.48 .
IPY/MONTH (ESTIMATED) IPY/MONTH (ESTIMATED) | IPY/MONTH (ESTIMATED) 1
.
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6.

7.

The Settings blade is displayed. Specify Availability set, Storage account, Public IP
address, Network security group, and Diagnostics storage account.
Select No for Use managed disks.

Done

2 Size v

Done

3 Settings

Configure optional features

High availability
Availability zone (Preview) @
v

No availability zones are available for the
lacation you have selected. Current supported
locations are: East US 2, Central US, West
Europe.

* Pvailability set @

>

Naone

Storage

Use managed disk:

* Storage account @ 5
devgroupdisks149

Network

* Virtual network @ N
Vnet1

* Subnet @ >
Vnet1-1(10.5.0.0/24)

* Public IP address @ >

[neud nnda-1.in

Return to the Settings blade and select Availability set. For node-1, the Change availability
set blade is displayed. Select Create new. Specify Name, Fault domains, and Update
domains, and click OK. For node-2, the Change availability set blade is displayed. Select

AvailabilitySet-1 created for node-1

High availability

Availability zone (Preview) @

Ne availability zones are available for the
location you have selected. Current supported
locations are: East US 2, Central US, West
Europe.

* Availability set @

>
None
Storage
Use managed di
No
* Storage account @ >
devgroupdisks149
Network
* Virtual network @ 5
Vnetil
* Subnet @ >
Vnet1-1 (10.5.0.0/24)
* Public IP address @
>

e mada-1_in

Vou can create s new availability set

or select an existing availability set
in the same location and resource

group as the VM.

Create new

None

* Name

[ AvailabilitySet-1

Fault domains @
L ________§ 2
Updste domains @

mmn() 5
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9. Select Storage account. For node-1, the Create storage account blade is displayed. Specify
Name, Performance, and Replication, and click OK. For node-2, the Choose storage
account blade is displayed. Select clstorageaccl created for node-1.

Create storage account

* Name

‘ clstorageaccl

*
- o These are the storage accounts in the selected subscription and location Japan East'. «core.windows.net
Performance @
= ¥
(7] Create new Replication @
Locally-redundant storage (LRS) v
i B -
Japan East, Stan...
e . Japan East, Stan...
m Japan East, Stan..,
= B -
Japan East, Stan...
-
=
-
@ Japan East, Stan...
a -
L) Japan East, Stan...
A =
Japan East, Stan..,
®
- > ~
]
= [__oc |

10. Return to the Settings blade and select Public IP address.
11. The Choose public IP address blade is displayed. Select None. Ignore the Create public IP
address blade.
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12. Return to the Settings blade and select Network security group. For node-1, the Create
network security group blade is displayed. Specify Name and click OK. For node-2, the
Choose network security group blade is displayed. Select NetSecGroup-1 created for node-

1.

Home > New > Create virtual machine > Settings » Choo

Settings

Create network security group B X

H

@
L)
t

Use managed disks @

* Storage account @ N

clstorageacc!

Network

* Virtual network @ a
Vnet1

* Subnet @ S
Vret1-1 (10.5.0.0/24)

* Public IP address @ >
None

* Metwork security group (firewall) @ >
(new) node-1-nsg

Extensions
Extensions @

>

No extensions

Auto-shutdown

Enable auto-shutdown @

These are the network security

groups in the selected
subscription and lacation ‘Japan

East’.

Create new
U None

G & & &&E&

* Name

‘ NetSecGroup-1 |

Inbound rules @
1000: default-allow-rdp
Any ‘\f’
RDP (TCP/3389)
+ Add an inbound rule
Outhound rules &

No results

+ Add an outbound rule

13. Select Storage account. For node-1, the Create storage account blade is displayed. Specify
Name, Performance, and Replication, and click OK. For node-2, the Choose storage

0 These are the storage accounts in the selected subscription and location ‘Japan East'.

Create new

™ dlstorageaccl
TestGroup|

account blade is displayed. Select clstorageaccdiagl created for node-1.

Japan East, Stan...

Japan East, Stan..,

Japan East, Stan...

Japan East, Stan...

Japan East, Stan...

Japan East, Stan...

Japan East, Stan...

* Name

[ clstorsgesccdiagl

.corewindows.net

Performance @
Standard

Replication @
Locally-redundant storage (LRS) v
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14. Return to the Settings blade and click OK.

ne > Settings

x

* Network security group (firewall) @ 5
1 Basics v NetSecGroup-1

Done

Extensions

2 Size v Extensions @
Done |
No extensions

3 Settings S | Auto-shutdown

Configure optional features | Enable auto-shutdown @
or

4 | Monitoring
ndows S Boot diagnostics @
Disabled [GELIE]

Guest 05 diagnostics @

Disabled

* Diagnostics storage account @ >

clstorageaccdiag

Backup
Backup @

15. The Create blade is displayed. Check the contents displayed on the Create blade and click
Create if the contents are correct.

Create virtual machi

Home > Mev

Create virtual machine

o Validation passed

v
A
Offer details
Standard A1
v by Microsoft
Terms of use | privacy policy
For pricing information and to determine which offerings may be purchased using monetary
commitment funds or subscription credits, please contact your reseller.
3 Settings v

Dene Summary
Basics

S 5

Al Smm > Subscription

Windows Server 2016 Datacenter Resource group TestGroup!
Location Japan East
Settings
Computer name node-1
Disk type HDD
User name testlogin
Size Standard A1 (1 veou. 1.75 GB memonvi v

Terms of use

By clicking "Create”, | (a) agree to the legal terms and privacy statement(s) asseciated with each  »
Marketplace offering above, and (b) agree that Microsoft may share my contact information and
transaction details (including usage volume associated with the offering) with the seller(s) of the

offerinals) for transactional purooses, Microsoft does not provide riahts for third-partv products ¥

[ e [—
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4) Setting a private IP address
Log in to the Microsoft Azure portal (https://portal.azure.com/) and change the private IP address
setting following the steps below. Since an IP address is initially set to be assigned dynamically,
change the setting so that an IP address is assigned statically. Change the settings of node-1 and
then node-2.

1.

2.

Select Resource groups or the resource group icon in the menu on the left side of the window.

Dashboard ¥ + ¢ & 7 & ®

+ Create a resource

All services
All resources
ALL SUBSCRIPTIONS

U Refresh
Dashboard Service Health
Resource groups - Personalized guidance and support when issues
= in Azure services affect you. Learn more &
£ All resources )
° Recent =
- [l 1 )
. App Services nJ
m Virtual machines (class... Marketplace Help + support

B virtual machines

= s0L databases

Cloud services (classic)
Security Center
Subscriptions

DNS zones

i@ Availability sets

. Storage accounts

o= 2dd  EE Editcolumns ) Refresh # Assign Tags

Subscriptions:

\ All lacations | | Mo grouping v
17 items
NAME SUBSCRIPTION LOCATION
(Call South Central US -
[ Gl . Japan West
. (gl n m - East Asia
(Call South Central US
2 Gl South Central US
L] Gl North Europe
] (&gl South Central US
&%) South Central US
@ Gl Japan East
L] (gl Japan East
? (Call Japan East
® Gl Japan East
™) Japan East
= (&gl = Japan East
|} (&l TestGroupl Japan East
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3. The summary of TestGroupl is displayed. Select virtual machine node-1 or node-2 from the
item list.

* ] Owverview

L B Activity log

Y] am Access control (IAM)
& Tags

L SETTINGS

. Quickstart

a 2 Resource costs

@ e Deployments

- Policies
=

i= Properties
8 Locks

Automation script

® MONITORING
iiil Metrics
Alert rules
=

4. Select Networking.

= Add

Subscription (change) Deployments
3 Succeeded

Edit columns [ Delete resource group | U Refresh : => Move ® Ass gn Tags

Subscription ID

All types ~ Alllecations. ~ Ne
9 items Show all resources
NAME TYPE LOCATION
AvailabilitySet-1 Availability set Japan East
E5 cistorageacel Storage account Japan East
E5 clstorageaccdiagl Storage account Japan East
[ NetsecGroup-1 Network security group Japan East
gl node-1 Virtual machine Japan East
B rodet630 Network interface Jzpan East
4l node-2 Wirtual machine Japan East
B rode-2542 Network interface Japan East
> Vnetl Wirtual network Japan East
>

* Overview

L B Activitylog

(7] i Access control (LAM)
& Tags

3 Diagnose and solve problems

(L]
. SETTINGS
a
=

& Networking
= Disks
= Size
.
T Extensions
@
Availability set
L)
& Configuration
Properties
]
ﬂ Locks

Automation script

¥ Attach network interface % Detach network interface

~
& Network Interface: node-1639 ective security rules Topology @
Virtual network/subnet: Vnet1/Vnetl-| Public IP: None Private IP: 10.5.0.5
INBOUND PORT RULES |0 |
@ Network security group NetSecGroup-1 (attached to network interface: Add inbound port
node-1639)
Impacts 0 subnets, & network interfaces
PRIORITY  NAME PORT PROTOCOL  SOURCE DESTINATIO... ACTION
1000 default-allow-rdp 3389 TCP Any Any @ Allow e
65000 AllowWnetinBound Any Any VirtualNet... VirtualNet... @ Allow e
65001 AllowAzureloadBalan... Any Any Azureload... Any @ Allow .
65500 DenyAllinBound Any Any Any Any © Deny
OUTBOUND PORT RULES ©
@ Network security group NetSecGroup-1 (attached to network interface: Add outbound port
node-1639)
Impacts D subnets, 6 network interfaces
PRIORITY  NAME PORT PROTOCOL  SOURCE DESTINATIO... ACTION
65000 AllowVnetOutBound Any Any VirtualNet... VirtualNet... & Allow ..
65001 AllowinternetOutBou... Any Any Any Internet @ Allow . v

5. Select a network interface displayed in the list. The network interface name is generated

automatically.
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6.

9.

Select IP configurations.

o 4 add FHsave ¥ Discard

IP forwarding settings

IP forwarding UL Enabled

B Ovenview

= B Activity log
Virtual network Vnet1
Y] am Access control (IAM)
& Tags IP configurations
* Subnet Vnet1-1(10.5.0.0/24) Y
L SETTINGS
---------------------------------- 0
[} IP configurations |
_— NAME IP VERSION  TYPE PRIVATE IP ADDRESS PUBLIC IP ADDRESS
[5 ] DNS servers
ipconfigl IPv4 Primary 10.5.0.5 {Dynamic)
[ ] U Metwork security group
- ‘I Properties
=
‘ ﬂ Locks
2 Automation script
®
? SUPPORT + TROUBLESHOOTING
® ¥ Effective security rules
]
(3 Effective routes
L]
New support request v
=

Only ipconfigl is displayed in the list. Select it.
Select Static for Assignment under Private IP address settings. Enter the IP address to be
assigned statically in the IP address text box and click Save at the top of the window. The IP
address of node-1 is 10.5.0.120. The IP address of node-2 is 10.5.0.121.

N . x

Hsave X Discad

Public IP address settings

Public IP address
Disabled [EELIIG]

Private IP address settings
Virtual network/subnet
Vnet1/Vnet1-1

Assignment

Dynamic [

* |P address

[ 1050120

The virtual machines restart automatically so that new private IP addresses can be used.
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5) Adding Blob storage
Log in to the Microsoft Azure portal (https://portal.azure.com/) and add Blob storage to be used for
a mirror disk (cluster partition or data partition). Change the settings of node-1 and then node-2.

1. Select Resource groups or the resource group icon in the menu on the left side of the window.

Dashboard ¥ + ¢ & v @ ©

+ Create a resource

All services
All resources
ALL SUBSCRIPTIONS

Q) Refresh
®=| Dashboard Service Health
¥ Resource groups - Personalized guidance and support when issues
= in Azure services affect you. Learn more &
#2 Al resources .@
° Recent x
= i 1 ']
. App Services nJ
B3 virtual machines (class... Marketplace Help + support
B virtual machines See more.

=
st

SQL databases

Cloud services (classic)
Security Center
Subseriptions

DNS 7ones

@ availability sets

. Storage accounts

2.

Select TestGroupl from the resource group list.

vices and docs

® i

= Add S Editcolumns ) Refresh

Subscriptions:

‘ All locations ~ No grouping v
17 items
NAME SUBSCRIPTION LOCATION
. -

(&gl South Central US
0 &%) = Japan West
Py (W) i P East Asia

(gl South Central US
L &%) South Central US
L &g North Europe
a (gl South Central US

(Call South Central US
L ]

Gl Japan East
L @ Japan East
f (&gl Japan East
® &%) Japan East

) Japan East
il .
= (gl L Japan East
| () TestGroup? Japan East
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3.  The summary of TestGroupl is displayed. Select virtual machine node-1 or node-2 to which to
add Blob storage from the item list and select Disk.

sl =+ 4dd

Subscription (change) Deployments

* . ) ~ 3 Succeeded
] Owverview

Edit columns [ Delete resource group | U Refresh : => Move ® Ass gn Tags

Subscription ID

= B Activity log N
(7] 2 Access control (1AM)
All types v | | Alllocations v || No
‘ Tags
9 items Show all resources
© SETTINGS NAME TYPE LOCATION
L] Quickstart 3 AvailabilitySet-1 Availability set Japan East
a ) Resource costs | clstorageaccl Storage account Japan East
-1 i arace acc Japan Eas
= e Deployments clstorageacediagl Storage account Japan East
[ NetsecGroup-1 Network security group Japan East
- Policies
=
gl node-1 Virtual machine Japan East
i= Properties
™y B rodet630 Netwerk interface Japan East
8 Locks node-2 Virtual machine Japan East
@ ¥
Automation script B rode-2542 Network interface Japan East
& Vnetl Virtual network Japan East
® MONITORING
iiil Metrics
Alert rules v
=
>

4. Select +Add data disk.

- S o
0 & Edit
" & 05 disk
Overview
NAME SIZE STORAGE ACCOU... ENCRYPTION HOS
L B Activitylog
node-1 127 GiB Standard_LRS Mot enabled Rea
(7] i Access control (IAM)
& Tag: Data disks
None

K Diagnose and solve problems

SETTINGS + Add data disk

Metworking

= Disks

Size

H

7 Bxensions
Availability set

& Configuration

- @& @

Properties

ﬂ Locks

]

Automation script
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5. The Attach unmanaged disk blade is displayed. Click Browse right to the Storage container
text box. For Name and Storage blob name, the automatically generated default values are
entered.

Attach unmanage

* Name

‘ node-1-20180220-152753 v

* Source type

MNew (empty disk) ~

* Account type @

Standard (HDD) ~

* Size (GIB) @
1023

ESTIMATED PERFORMAMNCE @
10PS limit 500

Throughput limit (MB/s) 60

* Storage container
\ B e

* Storage blob name
node-1-20180220-152753.vhd v

6.

> node-1-Disks > Attach unman;

== Storageaccount € Refresh

B2
NAME TYPE RESOURCE GROUP
clstorageacc] Standard-LRS TestGroupl
clstorageaccdiagl Standard-LRS TestGroupl
< >
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7. Select vhds from the container list and click Select.
x [ > &

unmanaged disk > Stor ounts > Containers

Storage accounts

+ Sterage account U Refresh + Container O Refresh

* ] 2
NAME NAME LAST MODIFIED PUBLIC ACCESS L... LEASE STATE
"
clstorageaccl vhds 2/15/2018, 10:32:57 AM Private Leased
LT}
clstorageaccdiagl
L=
[ ]
< >
-
3
@
®
L)
[ ]

8. The Attach unmanaged disk blade is displayed again. Specify Name, Source type, Account
type, Size, and Storage blob name, and click OK. For Name, specify Node-1Blob1l for node-
1 and Node-2Blob1 for node-2. For Storage blob name, specify Node-1Blobl.vhd for node-1
and Node-2Blob1.vhd for node-2.

> T

unmanaged disk

* Name
Mode-1Blob1 v

* Source type

Mew (empty disk) i3

* Account type @

Standard (HDD) v
* Size (GiE) @
[2 v

ESTIMATED PERFORMANCE @
1QPS limit 500

Throughput limit (MB/s) 60

* Storage container
https://clstorageaccl.blob.corewindows.net/vhds v

* Storage blob name

Node-1Blob1.vhd v
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9.

Click Save.

o) Hsave ¥ Discard

~ 0S disk

Ovwerview
NAME
B Activity log
node-1
zm Access control (IAM)

& Tag: Data disks

X Diagnose and solve problems LUN NAME

0 Node-1Blob1
SETTINGS

== Disks
Size
7 Extensions
Availability set
& Configuration
! Properties
& Locks

Automation script

SIZE

127 Gie

SIZE

20 GiB

STORAGE ACCOU...

Standard_LRS

STORAGE ACCOU...

Standard_LRS

ENCRYPTION

Mot enabled

ENCRYPTION

Not enabled

HOS

HOST

None
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6) Configuring virtual machines
Log in to the created node-1 and node-2 and specify the settings following the procedure below.
Set a partition for the mirror disk resource. Create a file system in the added Blob storage.
For details about a partition for the mirror disk resource, see "Partition settings for mirror disk
resource (when using Replicator)" in "Settings after configuring hardware" in Chapter 1,
“Determining a system configuration"” in the Installation and Configuration Guide.

1. Open the Disk Management window. The Initialize Disk dialog box is displayed.

Initialize Disk X

“You must initialize 3 disk before Logical Disk Manager can access .
Select disks:
Diskc 2

Use the following partition style for the selected disks:

(®) MBR (Master Boot Record)
(O GPT (GUID Partition Table)

Mote: The GPT partition style is not recognized by all previous versions of
Windows

Cancel
2. Confirm that the added disk is displayed as "Disk 2" in unassigned state under the existing C
drive and D drive.

ww Disk Management

- ] >

File Action View Help

e @ EEI=XEH LD

Volume ‘ Layout | Type | File System | Status | Capacity | Free Spa... | % Free
B Simple Basic NTFS Healthy (S.. 127.00 GB 131268 29%
= Temporary Storag... Simple Basic NTFS Healthy (P... 70.00 GB 6B77GB  98%

= Disk 0

Basic (C:)

127.00 GB 127.00 GB NTFS

Online Healthy (System, Boot, Active, Crash Dump, Primary Partition)

= Disk 1 I
Basic Temporary Storage (D)

70.00 GB 70,00 GB NTFS

Online Healthy (Page File, Primary Partition)

= Disk 2 I
Basic

20,00 GB 20.00 GB

Online Unallocated

B Unallocated Wl Primary partition

3. Create a cluster partition. Right-click "Disk 2" and select New Simple Volume.
4. The Welcome to the New Simple Volume Wizard is displayed. Click Next.

Mew Simple Volume Wizard x

Welcome to the New Simple
Volume Wizard

This wizard helps you create a simple volume on a disk

A simple volume can only be on a single disk

To continue, click Next

< Back Next > Cancel
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5. The Specify Volume Size window is displayed. Allocate 1024 MB (1,073,741,824 bytes) or
more to a cluster partition. Click Next.

MNew Simple Volume Wizard x

Specify Volume Size
Choose 3 volume size that is between the maximum and minimum sizes.

Maximum disk space in MB 20477

Minimum disk space in MB 8

Simple volume size in MB 1024 <

<Back Cancel

6. The Assign Drive Letter or Path window is displayed. Select the F drive for Assign the
following drive letter:. Use the disk as a raw partition without formatting.

Mew Simple Volume Wizard x

Assign Drive Letter or Path
For easier access, you can assign a drive letter or dive path to your partition

(®) Assign the following drive letter: F ~
O Mount in the following empty NTFS folder

(O Do not assign a drive letter or drive path

< Back Next > Cancel

Next, create a data partition. Right-click "Disk 2" and select New Simple Volume.
The Welcome to the New Simple Volume Wizard is displayed. Click Next.
The Specify Volume Size window is displayed. Click Next.

Mew Simple Volume Wizard X

© o~

Specify Volume Size
Choose a volume size that is between the maximum and minimum sizes

Maximum disk space in MB 19453

Minimum disk space in MB: 8

Simple volume size in MB R =

< Back Next > Cancel
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10. The Assign Drive Letter or Path window is displayed. Select the G drive for Assign the

following drive letter: and click Next.

MNew Simple Volume Wizard

Assign Drive Letter or Path
For easier access, you can assign a drive letter or drive path to your partition.

(®) Assign the following drive letter: G v
(O Mount in the following empty NTFS folder:
Browse

() Do not assign a diive letter or dive path

<Back Cancel
The Format Partition window is displayed. Confirm that File system is NTFS.

MNew Simple Volume Wizard X

11.

Format Partition
To store data on this partition, you must format it first

Choose whether you want to format this volume, and if so, what settings you want to use.

(O Do not format this volume

(®)Format this volume with the following settings

Fle system NTFS ~
Allocation untt size Defaut v
Volume label
|41 Perform a quick format

] Enable file and foldsr compression

< Back Next > Cancel

12. Click Next.

13. The Completing the New Simple Volume Wizard window s displayed. Check the displayed
contents and click Finish.

MNew Simple Volume Wizard

Completing the New Simple
Volume Wizard

*You have successfully completed the New Simple Volume
Wizard

You selected the following settings:
iVolume type: Simole Volume

Disk selected: Disk 2

Volume size: 19453 MB

Drive letter or path: G

Flle system: NTFS

Allocation unit size: Default
Volume label: New Volume ™
Ohtirle st Yas

To close this wizard, click Finish

<Back Cancel
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14. Confirm that the added disks are assigned as the F drive and G drive.

= Disk Management - O x
Eile Action View Help
e BIHEI=XPEEE
Volume ‘ Layout | Type | File System | Status | Capacity | Free Spa... | % Free
| Simple Basic NTFS Healthy (5. 127.00 GB 1119468 88 %
= (F) Simple Basic RAW Healthy (P... 1.00 GB 1.00 GB 100 %
= MNew Volume (G:) Simple Basic NTFS Healthy (P... 19.00 GB 1894 GB 100 %
= Temporary Storag... Simple Basic NTFS Healthy (P... 70.00 GB 68.77GB 98 %
|
— Disk 0 1
Basic )
12-7‘_00 GB 127.00 GB NTFS
Online Healthy (Systern, Boot, Active, Crash Dump, Primary Partition)
= Disk 1 1
Basic Temporary Storage (D:)
?D.Dp GB 70.00 GB NTFS
Online Healthy (Page File, Primary Partition)
= Disk 2 I
Basic (F) New Volume (G:)
20.00 GB 1.00 GB RAW 18.00 GB NTFS
Online Healthy (Primary Partition) Healthy (Primary Partition)
B Unallocated Wl Primary partition
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7) Configuring a load balancer

Log in to the Microsoft Azure portal (https://portal.azure.com/) and add a load balancer following

the steps below.

For details, see the following websites:

*  Azure Load Balancer overview:
https://docs.microsoft.com/en-us/azure/load-balancer/load-balancer-overview

»  Creating an Internet-facing load balancer using the Azure portal
https://docs.microsoft.com/en-us/azure/load-balancer/load-balancer-get-started-internet-
portal

1. Select +Create a resource or the + icon in the menu on the left side of the window.
Mi e ¢ SOL docs x O > f‘:‘S (;J @ &

Dashboard ¥ + ¢ o 7 & ®

+ Create a resource

All services
All resources
ALL SUBSCRIPTIONS

O Refresh
Dashboard Service Health
Resource groups - Personalized guidance and support when issues
= in Azure services affect you. Learn more
All resources ,@
Recent e
- (1 I 3
. App Services nJ
m Virtual machines (class... Marketplace Help + support
B virtual machines See more.

=
sat

S0l databases

Cloud services (classic)
Security Center
Subscriptions

DNS zones

@ Availability sets

. Storage accounts
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2.

3.

4,

Select Networking and then Load Balancer.

£

Azure Marketplace Seeall  Featured See

Get started > Virtual network
Learn more
Recently created
Compute ﬂ Load Balancer
Learn more
Networking
Storage Application Gateway
Web + Mobile @ Learn mare
Containers. .
Virtual network gateway
Databases & Learn more
Data + Analytics
Local network gateway
Al + Cognitive Services G

Learn more

Internet of Things

Enterprise Integration Traffic Manager profile
Learn more

Security + Identity
Developer tools g DNS zone

o Learn more
Monitoring + Management
Add-ons Route table

Y .
Blockchain Learn more
- ExpressRoute

o

The Create load balancer

lade is displayed. SpecifyvName.

Cs

* Name

[ TestLoadBalancer V]

=0

nternal (@) Public

c () Standard [Preview)

* Public IP address 5
Choose a public IP address

Add a public IPv6 address @
* Subscription
~
é:' Use existing
TestGroupl v
* Location
Japan East ~

Pin to dashboard

Select Public for Type and select Create new for Public IP address.
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5. Specify Name and Assignment, and click OK.

Create public IP address

—- &
X

Choose public IP address Create public IP address m]

Dynamic public IP ac se won't have an IP ac signed to them.

* Name

These are the public IP addresses of SKU 'Basic’ in the selected subscription and ‘ TestLoadBalancerPubliclP v
* location “Japan East'.
L]
=
Create new
L]
] e
>

© °

L]
L3 v [

@ - ® & =
<
-] @

6. Specify Subscription, Resource group, and Location, and click Create. Deploying the load
balancer starts. This processing takes several minutes.

* Name

[ TestLoadBalancer v

*Type @

() Internal (@) Public

c () Standard [Preview)

* Public IP address 5
(new) TestLoadBalancerPubliclP

Add a public IPv6 address @

* Subscription

~
®) Use existing
TestGroupl v
* Location
Japan East ~

Pin to dashboard
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8) Configuring a load balancer (configuring a backend pool)
1. Associate a virtual machine registered to the availability set to the load balancer. After the load
balancer has been deployed, select Resource groups or the resource group icon in the menu
on the left side of the window.

Dashboard v + 2 @ v @ ®©

Create a resource

All services

All resources
ALL SUBSCRIPTIONS

T Refresh
Dashboard Service Health
Resource groups - Personalized guidance and support when issues
= in Azure services affect you. Learn more &
22 All resources .@
Recent x
= i 1 ']
App Services nJ
Virtual machines (class... Marketplace Help + support
Virtual machines See more.

SQL databases

Cloud services (classic)
Security Center
Subseriptions

DNS 7ones

@ availability sets

. Storage accounts

2. Select the resource group to which the created load balancer belongs from the resource group
list.

earch resaurces, services and docs

= Add S Editcolumns ) Refresh @ Assign Tags

Subscriptions:

*
‘ All locations ~ No grouping v
=
17 items
Y] NAME SUBSCRIPTION LOCATION
. -

(&gl South Central US
0 &%) = Japan West
Py (W) i P East Asia

(gl South Central US
L &%) South Central US
L &g North Europe
= (gl South Central US
&

(Call South Central US
L ]

Gl Japan East
L @ Japan East
f (&gl Japan East
® &%) Japan East

) Japan East
il .
= (gl L Japan East
| () TestGroup? Japan East
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3. The summary of the selected resource group is displayed. Select the created load balancer

from the item list.

rch resources, services and docs

[®) Overview
B Activityleg

LT M Access control (IAM)

& Tags

SETTINGS
Quickstart
+) Resource costs

ek Deployments

# 8 & e

Policies

50

i= Properties
ﬂ Locks

A Automation script

® - ® &

MONITORING
fiil Metrics
i
B Alert rules
=

4. Select Backend pools.

* 50
& Overview
L E Activity log
5] M Access control (IAM)

‘ Tags

¥ Diagnose and solve problems

SETTINGS

Frontend IP configuration

@i Backend pools

t Health probes

H]

Load balancing rules
& Inbound NAT rules
Properties

8 Locks

® -~ ® $&

@ Automation script

MONITORING

Click Add.

Specify Availability set.

©Co~NoO,

=+ add

Subscription {changs)

££ Edit columns

Subscription ID

11 items Show all resources
NAME
i AvailabilitySet-1
S clstorageacel
S clstorageacediagl
U NetSecGroup-1
node-1
B nodei630
node-2
B node-2542

(; TestLoadBalancer

TestLoadBalancerPubliclP

¢+D Vnetl

o add

O Refresh

@ Delete resource group

) Refresh

Deployments

4 Succeeded
All types ~ | | Alllocations
TYPE

Availability set

Storage account
Storage account
Network s=curity group
Virtual machine
Network interface
Virtual machine
Network interface

Load balancer

Public IP address

Wirtual network

=> Move ® Assign Tags

LOCATION

Japan East

Japan East

Japan East

Japan East

Japan East

Japan East

Japan East

Japan East

Japan East

Japan East

Japan East

VIRTUAL MACHINE

Mo results.

Click Add atarget network IP configuration.
10 Specify the target virtual machine for Target virtual machine and Network IP configuration.

VIRTUAL MACHI... NETWORK INTERFACE

The Add backend pool blade is displayed. Specify Name.
For Associated to, select Availability set.

PRIVATE IP ADDRESS

No
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11. Repeat steps 9 and 10 as many times as the number of target virtual machines.
12. Click OK.

* Name

‘ TestBackendPool v

IP version
i

Associated to @

[ Availobility set v

Availability set @

AvailabilitySet-1
number of virtual machines: 2

Target network IP configurations
Only VMs within the current availability set can be chosen. Once a VM is chosen, you can select a
network IP configuration related to it.

Virtual machine: node-1 ﬁ

Metwork IP configuration: node-1639/ipconfigl (10.5.0,120)

* Target virtual machine @ m
node-2 -
size: Standard_A1, network interfaces: 1

* Network IP configuration @

[ ipconfig (10.5.0.121) v

‘ + Add a target network IP configuration |
< >
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9) Configuring a load balancer (configuring a health probe)
1. Selec obes.
h resources, services and docs

b

TestLoadBalancer - Health probes

Load balancer

o =+ Add

jo]
* *
B Oveniew |
NAME PROTOCOL PORT USED BY
E B Activitylog
No results.
LT M Access contral (IAM)
- & T

¥ Diagnose and solve problems

[
. SETTINGS
-] Frontend |P configuration
m 8 Backend pools
t Health probes
Load balancing rules
&8 Inbound NAT rules
Properties

@ Automation script

@
@
? ﬂ Locks
@
L]

MONITORING

B Diagnostics logs -

2. Click Add.
3. The Add health probe blade is displayed. Specify Name.
4. Specify Protocol and Port, and click OK.

d docs

‘ TestHealthProbe J‘

1P version

L)

seconds

consecutive failures
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10) Configuring a load balancer (setting the load balancing rules)
1. Select Load balancing rules.

rul

alancing rules

o =+ Add

o
* ~ -~
® Overview |
NAME LOAD BALANCING RULE BACKEND POOL HEALTH PROBE
= H Activity log
No results.
Y] M Access control (JAM)
‘ Tags
o X Diagnose and solve problems
. SETTINGS
[5 ] Frontend IP configuration
™ 3] Backend pools
= 1 Health probes
=
. Load balancing rules
‘ &% Inbound NAT rules
! Properties
&8 Llocs
®
A Automation script
L
. MONITORING
= v

2. Click Add.
3. The Add load balancing rule blade is displayed. Specify Name.
4. Specify Port and Backend port, and click OK.

* Frontend |P address @

LoadBalancerfrontEnd) v
Pratocel
(@) 1ce ()upp
* Port
)

* Backend part @
[ 2080 v

Backend pool @

TestBackendPool (2 virtual machines) ~

Health probe @
TestHealthProbe (TCP:26001) ~

Session persistence @

MNone ~

Idle timeout {minutes) @
O 4
Floating IP (direct server return) @

Disabled [ayElallcs]
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11) Setting the inbound security rules
Log in to the Microsoft Azure portal (https://portal.azure.com/) and set the inbound security rules
following the steps below.
1. Select Network security groups or the network security group icon in the menu on the left
side of the window.

Dashboard ¥ + ¢ & ~» &

+ Create a resource

All services
All resources
ALL SUBSCRIPTIONS

Q) Refresh
®=| Dashboard Service Health
¥ Resource groups - Personalized guidance and support when issues
= in Azure services affect you. Learn more &
#2 Al resources .@
° Recent x
= i 1 ']
. App Services nJ
B3 virtual machines (class... Marketplace Help + support
B virtual machines See more.

=
st

SQL databases

Cloud services (classic)
Security Center
Subseriptions

DNS 7ones

@ availability sets

. Storage accounts

2. Select NetSecGroup-1 from the network security group list.

Ho > Net

Network se

+ Add  EE Edit columns O Refresh @ Assign Tags

Subscriptions: WPECO7_1ITSW_CLUSTER —

Al resource groups ~ | | Alllacations + | | Mo grouping v
7 items
NAME RESOURCE GROUP LOCATION SUBSCRIFTION
O NetSecGroup-1 TestGroupl Japan East

3.  The summary of NetSecGroup-1 is displayed.
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4. Select Inbound security rules.

Home > Network s it

Grouy
urity

o) = Add & Default rules

* @ Overview ~ PRIORITY NAME PORT PROTOCOL SOURCE DESTINATION
"= B Activityleg 1000 default-allow-rdp 3389 TP Any Any
) o Access control (1AM) 65000 AllowVnetinBound Any Any VirtualNetwork  VirtualNetwork
e & Tags 65001 AllowAzureloadBalancerlnBo... Any Any AzureloadBala... Any
o 3 Disgnose snd salve problems 65500 DenyAlllnBound Any Any Any Any
L] SETTINGS
a * Inbound security rules
[ ] ™. Qutbound security rules
= ! Network interfaces
Y > Subnets
! Properties
a
& Locks
A Automation script
®
MONITORING
]
E Diagnostics logs v
=

5. Click Add.
6. The Add inbound security rule blade is displayed. Specify Name.
7. Specify Destination port range and Protocol, and click OK.

* Source @

Any v

* Source port ranges @

-
* Destination @
Any ~

* Destination port ranges @
8080

* Protocol
Any TCP uop
* Action

Allow Deny

* Pricrity @
100

* Name

[ TesthTTP v

Description

Then, check <Load balancer_frontend IP(public_IP_address)> specified in the script before
recovery action of the multi-target monitor resource that is set in "3)Adding a monitor resource.”
Write down the confirmatory result.
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1. Select Resource groups or the resource group icon in the menu on the left side of the window.
Search resources, services and docs x 0> & 0 0 S

Dashboard ¥ + ¢ o 7 & ®

+ Create a resource

All services
All resources
ALL SUBSCRIPTIONS

* U Refresh
= Dashboard Service Health
%4 Resource groups - Personalized guidance and support when issues
— in Azure services affect you. Learn more &
All resources .@

° Recent "
]
- : 8 a
. App Services
W
B3 virtual machines (class... Marketplace Help + support

B virtual machines See more.

=
sat

S0l databases
& Cloud services (classic)
@ security Center

? Subscriptions

@ DNS zones

Availability sets

. Storage accounts

2. Select the resource group to which the created load balancer belongs from the resource group
list.

esources, services and docs

Resource groups

= add  EEEditcolumns ) Refrssh & Assign Tags

Subscriptions:

*
‘ All locations ~ No grouping v
=
17 items

Y] NAME SUBSCRIPTION LOCATION
E Gl South Central US e
[ (Call u L Japan West e
e (W) i P East Asia

Gl South Central US
L (&gl South Central US e
® ® North Europe
= Gl South Central US

(gl South Central US wee
* (Call Japan East e
L Gl Japan East
? ™) Japan East
® (&gl Japan East e

&%) Japan East
L Gl . Japan East
B (@) TestGroup Japan East
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3. The summary of the selected resource group is displayed. Select the created load balancer
from the item list.

s] =+ a4

Subscription (changs) Deployments
4 Succeeded

dit columns @ Delete resource group () Refresh = Move L

[ Overview
Subscription ID
B Activityleg
;; Access contral {lAM)
All types ~ | | Alllocations v || Ne
& Tags
11 items
SETTINGS NAME TYPE LOCATION
Quickstart 3! AvailabilitySet-1 Availability set Japan East
D Resource costs S clstorageaccl Storage account Japan East
& Deployments 3 clstorageaccdiag] Storage account Japan East
@ NetsecGroup-1 Network sacurity group Japan East
Policies
il node-1 Wirtual machine Japan East
i= Properties
B nodei630 Network interface Japan East
Locks
ﬂ 4l node-2 Virtual machine Japan East
Automation script n node-2542 Network interface Japan East
tp TestloadBalancer Load balancer Japan East
MONITORING
TestLoadBalancerPubliclP Public IP address Japan East
P
iii Metrics
&+ Vnetl Wirtual network Japan East
Alert rules

4.

resaurces, services and docs

Testl oadBalancer
Load bal:

& Overview

Backend poo
E Activity log TestBackendPool (2 virtual machines)
n Health probe
.o. Access control (IAM) Jzpan East TestHealthProbe (TCP:26001)
- . . Subscription name ) Load balancing rule
& Taos TestLoadBalancingRule (TCP/30 to TCF/2080)
Subscription ID NAT rules
¥ Diagnose and solve problems B
SKU Public IP address
Basic (TestLoadBalancerPublicIP)

SETTINGS
Frontend IP configuration
Backend pools

% Health probes

Load balancing rules

& Inbound NAT rules
Properties

8 Locks

Automation script

MONITORING
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12) Adjusting the OS startup time, checking the network setting, checking the firewall
setting, synchronizing the server time, and disabling the power saving function.
For each procedure, see "Settings after configuring hardware" in Chapter 1, “Determining a
system configuration" in the Installation and Configuration Guide.

13) Installing EXPRESSCLUSTER
For the installation procedure, see the Installation and Configuration Guide.
After installation is complete, restart the OS.

14) Registering the EXPRESSCLUSER license
For the license registration procedure, see the Installation and Configuration Guide.

120



Cluster Creation Procedure (for an HA Cluster Using an Internet Facing Load Balancer)

4.3 Configuring the EXPRESSCLUSTER
settings

Configure the following on the WebManager cluster generation wizard.
For the WebManager setup and connection procedures, see Chapter 5, “Creating the cluster
configuration data" in the the Installation and Configuration Guide.

This section describes the procedure to add the following resources and monitor resources:

« Mirror disk resource

« Azure probe port resource

« Azure probe port monitor resource

» Azure load balance monitor resource

« Custom monitor resource (for NP resolution)

« IP monitor resource (for NP resolution)

« Multi-target monitor resource (for NP resolution)
For the settings of other resources and monitor resources, see the Installation and Configuration
Guide and the Reference Guide.

1) Creating a cluster
Start the cluster generation wizard to create a cluster.

€ Creating a cluster

1. Access WebManager. Then, the following dialog box is displayed.
Click Start cluster generation wizard.
| ) Confirm -

The cluster is not constructed

‘ Start cluster generation wizard ‘

| Import cluster configration file ‘

Close

2. The following dialog box is displayed.
Click Start Cluster Generation Wizard for standard edition.
| &) Confirm -

Start Cluster Generation Wizard.

| Start Cluster Generation Wizard for standard edition ‘

| Start Cluster Generation Wizard for simple edition ‘

Close
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3. The Cluster Definition page is displayed.
Enter a desired name in Cluster Name.

Select an appropriate language in Language. After the setting is applied, the display
language of WebManager is changed to the selected language.

Cluster Definition

Cluster Mame |C\uster1 ‘
Cluster

Comment | ‘

Language |Eng\i5h ‘V|

Management |P Address | ‘

Description

Start generating the cluster.

Enter the cluster name, and then select the language (locale) of the environment that runs WebManager

If using the integrated WebManager to manage multiple clusters, specify a unique cluster name to identify the cluster
The management IP address is a floating IP address used for a WebManager connection. If establishing connections by
specifying each server IP address, the management IP address can be omitted.

To continue, click [Nexi].

< Back H Next > H Cancel ‘

4. The Server Definition page is displayed.
The instance connected to WebManager is displayed as a registered master server.

Click Add to add the remaining instances (by specifying the private IP address of each
instance).

Server Name or IP Address

[10.5.0.421 |

Description

Enter an IP address or a server name.

When entering a server name, name resolution is necessary.
Both IPv4 and IPvE for IP address can be used.

When entering an IP address, the server name is automatically
acquired.
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5. Click Next.

Senver Definition

Server Definition List

Order Name lagd
Master Server  |node-1
1 node-2
Basic Settings
Daown
Server Group

Server Group Definition

Description

Click "Add" to add servers constructing the cluster.
Click "Up” or "Down" to change the server priority.
Click "Settings” to configure the server group when using the server group.

| <Back || Mext> H Cancel ‘

6. The Interconnect page is displayed.
Specify the IP addresses (IP address of each instance) to be used for interconnect. In

addition, select mdc1 for MDC as a communication path of a mirror disk resource to be
created later.

Interconnect

Interconnect List

F'nomyl Type ‘ MDC | node-1 ‘ node-2 Add
1 T

| [+ [mact [+]105.0.120 [+]1050.121 [+

" Interconnect

<] i [T»
Description

Configure the interconnect among the servers constructing the cluster.Click "Add™ to add interconnect and select the type.

For "Kernel mode” setting, configure the route which is used for heartbeat. For "Mirror Communication Only” setting, configure
the route which is used only for data mirroring communication

For "Kernel mode” setting, more than zero routes are necessary to be configured. Configuring more than one routes is
recommended.

Click each server column cell to configure IP addresses for each communication routes.

Click "Up” or "Down” to configure the priority to preferentially use the LAN only for the communication among the cluster
servers. For the communication route which is used for data mirrering communication, select the mirror disk connect name to
be allocated to the communication route in MDC column

| <gack |[ mew» || cancel |

7. Click Next.
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8. The NP Resolution page is displayed.
Note that NP resolution is not configured on this page. The equivalent feature is
achieved by adding the IP monitor resource, custom monitor resource, and multi-target
monitor resource. Configure NP resolution in "3)Adding a monitor resource."
Click Next.

MNP Resolution
NP Resolution List

Type Ping Target node-1 node-2 @
ove

NP Resolution

Tuning

Description

‘Configure network partition (NP) resolution function

Click "Add™ to add NP resolution resource and select the type

For "COM" setting, click each server column cell to configure COM port.

For "DISK" setting, click each server column cell to configure driver letter of the partition for disk heartbeat.

For "Ping” setting, click Ping target column cell to configure IP address of Ping destination, and then click each server column
cell to configure "Use” or "Do not use™.

For "Majority” setting, double-click each server column cell to configure “Use” or "Do not use”.

For "DISK" and "Ping” seftings, the detailed settings can be verified and changed by clicking "Properties™

Click "Tuning” to configure the actions at NP occurrence.

[ <mack |[ mew» || cance
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2) Adding a group resource

@ Defining a group
Create a failover group.

1. The Group List window s displayed.
Click Add.

Group
Group List
Name Type @
Description
‘Configure failover group to be a unit of fail over
Click "Add" to add a group.
Click "Properties™ to configure the properties of the selected group.
Click "Group Resource” to add resource to the selected group.
[ <gack |[ mew= || cancel |
2. The Group Definition window is displayed.
Specify a failover group name (failoverl) for Name.
Group Definition
Type |fai\over ‘V|

[[] Use Server Group Settings

MName |fa\|over1 ‘

' Basic Settings Comment | ‘

Description

Select group type.

If using virtual machine resources to cluster virtual machines, select "Virtual machine” as the type. In other cases, select
“Failover.

If using server group, check the "Use Server Group™.

<Back H Mext> H Cancel ‘

3. Click Next.
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4. The Servers that can run the Group page is displayed.
Click Next without specifying anything.

Servers that can run the Group

Failover is possible on all servers

Servers that can run the Group

Auailable Servers
Servers Sernvers
node-1
node-2
< Add
" Startup Servers
4] Ii [[»

Description

Selectthe server which can run the group and configure the priority of the servers

In case that all the servers which are registered to the cluster can startthe group, check “Failover is possible at all servers”
on. The priority order is the order which was setwhen the server was registered to the cluster.

In case sefting individually the server which can startthe group, check "Failover is possible at all servers” off. Selectthe server
which can start the group from the "Available Servers” list on the right side, and click "Add” to add the server to "Servers that
can run the Group™ list. Click "Up™ or "Down” to change the priority order.

[ | sz ] _owren |

5. The Group Attribute Settings page is displayed.
Click Next without specifying anything.

Group Attribute Settings
Startup Attribute
(@ Auto Startup () Manual Startup
Failover Attribute
@ Auto Failover
® Use the starlup server seftings
) Failover dynamically
[] Perform a Forged Failover
[ Prioritize failover policy in the server group
Group Attributes [ Perform a Smart Fajlover
2 Prioritize failover policy in the server group
[] Enable only manual failover among the server groups
) Manual Failoyer
Failback Attribute
() Auto Failback ® Manual Failback

Description

Configure starting failover group or actions of fail over.

In case not automatically starting the group at cluster startup, set "Startup Attribute” to "Manual Startup™

In case selecting the fail over destination considering the status of the monitor resource of each server at failure occurrence,
select "Failover dynamically” in "Auto failover”. In case failover using the server group settings and prioritizing the server inside
the same server group, select "Prioritize the failover policy inside the server group”.

| |<Back || Mext = H Cancel ‘
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6. The Group Resource page is displayed.
On this page, add a group resource following the procedure below.

Group Resource
Group Resource List
Name Type agd
" Group Resources
Description
Click "Add" to add resources
Click "Properties™ to configure the properties of the selected resource.
| = Back | | Finish | ‘ Cancel ‘

@ Mirror disk resource
Create a mirror disk resource.
For details, see "Understanding mirror disk resources" in Chapter 5, “Group resource details"
in the Reference Guide.

1. Click Add on the Group Resource List page.

2. The Resource Definition of Group window is displayed.
Select the group resource type (mirror disk resource) from the Type box and enter the
group name (md) in the Name box.

Group Resource Definitions
MName |md |
Comment | |
Get Licence Info
Description
Selectthe type of group resource and enter its name.
= Back ‘ | Next = I | Cancel |

3. Click Next.
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4. The Dependent Resources page is displayed.
Click Next without specifying anything.

Follow the default dependen

Dependent Resources Ayailable Resources

Name Resource type < Add Name

" Dependency

[ <Bace |[ mew= |[ cancer |

5. The Recovery Operation at Activity Failure Detection and Recovery Operation at
Deactivity Failure Detection page is displayed.
Click Next.

Execute Script before or after Activation or Deaclivation

r Recovery Operation at Activity Failure Detection

Retry Count J time

Failover Target Server

(@) Stable Server ) Maximum Priority Server
Failover Threshold 1| time:
Final Action |No operation (not activate next resource) |V|

[] Execute Script before Final Action

Recovery Operation at Deactivity Failure Detection
Retry Count at Deactivation Failure 0| time:

" Recovery Operation Final Action Stop the cluster service and shutdown 0S |v|

[] Execute Script before Final Action

| < Back || Mext = H Cancel ‘
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6. The Details page is displayed.

Select a server name in the Name column of Servers that can run the group and click
Add.

Mirror Disk No. |1 |v‘

Data Partition Driye Letter | |

Cluster Partition Drive Letter | |

Cluster Parliion Offset Index o [~]

Mirror Disk Connect Select

Servers that can run the group

Name Data Partition | Cluster Partition < Add Name
inode-1

" Details

| < Back H Finish || Cancel |

7. The Selection of partition dialog box is displayed. Click Connect, select the data
partition and cluster partition created in "6)Configuring virtual machines", and click
OK.

Partition
[ Data Partition Obtain inform...
Volume Disk No. | Partition No. Size ‘ GY
0 1 500MB
D 1 1 7T1677TMB -
Fl 2 1 1024WB |
cl 0 2 40458MB |
[ [2 [2 | —
4] 1 |

GUID mem= cmmw e ————

[ Cluster Partitiol

Volume DiskNo. | Partition No. Size ‘ GY
0 1 50011B i
D1\ 1 1 TAG7TTME |-
1 2 [ 10241B
c\ 0 2 40458MB__ |’
G 2 2 19453MB |
4] i D

Vv & & & ° N 2~ |
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8. Perform steps 6 and 7 for node-1 and then node-2 and click Finish.

Mirror Disk No [ |
Data Partition Drive L etter o |
Cluster Partition Drive Letter |F ‘
Cluster Partition Offset Index |U ‘v|
Wirror Disk Connect
Servers that can run the group
Name | DataParfition | Cluster Partition Name
node-1
= Details
Edit
| < Back || Finish | ‘ Cancel ‘

€ Azure probe port resource
When EXPRESSCLUSTER is used on Microsoft Azure, EXPRESSCLUSTER provides a
mechanism to wait for alive monitoring from a load balancer on a port specific to a node in which
operations are running.

For details about the Azure probe port resources”, see "Understanding Azure probe port
resources" in Chapter 5, “Group resource details" in the Reference Guide.

1. Click Add on the Group Resource List page.
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2. The Resource Definition of Group window is displayed. Select the group resource
type (Azure probe port resource) from the Type box and enter the group name
(azureppl) in the Name box.

Group Resource Definitions
Type |Azure probe port resource | A4 ‘
Name |a.mrepp1 |
Comment | |
Get Licence Info
Description
Selectthe type of group resource and enter its name.
< Back ‘ | MNext = I | Cancel |

3. Click Next.
4. The Dependent Resources page is displayed. Click Next without specifying anything.

Follow the default dependen
Dependent Resources Ayailable Resources
Name Resource type < Add MName
Dependency
| <gack |[ mea= || cance |

131



5. The Recovery Operation at Activity Failure Detection and Recovery Operation at
Deactivity Failure Detection page is displayed. Click Next.

Execute Script before or after Activation or Deactivation

 Recovery Operation at Activity Failure Detection

Retry Count J time

Failover Target Server

(@) Stable Server () Maximum Priority Server
Failover Threshold 1| time
Final Action |No aperation (not activate next resource) ‘vl

["] Execute Script before Final Action

 Recovery Operation at Deactivity Failure Detection
Retry Count at Deactivation Failure 0| time

Recovery Operation Final Action Stop the cluster senvice and shutdown 08 ‘vl

["] Execute Script before Final Action

[ <Bace |[ mew= |[ cancer |

6. For Probeport, enter the value specified for Port when configuring a load balancer
(configuring health probe).

Probeport 26001

" Details

| = Back || Finish || Cancel |

7. Click Finish.
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3) Adding a monitor resource

€ Azure probe port monitor resource

The port monitoring mechanism for alive monitoring is provided for the node in which the
Microsoft Azure probe port resource is running.

For details about the Azure probe port monitor resource, see "Understanding Azure probe port
monitor resources” in Chapter 6, “Monitor resource details" in the Reference Guide.

Adding one Azure probe port monitor resource creates one Azure probe port monitor resource
automatically.

€ Azure load balance monitor resource
The mechanism to monitor whether the port with the same port number as the probe port is
open or not is provided for the node in which the Microsoft Azure probe port resource is not
running.

For details about the Azure load balance monitor resource, see "Understanding Azure load
balance monitor resources" in Chapter 6, “Monitor resource details" in the Reference Guide.

Adding one Azure probe port resource creates one Azure load balance monitor resource

automatically.

4 Custom monitor resource
Sets a script to monitor whether communication with Microsoft Azure Service Management API
is possible, and also monitors health of communication with an external network.

For details about the custom monitor resource, see "Understanding custom monitor
resources" in Chapter 6, “Monitor resource details" in the Reference Guide.

1. Click Add on the Monitor Resource List page.

Monitor Resource
Monitor Resource List

Name Type
azurelbw Azure load balance monitor
azureppwi Azure probe port monitor
mdnw1 mirror connect monitor
mdw1 mirror disk monitor

useny |user mode monitor

=" Meniter

Description

Click "Add" to add monitor resource.
Click "Property” to configure the properties of the selected monitor resource.
Click “Finish™ to complete creating a cluster.

| < Back || Finish H Cancel ‘
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2. Select the monitor resource type (custom monitor) from the Type box and enter the
monitor resource hame (genw1) in the Name box.

Monitor Resource Definition

Type ‘custom monitor | - ‘
MName ‘genwﬂ |
Comment ‘ |

Get Licence Info

Description

Select the type of monitor resource and enter its name.

<pack |[ _nea> ][ cancer |

3. Click Next.
4. The Monitor (common) page is displayed.
Confirm that Monitor Timing is Always and click Next.

Interval @ sec
Timeout @ set
[] Do Not Retry at Timeout Occurrence
[] Do Not Execute Recovery Action at Timeout Occurrence
Retry Count ’j time
Wait Time to Start Monitoring ’j sec

* Moniter(common) TR T

@ Always
O Active

Target Resource Browse

Choose servers that execute monitoring

[ <Bace |[ mew= |[ cancer |
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5. The Monitor (special) page is displayed.
Select Script created with this product.
The following shows the sample of a script to be created.
< EXPRESSCLUSTER_installation_path>\bin\clpazure_port_checker -h
management.core.windows.net -p 443
EXIT %ERRORLEVEL%

Select Synchronous for Monitor Type.

o
@ Script created with this product
File genw bat
View ‘ | Edit ‘ | Replace
Monitor Type
® Synchronous () Asynchronous

N . . Normal Return Value 0
Monitor(special)

[ Kill the application when exit

Viewer/Editor tool can be changed

| = Back H Next = || Cancel |

6. Click Next.
7. The Recovery Action page is displayed.

Select Execute only the final action for Recovery Action, LocalServer for Recovery
Target, and No operation for Final action.

Recovery Action ‘Execute only the final action |V‘
Recovery Target LocalServer
Recovery Script Execution Count time

[ Execute Script before Reactivation

Maximum Reactivation Count time:

* Recovery Action

] Execute Script before Failover

[ Execute migration before Failover

Failover Target Server (@ Stable Server (r Maximum Priority Server

Maximum Failover Count time

[] Execute Script before Final Action

Einal Action No operation ‘V|

Script Settings
| < Back ‘ | Finish I | Cancel |

8. Click Finish to finish setting.
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*

IP monitor resource
Creates an IP monitor resource to monitor communication between clusters that are configured
with virtual machines, and also to monitor whether communication with an internal network is

health.

For details about the IP monitor resource, see "Understanding IP monitor resources" in Chapter
6, “Monitor resource details" in the Reference Guide.

1. Click Add on the Monitor Resource List page.
2. Select the monitor resource type (ip monitor) from the Type box and enter the monitor
resource name (ipwl) in the Name box.

Monitor Resource Definition

Type |\p manitar | - ‘

MName ||pw1 |

Comment | |

Get Licence Info

Description

Selectthe type of monitor resource and enter its name.

= Back H Next = || Cancel |

3. Click Next.
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4. The Monitor (common) page is displayed.
Confirm that Monitor Timing is Always.

Interval
Timeout

[[] Do Not Retry at Timeout Occurrence

Retry Count

Wait Time to Start Monitoring

" Monitor(common)

Monitor Timing
® Aways
2 Active

Target Resource

Choose servers that execute monitoring

[] Do Mot Execute Recovery Action at Timeout Occurrence

’E sec
’E sec

'j time
’j sec

Browse

Server

[ <gack |[ mea- || cancel |

Select one available server for Choose servers that execute monitoring.

) All Servers
® Select
Servers that can run the Group Ayailable Servers
Name | Name
node-1 | Inode-2
[Lox ][ cancer |[ spoy |
Click Next.
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5. The Monitor (special) page is displayed.

1P Addresses

IP Address Ingd

" Monitor(special)

ping Timeput 5000| msec

[ ] [ ][cmor ]

On the Common tab, select Add of IP Address and set an IP address of a server other
than the server selected in step 4.

Ttarace |

IP Address 10.5.0.121

o] o |
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6. Click Next.

1P Addresses
IP Address [ Ingd
10.5.0.121 |
Edit
" Monitor(special)
ping Timeput 5000| msec
[ <Back |[ mew> ][ cancer |

7. The Recovery Action page is displayed.

Select Execute only the final action for Recovery Action, LocalServer for Recovery
Target, and No operation for Final Action.

TS

Recovery Target LocalServer

Browse
Recovery Script Execution Count time
[] Execute Script before Reactivation
Maximum Reactivation Count time

" Recovery Action

] Execute Script before Failover

] Execute migration before Failover

Failover Target Server @ Stable Server  Maximum Priority Server
Maximum Failover Count time
[[] Execute Script before Final Action
Einal Action No operation ‘V|
Script Settings
| = Back ‘ | Finish || Cancel |

8. Click Finish to finish setting.

9. Then, create a monitor resource on the other server. Click Add on the Monitor
Resource List page.
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10.Select the monitor resource type (ip monitor) from the Type box and enter the monitor
resource name (ipw2) in the Name box.

Monitor Resource Definition

Type ‘\p monitor | - ‘
MName ‘ipr |
Comment |

Get Licence Info
Description

Select the type of monitor resource and enter its name.

<pack |[ _nea> ][ cancer |

11.Click Next.
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12.The Monitor (common) page is displayed.
Confirm that Monitor Timing is Always.

Interval 60| sec
Timeout 60| sec

[[] Do Not Retry at Timeout Occurrence

[] Do Mot Execute Recovery Action at Timeout Occurrence

Retry Count 1| time
Wait Time to Start Monitoring 0f sec
" Monitor(common) Monitor Timing
® Aways
2 Active

Target Resource Browse

Choose servers that execute monitoring Server

[ <gack |[ mea- || cancel |

Select one available server for Choose servers that execute monitoring.

) All Servers
® Select
Servers that can run the Group Ayailable Servers
Name | Name
node-2 | Inode-1
[Lox ][ cancer |[ spoy |
Click Next.
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13.The Monitor (special) page is displayed.

1P Addresses

IP Address Ingd

" Monitor(special)

ping Timeput 5000| msec

[ ] [ ][cmor ]

On the Common tab, select Add of IP Address and set an IP address of a server other
than the server selected in step 12.

Ttarace |

IP Address 10.5.0.120

o] o |
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14.Click Next.

1P Addresses
IP Address [ Ingd
10.5.0.120 |
Edit
" Monitor(special)
ping Timeput 5000| msec
[ <Back |[ mew> ][ cancer |

15.The Recovery Action page is displayed.

Select Execute only the final action for Recovery Action, LocalServer for Recovery
Target, and No operation for Final action.

Recovery Action ‘Execule only the final action |v‘
Recovery Target LocalServer
Recovery Script Execution Count time

[] Execute Script before Reactivation

Maximum Reactivation Count time

" Recovery Action

] Execute Script before Failover

] Execute migration before Failover

Failover Target Server @ Stable Server  Maximum Priority Server

Maximum Failover Count time
[[] Execute Script before Final Action

Einal Action No operation ‘V|

Script Settings
| = Back ‘ | Finish I | Cancel |

16.Click Finish to finish setting.
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€ Multi-target monitor resource

Creates a multi-target monitor resource to check the statuses of the custom monitor resource
and IP monitor resource. The custom monitor resource monitors communication to Microsoft
Azure Service Management API. The IP monitor resource monitors communication between

clusters that are configured with virtual machines.

If their statuses are abnormal, execute the script in which the processing for NP resolution is

described.

For details about the multi-target monitor resource, see "Understanding multi-target monitor

resources" in Chapter 6, “Monitor resource details" in the Reference Guide.

1. Click Add on the Monitor Resource List page.

2. Select the monitor resource type (multi-target monitor) from the Type box and enter the

monitor resource name (mtw1) in the Name box.

Monitor Resource Definition

Type |mum—target monitor

Name |mtw1

Comment |

Description
Selectthe type of monitor resource and enter its name.
< Back H MNext = ” Cancel |
3. Click Next.
4. The Monitor (common) page is displayed.
Confirm that Monitor Timing is Always and click Next.
Interval 60| sec
Timeout 60| sec
[] Do Not Retry at Timeout Occurrence
[] Do Not Execute Recovery Action at Timeout Qccurrence
Retry Count 1| time
Wait Time to Start Monitoring 0| sec
" Monitor(common) Monitor Timing
® Always
O Active
Target Resource
Choose servers that execute monitoring
| = Back || Next = H Cancel ‘
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5. The Monitor (special) page is displayed.
From Available Monitor Resources, select the custom monitor resource (genwl) for
checking communication with Service Management APl and two IP monitor resources

(ipwl and ipw2) that are set to both servers. Then, click Add to add them to Monitor
Resource List.

Monitor Resources Ayailable Monitor Resources
Monitor Resource | Type MomtorResourcel Type
genwi genw usenw luserw
ipw2 ipw
Monitor(special)
| < Back H Mext= || Cancel |

6. Click Next.
7. The Recovery Action page is displayed.
Select Execute only the final action for Recovery action, LocalServer for Recovery

Target, and No operation for Final action, and select the Execute Script before Final
Action check box.

Click Script Settings and create a script to be executed when the multi-target monitor
resource detects an error.

Recovery Action Execute only the final action

Recovery Target LocalServer

Recovery Script Execution Count

[ Execute Script before Reactivation

Maximum Reactivation Count time

* Recovery Action

[ Execute Script before Failover
[ Execute migration before Failover
Failover Target Server (@ Stable Server (1 Maximum Priority Server

Maximum Failover Count time

Execute Script before Final Action

Einal Action |No operation ‘v|

Script Settings

| < Back H Finish || Cancel |
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8. The script editing dialog box is displayed.

Select Script created with this product and click Edit to edit the script. The following
shows the sample of a script to be created.

Specify the following by referring to "3.1 Creation example." The ports differ depending
on operations.

- Load balancing rule > Backend port of the load balancer

- Load balancing rule > Port of the load balancer

Set the public IP address that you wrote down in "11)Setting the inbound security
rules” to the following:

- Frontend IP (public IP address) of the load balancer

rem kR kkkokk
rem Check Active Node
rem *kkkkkkhkkkkhkkkkhkkhkkkik
<EXPRESSCLUSTER _installation_path>\bin\clpazure_port_checker -h 127.0.0.1 -p <
Backend_port_of the load_balancer_of Load_balancing_rule>
IF NOT "%ERRORLEVEL%" =="0" (
GOTO CLUSTER_SHUTDOWN
)

kkkkkkkdhkkFhkkFhkkk
rem

rem Check DNS
rem *kkkkkkkkkkkkhkkkkkhkkkk
<EXPRESSCLUSTER_installation_path>\bin\clpazure_port_checker -h <
Frontend_IP(public_IP_address) of the_load_balancer> -p <
Port_of_the_load_balancer_of Load_balancing_rule>
IF "%ERRORLEVEL%" == "0" (

GOTO EXIT
)

kkkdkkkkhkk Kk kkFhkkk
rem

rem Cluster Shutdown

kkkdkkkkhkk Kk kkFhkkk
rem

:CLUSTER_SHUTDOWN
clpdown

rem kkkkkkkkkkkkkkkkkkhkk

rem EXIT

rem *kkkkhkkkkkkhkkhkkhhkkix
EXIT

EXITO
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For Timeout, specify a value larger than the timeout value of clpazure_port_checker
(fixed to five seconds). In the case of the above sample script, it is recommended to set
a value larger than 10 seconds in order to execute clpazure_port_checker twice.

Click OK.
Edit Script 3

Script

(2 User Application

@) Script created with this product

FEile preaction.bat
View ‘ | Edit | ‘ Replace |
Timeout 15| sec

Viewer/Editor tool can be changed

9. Click Finish to finish setting.
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4) Setting the cluster properties

For details about the cluster properties, see "Cluster properties" in Chapter 2, “Functions of the
Builder" in the Reference Guide.

€ Cluster properties

Configure the settings in Cluster Properties to link Microsoft Azure and

EXPERSSCLUSTER.

1. Enter Config Mode from WebManager, right-click a cluster name, and select
Properties.
& [ Cluster1] Cluster Properties -

AlertLog rDe\ayWammg Disk | Mirror Disk rl\ccnunl rRIP(Legacy) rM\graIinﬂ rE)densmn |
[(info_]

Interconnect rNPResqution rT\meout rF’ortNo rlulomtor rRecovery rAIenSewice I/Webrulanager ‘
Cluster Name Cluster1

Comment ‘

|V‘

Language ‘Engl\sn
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2. Select the Timeout tab. For Timeout of Heartbeat, specify a value calculated by
"A+B+30" ("Time that the multi-target monitor resource requires to detect an error"+30
seconds).

A: Interval of the monitor resource being monitored by the multi-target monitor

resource for NP resolution x (Retry Count+1)

* Among three monitor resources, select the monitor resource whose calculation

result is the largest.

B: Interval of the multi-target monitor resource x (Retry Count+1)
Note: If Timeout of Heartbeat is shorter than the time that the multi-target monitor
resource requires to detect an error, a heartbeat timeout will be detected before
starting the NP resolution processing. In this case, the same service may start doubly
in the cluster because the service also starts on the standby server.

| ) [ Cluster1 ] Cluster Properties -
AlertLog rDeIayWaming Disk [ Mirror Disk rﬂ\c:ount rRIP(Legan) rMigratmn rEmensinn |
Info Interconnect r/ NP Resolution rTlmeuut rF‘urINu. rMumlur rRecuvery r.AIen Sernvice r ‘WebManager |
MNetwork initialization complete wait time 3| min
Server Sync Wait Time J min
Heartbeat
Interval 3| sec
Timeout 270| sec
Server Internal Timeout 180/ sec
| oK H Cancel H Apply |
3. Click OK.
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5) Applying the settings and starting the cluster
1. After all settings are complete, click the icon to apply the settings under the menu

@ hitp://10.5.0.120:29003/main.htm

B
File View Edit Help
=+ Config Mode -
g Cluster Name [
- B3 Servers Servers
&G node-1 Groups
&3 node-2 Wonitors
¢ @3 Groups
& tailovert
(22 Monitors
Type Received Time Time ¥ SeverName | ModuleName | EventiD

o

I [ [
2. The dialog box to confirm to restart the manager is displayed

Apply the changes.
To apply the changes, the following operations must be performed

Restart the manager

Do you want to perform the operations?

|
3. Click OK.
4. Click OK again on the following dialog box.

oK |

@ The application finished successfully.
Restart the WebManager.

@ hitp://10.5.0.120:29003/main.htm

Change the mode to Operation Mode and click Start Cluster from the Service menu.

Eile  View Tool Help

‘ operatio| Suspend chuster || 5] @ 1]
& Stopped e Clustel

Stop Cluster
Restart lanager

Type Received Time

Time ¥ SewerName | Module Name

EventID
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4.4 Verifying the created environment

Verify whether the created environment works properly by generating a (dummy) monitoring error

to fail over a failover group.

If the cluster is running normally, the verification procedure is as follows:

1. Start the failover group (failoverl) on the active node (nodel). In the Status tab on the
Cluster WebUI, confirm that Group Status of failoverl of node-1 is Normal.

2. Change Operation Mode to Verification Mode from the Cluster WebUI pull-down menu.

3. Inthe Status tab on the Cluster WebUI, click the Enable dummy failure icon of azureppwl
of Monitors.

4. After the Azure probe port resource (azureppl) activated three times, the failover group
(failoverl) becomes abnormal and fails over to node-2. In the Status tab on the Cluster
WebUI, confirm that Group Status of failoverl of node-2 is Normal.

Also, confirm that access to the frontend IP and port of the Azure load balancer is normal
after the failover.

Verifying the failover operation in case of a dummy failure is now complete. Verify the operations

in case of other failures if necessary.
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Chapter 5

Cluster Creation Procedure
(for an HA Cluster Using an
Internal Load Balancer)

5.1 Creation example

This guide introduces the procedure for creating a 2-node unidirectional standby cluster using
EXPRESSCLUSTER. This procedure is intended to create a mirror disk type configuration in which
node-1 is used as an active server.

The following tables describe the parameters that do not have a default value and the parameters

whose values are to be changed from the default values.
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Microsoft Azure settings (common to node-1 and node-2)

Setting item

Setting value

Resource group setting

Name TestGroupl
Resource group location Japan East
Virtual network setting
Name Vnetl
Address space 10.5.0.0/24
Subnet name Vnetl-1
Subnet address range 10.5.0.0/24
Resource group name TestGroupl
Location Japan East
Load balancer setting
Name TestLoadBalancer
Type Internal
Virtual network Vnetl
Subnet Vnetl-1
IP address assignment Static
Private IP address 10.5.0.200
Resource group TestGroupl
Location Japan East
Backend pool: Name TestBackendPool
Associated to Availability set
Target virtual machine node-1
node-2
Network IP configuration 10.5.0.120
10.5.0.121
Health probe: Name TestHealthProbe
Health probe: Port 26001
Load balancing rule: | TestLoadBalancingRule
Name
Load balancing rule: Port | 80 (Port number offering the operation)
Load balancing rule: | 8080 (Port number offering the operation)

Backend port

Microsoft Azure settings (specific to each of node-1 and node-2)

Setting item Setting value
node-1 | node-2
Virtual machine setting
VM disk type HDD
User name testlogin
Password PassWord_123
Resource group name TestGroupl
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Location

| Japan East

Storage account setting

Name

clstorageaccl

Performance Standard
Replication Locally-redundant storage (LRS)
Network security group setting

Name

| NetSecGroup-1

Availability set setting

Name

AvailabilitySet-1

Update domains

5

Fault domains

3

Diagnostics storage account setting

Name clstorageaccdiagl
Performance Standard
Replication Locally-redundant storage (LRS)

IP configuration setting

IP address | 10.5.0.120 | 10.5.0.121
Blob storage setting

Name Node-1Blob | Node-2Blob
Source type New (empty disk)

Account type Standard (HDD)

Size 20

EXPRESSCLUSTER settings (cluster properties)

Setting item Setting value

node-1 | node-2

Cluster name Clusterl

Server name node-1 | node-2

NP Resolution Tab: Type | Ping

NP Resolution Tab: Ping | 10.5.0.5

Target

NP  Resolution  Tab: | Use Use

<server> column

EXPRESSCLUSTER settings (failover group)

Resource name Setting item Setting value

Mirror disk resource Nama md
Details Tab: Data Partition | G:
Drive Letter
Details Tab: Cluster Partition | F:
Drive Letter

Azure probe port resource | Name azureppl
Probe port 26001 (Value specified for

Port of Health probe)

153



154

EXPRESSCLUSTER settings (monitor resource)

Monitor resource name Setting item Setting value
Mirror disk monitor | - -
resource
Azure probe port monitor | Name azureppwl
resource Recovery Target azureppl
Azure  load balance | Name aurelbwl
monitor resource Recovery Target azureppl
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5.2 Configuring Microsoft Azure

1) Creating aresource group
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a resource group following
the steps below.

1. Select Resource groups or the resource group icon in the menu on the left side of the window.
If there are existing resource groups, they are displayed in a list.

Dashboard ¥ + ¢ © /7 & @

+ Create a resource

All services
All resources
ALL SUBSCRIPTIONS

U Refresh
Dashboard Service Health
Resource groups - Personalized guidance and support when issues
= in Azure services affect you. Learn more &
#2 Al resources ,@
° Recent =
- i 1 3
. App Services nJ
m Virtual machines (class... Marketplace Help + suppart
B virtual machines See mare.

=
sa

SQL databases

Cloud services (classic)
Security Center
Subscriptions

DNS zones

@ Availability sets

. Storage accounts
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2. Select +Add at the upper left of the window.

(@]

Micre ure SOUTCES, 5 s and docs

o= 2dd  EE Editcolumns ) Refresh # Assign Tags

Subscriptions:

*
\ All lacations | | Mo grouping v
=
16items
L1 NAME SUBSCRIPTION LOCATION
o West US

South Central US

(L
o South Central US
- " Japan West
'i’ & East Asia
! > = South Central US
3 . - South Central US

50

North Europe

i

R A AR

South Central US

L ]
[ 3 South Central US
? o Japan East
> Japan East
® o Japan East
f] g Japan East

n
4

3. Specify Resource group name, Subscription, and Resource group location, and click
Create.

rch resources, services and docs

group

# X Resource group O X

Create an empty resource group

= 4dd  EE Edit columns ==+ More * Resource group name

‘ TestGroupl v |

* Subscription

16items

NAME

+

AR AR IR A

+

AR AR AR AR A A

(3

BB
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2) Creating a virtual network
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a virtual network following
the steps below.

1. Select +Create a resource or the + icon in the menu on the left side of the window.

Dashboard ¥ + ¢ & ~» &

Create a resource

All services
All resources
ALL SUBSCRIPTIONS

Q) Refresh
Dashboard Senvice Health
Resource groups - Personalized guidance and support when issues
= in Azure services affect you. Learn more &
=
All resources. .@
Recent X
n i 1 ']
App Services ! nJ

Virtual machines (class... Marketplace Help + support
Virtual machines

R s0L databases
Cloud services (classic)
Security Center
Subseriptions
DNS 7ones

Availability sets

= Storage accounts

2.

p O Search resources, services and docs

Azure Marketplace Seeall  Featured See

Get started Virtual network

N
&

Learn more
Recently created

Compute Load Balancer
| Networking |
Storage Application Gateway
Web + Mobile @ Leam mare
Containers .
Virtual network gateway
Databases & Learn more

Data + Analytics
Local network gateway
Al + Cognitive Services Learn more

Internet of Things

Enterprise Integration Traffic Manager profile

Learn more

Security + Identity

Developer toals DNS zone
R Learn more
Menitoring + Management

Add-ons Route table

T

IEQBAE

Blockchain Learn more

ExpressRoute -
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3. Specify Name, Address space, Subscription, Resource group name, Location, Name of
Subnet, and Address range, and click Create.
O Search resources, services and docs X O > z{"‘} (;J @ - &

Home > New > Create virtual network

Create virtual network

‘ Wnetl

* Address space @
[ 10500724 V]
10500 - 105.0.253 (256 addresses)

* Subscription

~

* Res

TestGroupl v
* Lacation

Japan East ~
Subnet
* Name

[ Vrett-1 v]

* Address range @

[ 10500724 V]
10500 - 1050.255 (256 addresses)

Pin to dashboard

m Automation options
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3) Creating a virtual machine
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create virtual machines and disks
following the steps below.
Create as many virtual machines as required to create a cluster. Create node-1 and then node-2.

1. Select +Create a resource or the + icon in the menu on the left side of the window.

Dashboard ¥ + # & ~» &

Create a resource

All services
All resources
ALL SUBSCRIPTIONS

* U Refresh
B pashboard Service Health

¥ Resource groups Personalized guidance and support when issues

b4 in Azure services affect you. Learn more @
All resources ]
@
° Recent "
n [l f ]
. App Services ! nJ
m Virtual machines (class... Marketplace Help + support
B virtual machines See

=
st

SQL databases
& doud services (classic)
@ Ssecurity Center

f Subscriptions

@ DNS zones
Availability sets

. Storage accounts

2. Select Compute and then See all.

earch resources, services and docs

Azure Marketplace Seeall  Featured

Get started Windows Server 2016 Datacenter

Quickstart tutoria

Recently created

| Compute | Red Hat Enterprise Linux 7.2
& red Learn more

eamn more
Networking
Storage Ubuntu Server 16.04 LTS
Web + Mobile Quickstart tutorial
Containers

SQL Server 2017 Enterprise Window
Databases Server 2016

. Learn more
Data + Analytics
Reserved VM Instances

Al + Cognitive Services
Learn more

Internet of Things

Enterprise Integration Service Fabric Cluster
) Learn more
Security + Identity

Developer tools Web App for Containers

SoEED

Monitoring + Management bearn mere

Add-ons Function App

Blockchain Quickstart tutorial

n
.
3
¥
n
4
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3. Select Windows Server 2016 Datacenter.

4. The Basics blade is displayed. Specify Name, VM disk type, User name, Password,
Confirm password, Subscription, Resource group name, and Location, and click OK. For
Name, specify node-1 for node-1 and node-2 for node-2.

* MName

‘I Basics > | modet J|

Configure basic settings
VM disk type @
[ koo ~ ]

* User name

| testlogin \/|
3 * Password

* Confirm password

Subscription

* Resource group @

_‘ Create new !' Use existing
TestGroupl v

* Location

Japan East v

Save money

Save up to 40% with a license you already v

5. The Choose a size blade is displayed. Select the size appropriate for the usage purpose of
the virtual machines from the list and click Select. In this guide, A1 Standard is selected.

x [ > &

> New > Create virtual mai

Create virtual machine

nd their features

Supported disk type Minimum vCPUs Minimum memory (GiB)

1 Basics v HOD v | O 1] O 0

Done

77 Recommended | View all

2 B > D1.V2 Standard 1 D1 Standard -} Al Standard ¥
1 1 wcpu ]

Choose virtual machine size

]
vCPU . 1 CPu b
I ]
35 G 35 68 '1.75 cB '
[l ]
3 = 4 o 4 e 2 ]
Configure optional features = patadisks =2 pata disks : == Datadisks :
S 2x500 S 2x500 | m 2x500 1
Max 10PS Max 10PS ' Max 10PS '
50 GB 50 GB 1 ; 1
4 W s W aiso k P Load balancing a
ndows Server 2016 Datacente % Load balancing %9 Load balancing 1 1
i '
i '
' '
' '
' '
' '
' '
11,226.96 11,226.96 . 5.148.48 .
IPY/MONTH (ESTIMATED) IPY/MONTH (ESTIMATED) JPY/MONTH (ESTIMATED) 1
P At gt :

A

Select

160



Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

6.

7.

The Settings blade is displayed. Specify Availability set, Storage account, Public IP
address, Network security group, and Diagnostics storage account.
Select No for Use managed disks.

Done

2 Size v

Done

3 Settings

Configure optional features

High availability
Availability zone (Preview) @
v

No availability zones are available for the
lacation you have selected. Current supported
locations are: East US 2, Central US, West
Europe.

* Pvailability set @

>

Naone

Storage

Use managed disk:

* Storage account @ 5
devgroupdisks149

Network

* Virtual network @ N
Vnet1

* Subnet @ >
Vnet1-1(10.5.0.0/24)

* Public IP address @ >

[neud nnda-1.in

Return to the Settings blade and select Availability set. For node-1, the Change availability
set blade is displayed. Select Create new. Specify Name, Fault domains, and Update
domains, and click OK. For node-2, the Change availability set blade is displayed. Select

High availability

Availability zone (Preview) @

AvailabilitySet-1 created for node-1

*
v
= Ne availability zones are available for the
location you have selected. Current supported
locations are: East US 2, Central US, West
(7] Europe.
- * Availability set @ >
. None
Storage
(] Use managed di
No
Lo}
* Storage account @
[ ] ¢ >
devgroupdisks149
-
@
Network
* Virtual network @ 5
& Vnetil
? * Subnet @ >
Vnet1-1 (10.5.0.0/24)
®
* Public IP address @ 5
il [raud mada_in
= [ oc |

Vou can creste a new avsilability set
or select an existing availability set
in the same location and resource

group as the VM.

Create new

None

* Name

[ AvailabilitySet-1

Fault domains @
L ________§ 2
Updste domains @

mmn() 5

161



9. Select Storage account. For node-1, the Create storage account blade is displayed. Specify
Name, Performance, and Replication, and click OK. For node-2, the Choose storage
account blade is displayed. Select clstorageaccl created for node-1.

Create storage account

A
* Mame
‘ clstorageaccl
*
- o These are the storage accounts in the selected subscription and location Japan East'. «core.windows.net
Performance @
= ¥
(7] Create new Replication @
Locally-redundant storage (LRS) v
i B -
Japan East, Stan...
e . Japan East, Stan...
m Japan East, Stan..,
= B -
Japan East, Stan...
-
=
-
@ Japan East, Stan...
a -
L) Japan East, Stan...
A =
Japan East, Stan..,
®
- > ~
]
= [__oc |

10. Return to the Settings blade and select Public IP address.
11. The Choose public IP address blade is displayed. Select None. Ignore the Create public IP
address blade.
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12. Return to the Settings blade and select Network security group. For node-1, the Create
network security group blade is displayed. Specify Name and click OK. For node-2, the
Choose network security group blade is displayed. Select NetSecGroup-1 created for node-

ecurity group > Create

X Choose network security

x [ >

group

Create network security group B X

Use managed disks @

* Storage account @

clstorageacc!

Network

* Virtual network @

Vnet1

* Subnet @
Vret1-1 (10.5.0.0/24)

* Public IP address @

None

* Metwork security group (firewall) @

(new) node-1-nsg

Extensions

Extensions @

No extensions

Auto-shutdown

Enable auto-shutdown @

These are the network security

groups in the selected
subscription and lacation ‘Japan

East’.

Create new
U None

G & & &&E&

* Name

‘ NetSecGroup-1 |

Inbound rules @
1000: default-allow-rdp
Any ‘\f’
RDP (TCP/3389)
+ Add an inbound rule
Outhound rules &

No results

+ Add an outbound rule

13. Select Storage account. For node-1, the Create storage account blade is displayed. Specify
Name, Performance, and Replication, and click OK. For node-2, the Choose storage

0 These are the storage accounts in the selected subscription and location ‘Japan East'.

> Create new

™ dlstorageaccl
TestGroup|

account blade is displayed. Select clstorageaccdiag

Japan East, Stan...

Japan East, Stan..,

Japan East, Stan...

Japan East, Stan...

Japan East, Stan...

Japan East, Stan...

Japan East, Stan...

1 created for node-1.

© @

Create stor.

* Name

[ clstorsgesccdiagl

.corewindows.net

Performance @
Standard

Replication @
Locally-redundant storage (LRS) v
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14. Return to the Settings blade and click OK.

ne > Settings

x

* Network security group (firewall) @ 5
1 Basics v NetSecGroup-1

Done

Extensions

2 Size v Extensions @
Done |
No extensions

3 Settings S | Auto-shutdown

Configure optional features | Enable auto-shutdown @
or

4 | Monitoring
ndows S . Boot diagnostics @
Disabled [GELIE]

Guest 05 diagnostics @

Disabled

* Diagnostics storage account @ >

clstorageaccdiag

Backup
Backup @

15. The Create blade is displayed. Check the contents displayed on the Create blade and click
Create if the contents are correct.

> Create

Home > Mev Create virtual machine

Create virtual machine

o Validation passed

v
A
Offer details
Standard A1
v by Microsoft
Terms of use | privacy policy
For pricing information and to determine which offerings may be purchased using monetary
commitment funds or subscription credits, please contact your reseller.
3 Settings v

Dene Summary
Basics

S 5

Al Smm > Subscription

Windows Server 2016 Datacenter Resource group TestGroup!
Location Japan East
Settings
Computer name node-1
Disk type HDD
User name testlogin
Size Standard A1 (1 veou. 1.75 GB memonvi v

Terms of use

By clicking "Create”, | (a) agree to the legal terms and privacy statement(s) asseciated with each  »
Marketplace offering above, and (b) agree that Microsoft may share my contact information and
transaction details (including usage volume associated with the offering) with the seller(s) of the

offerinals) for transactional purooses, Microsoft does not provide riahts for third-partv products ¥

[ e [—
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4) Setting a private IP address
Log in to the Microsoft Azure portal (https://portal.azure.com/) and change the private IP address
setting following the steps below. Since an IP address is initially set to be assigned dynamically,
change the setting so that an IP address is assigned statically. Change the settings of node-1 and
then node-2.

1. Select Resource groups or the resource group icon

\ e O docs x

in the menu on the left side of the window.

Dashboard ¥ + ¢ & v @ ©

+ Create a resource

All services
All resources
ALL SUBSCRIPTIONS
U Refresh
Dashboard Service Health

Resource groups Personalized quidance and support when issues

= in Azure services affect you. Learn more &

22 All resources )
e

° Recent "
= [l 1 ]

. App Services nJ

m Virtual machines (class... Marketplace Help + support

B virtual machines

=
st

SQL databases

Cloud services (classic)
Security Center
Subscriptions

DNS zones

i@ Availability sets

. Storage accounts

2.

Subscriptions:

‘ All locations Y No grouping v
17 items
NAME SUBSCRIPTION LOCATION
(Call South Central US -
0 Gl . Japan West
Fy (W) i P East Asi
(&gl South Central US
L &%) South Central US
L &g North Europe
a (gl South Central US
(Call South Central US
* Gl Japan East
L Gl Japan East
? (Call Japan East
® Gl Japan East
™) Japan East
= (&gl = Japan East
= (&) TestGroupl Japan East
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3. The summary of TestGroupl is displayed. Select virtual machine node-1 or node-2 from the
item list.

sl =+ 4dd

Subscription (change) Deployments

* . ) ~ 3 Succeeded
] Owverview

Edit columns [ Delete resource group | U Refresh : => Move ® Ass gn Tags

Subscription ID

= B Activity log N
(7] 2 Access control (1AM)
All types v | | Alllocations v || No
‘ Tags
9 items Show all resources
© SETTINGS NAME TYPE LOCATION
L] Quickstart 3 AvailabilitySet-1 Availability set Japan East
a ) Resource costs B clstorageaccl Storage account Japan East
[—] i arace acc Japan Eas
= e Deployments clstorageacediagl Storage account Japan East
[ NetsecGroup-1 Network security group Japan East
= Policies
gl node-1 Virtual machine Japan East
i= Properties
™y B rodet630 Netwerk interface Japan East
& a Lodks A node-2 Virtual machine Japan East
Automation script B rode-2542 Network interface Japan East
& Vnetl Virtual network Japan East
® MONITORING
iiil Metrics
Alert rules v
=
>

4. Select Networking.

o > Attach network interface i Detach network interface

s
~
* Overview ~ & Network Interface: node-1639 ective security rules Topology @
Virtual network/subnet: Vnet1/Vnetl-| Public IP: None Private IP: 10.5.0.5
L B Activitylog
] 2 Access control (IAM) INBOUND PORT RULES (@ |
@ Network security group NetSecGroup-1 (attached to network interface: Add inbound port
& Tags y group P po
node-1639)
o % Diagnose and solve problems Impacts 0 subnets, & network interfaces
PRIORITY  NAME PORT PROTOCOL  SOURCE DESTINATIO... ACTION
L] SETTINGS
1000 default-allow-rdp 3389 TCP Any Any @ Allow e
= & Networking
65000 AllowWnetinBound Any Any VirtualNet... VirtualNet... @ Allow e
® = Disks
65001 AllowAzureloadBalan... Any Any Azureload... Any @ Allow .
= Size
=
65500 DenyAllinBound Any Any Any Any © Deny
7 Extensions
@
2 Availability set
@ OUTBOUND PORT RULES @
& Configuration @ Network security group NetSecGroup-1 (attached to network interface: Add outbound port
? node-1639)
Properties Impacts 0 subnets, & netwerk interfaces
]
& Lok PRIORITY  MAME PORT PROTOCOL  SOURCE DESTINATIO... ACTION
Autemation script 65000 AllowVnetOutBound  Any Any VirtualNet... VirtualNet.. @ Allow .,
v
|
65001 AllowinternetOutBou... Any Any Any Internet @ Allow . v

5. Select a network interface displayed in the list. The network interface name is generated
automatically.
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6.

9.

Select IP configurations.

o 4 add FHsave ¥ Discard

IP forwarding settings

IP forwarding UL Enabled

B Ovenview

= B Activity log
Virtual network Vnet1
Y] am Access control (IAM)
& Tags IP configurations
* Subnet Vnet1-1(10.5.0.0/24) Y
L SETTINGS
---------------------------------- 0
[} IP configurations |
_— NAME IP VERSION  TYPE PRIVATE IP ADDRESS PUBLIC IP ADDRESS
[5 ] DNS servers
ipconfigl IPv4 Primary 10.5.0.5 {Dynamic)
[ ] U Metwork security group
- ‘I Properties
=
‘ ﬂ Locks
2 Automation script
®
? SUPPORT + TROUBLESHOOTING
® ¥ Effective security rules
]
(3 Effective routes
L]
New support request v
=

Only ipconfigl is displayed in the list. Select it.
Select Static for Assignment under Private IP address settings. Enter the IP address to be
assigned statically in the IP address text box and click Save at the top of the window. The IP
address of node-1 is 10.5.0.120. The IP address of node-2 is 10.5.0.121.

N . x

Hsave X Discad

Public IP address settings

Public IP address
Disabled [EELIIG]

Private IP address settings
Virtual network/subnet
Vnet1/Vnet1-1

Assignment

Dynamic [

* |P address

[ 1050120

The virtual machines restart automatically so that new private IP addresses can be used.
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5) Adding Blob storage
Log in to the Microsoft Azure portal (https://portal.azure.com/) and add Blob storage to be used for
a mirror disk (cluster partition or data partition). Change the settings of node-1 and then node-2.

1. Select Resource groups or the resource group icon in the menu on the left side of the window.

Dashboard ¥ + ¢ & v @ ©

+ Create a resource

All services
All resources
ALL SUBSCRIPTIONS

Q) Refresh
®=| Dashboard Service Health
¥ Resource groups - Personalized guidance and support when issues
= in Azure services affect you. Learn more &
#2 Al resources .@
° Recent x
= i 1 ']
. App Services nJ
B3 virtual machines (class... Marketplace Help + support
B virtual machines See more.

=
st

SQL databases

Cloud services (classic)
Security Center
Subseriptions

DNS 7ones

@ availability sets

. Storage accounts

2.

Select TestGroupl from the resource group list.

vices and docs

® i

= Add S Editcolumns ) Refresh

Subscriptions:

‘ All locations ~ No grouping v
17 items
NAME SUBSCRIPTION LOCATION
-

(&gl South Central US
0 &%) = Japan West
Py (W) i P East Asia

(gl South Central US
L &%) South Central US
L &g North Europe
a (gl South Central US

(Call South Central US
L ]

Gl Japan East
L @ Japan East
f (&gl Japan East
® &%) Japan East

) Japan East
il .
= (gl L Japan East
| () TestGroup? Japan East
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3.  The summary of TestGroupl is displayed. Select virtual machine node-1 or node-2 to which to
add Blob storage from the item list and select Disk.

4. Select +Add data disk.

*
A Overview
L B Activity log
(Y] zm Access control (IAM)
‘ Tags
o X Diagnose and solve problems
L] SETTINGS
[5 ] & Networking
] = Disks
- J Size
=
Y 7 Extensions
2 Availability set
9
& Configuration
! Properties
®
& Locks
L
A Automation script
|

& Edit

OS disk

NAME SIZE STORAGE ACCOU... ENCRYPTION HOS

node-1 127 GiB Standard_LRS Mot enabled Rea

Data disks

Mone

5. The Attach unmanaged disk blade is displayed. Click Browse right to the Storage container
text box. For Name and Storage blob name, the automatically generated default values are

entered.

ips > T

ranaged disk

es and docs

- Disks > Attach unmanaged disk

‘ node-1-20180220-152753

* Source type

New (empty disk)

* Account type @

Standard (HDD)
* Size (GiE) @

1023

ESTIMATED PERFORMANCE @
1QPS limit 500

Throughput limit (MB/s) 60

* Storage container

-

* Storage blob name

node-1-20180220-152753.vhd
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6.

- & & @

@

Select clstorageaccl from the storage account list.

7. Select vhds from the container list and click Select.

+ Sterage account U Refresh

@
NAME TYPE RESOURCE GROUP
clstorageaccl Standard-LRS TestGroupl
clstorageaccdiagl Standard-LRS TestGroupl

e X

o= Storageaccount ) Refresh o Container ) Refresh

£ [P
NAME NAME LAST MODIFIED PUBLIC ACCESS L... LEASE STATE
clstorageaccl vhds 2/15/2018, 10:3257 AM  Private Leased

clstorageaccdiagl
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8. The Attach unmanaged disk blade is displayed again. Specify Name, Source type, Account
type, Size, and Storage blob name, and click OK. For Name, specify Node-1Blob1 for node-
1 and Node-2Blob1l for node-2. For Storage blob name, specify Node-1Blob1.vhd for node-1
and Node-2Blob1.vhd for node-2.

! (']J Attach unmanaged disk

> Test

p1 > node-1-Disks > Attach unmanaged disk

* Name

Node-1Blob1

* Saurce type

Mew (empty disk)

* Accounttype @

Standard (HDD)

* Size (GiB) @

[0

ESTIMATED PERFORMANCE @
10PS limit 500
Throughput limit (MB/s) 60

* Storage container

httpsi//clstorageaccl.blob.core.windows.net/vhds

* Storage blob name
Mode-1Blobl.vhd

9. Click Save.

., Browse

0 Hseve % Discad
~ 0S disk
A Overview
NAME
B Activitylog
node-1

i Access control (IAM)

& Tags Data disks
¥ Diagnose and sclve problems LN NAME
0 Node-1Blob1
SETTINGS
2= Networking
= Disks
@ Size

T Extensions
4l Availability set
& Configuration
' Properties
8 Locks

= Autemation script

SIZE

127 GiB

SIZE

20 Gie

STORAGE ACCOU...

Standard_LRS

STORAGE ACCOU...

Standard_LRS

ENCRYPTION

Mot enabled

ENCRYPTION

Mot enabled

HOST

None
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6) Configuring virtual machines
Log in to the created node-1 and node-2 and specify the settings following the procedure below.
Set a partition for the mirror disk resource. Create a file system in the added Blob storage.
For details about a partition for the mirror disk resource, see "Partition settings for mirror disk
resource (when using Replicator)" in "Settings after configuring hardware" in Chapter 1,
“Determining a system configuration"” in the Installation and Configuration Guide.

1. Open the Disk Management window. The Initialize Disk dialog box is displayed.

Initialize Disk X

You must initilize a disk before Logical Disk Manager can accessit.
Select disks:
Diske 2

Use the follawing partition style for the selected disks:
(®) MBR (Master Boot Record)
(O GPT (GUID Partition Table)

Note: The GPT partition style is not recognized by all previous versions of

Windows.

Cance
2. Confirm that the added disk is displayed as "Disk 2" in unassigned state under the existing C
drive and D drive.

ww Disk Management

- ] >

File Action View Help

e B HEEI=XEG 20

Volume ‘ Layout | Type | File System | Status | Capacity | Free Spa... | % Free
B Simple Basic NTFS Healthy (S.. 127.00 GB 131268 29%
= Temporary Storag... Simple Basic NTFS Healthy (P... 70.00 GB 6B77GB  98%

= Disk 0

Basic (C:)

127.00 GB 127.00 GB NTFS

Online Healthy (System, Boot, Active, Crash Dump, Primary Partition)

= Disk 1 I
Basic Temporary Storage (D)

70.00 GB 70,00 GB NTFS

Online Healthy (Page File, Primary Partition)

= Disk 2 I
Basic

20,00 GB 20.00 GB

Online Unallocated

B Unallocated Wl Primary partition

3. Create a cluster partition. Right-click "Disk 2" and select New Simple Volume.
4. The Welcome to the New Simple Volume Wizard is displayed. Click Next.

Mew Simple Volume Wizard x

Welcome to the New Simple
Volume Wizard

This wizard helps you create a simple volume on a disk

A simple volume can only be on a single disk

To continue, click Next

< Back Next > Cancel

172



Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

© o~

The Specify Volume Size window is displayed. Allocate 1024 MB (1,073,741,824 bytes) or

more to a cluster partition. Click Next.

MNew Simple Volume Wizard x

Specify Volume Size
Choose 3 volume size that is between the maximum and minimum sizes.

Maximum disk space in MB 20477

Minimum disk space in MB 8

Simple volume size in MB 1024 <

<Back Cancel

The Assign Drive Letter or Path window
following drive letter:. Use the disk as a

raw partition without formatting.

Mew Simple Volume Wizard x

Assign Drive Letter or Path
For easier access, you can assign a drive letter or dive path to your partition

(®) Assign the following drive letter: F ~
O Mount in the following empty NTFS folder

(O Do not assign a drive letter or drive path

< Back Next > Cancel

Next, create a data partition. Right-click "Disk 2" and select New Simple Volume.

The Welcome to the New Simple Volume Wizard is displayed. Click Next.
The Specify Volume Size window is displayed. Click Next.

Mew Simple Volume Wizard X

Specify Volume Size
Choose a volume size that is between the maximum and minimum sizes

Maximum disk space in MB 19453

Minimum disk space in MB: 8

Simple volume size in MB R =

< Back Next > Cancel

is displayed. Select the F drive for Assign the
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10. The Assign Drive Letter or Path window is displayed. Select the G drive for Assign the

following drive letter: and click Next.

MNew Simple Volume Wizard

Assign Drive Letter or Path
For easier access, you can assign a drive letter or drive path to your partition.

(®) Assign the following drive letter: G v
(O Mount in the following empty NTFS folder:
Browse

() Do not assign a diive letter or dive path

<Back Cancel
The Format Partition window is displayed. Confirm that File System is NTFS.

MNew Simple Volume Wizard X

11.

Format Partition
To store data on this partition, you must format it first

Choose whether you want to format this volume, and if so, what settings you want to use.

(O Do not format this volume

(®)Format this volume with the following settings

Fle system NTFS ~
Allocation untt size Defaut v
Volume label
|41 Perform a quick format

] Enable file and foldsr compression

< Back Next > Cancel

12. Click Next.

13. The Completing the New Simple Volume Wizard window s displayed. Check the displayed
contents and click Finish.

MNew Simple Volume Wizard

Completing the New Simple
Volume Wizard

*You have successfully completed the New Simple Volume
Wizard

You selected the following settings:
iVolume type: Simole Volume

Disk selected: Disk 2

Volume size: 19453 MB

Drive letter or path: G

Flle system: NTFS

Allocation unit size: Default
Volume label: New Volume ™
Ohtirle st Yas

To close this wizard, click Finish

<Back Cancel
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14.

Confirm that the added disks are assigned as the F drive and G drive.

File  Action

e mEBmEl=XEHREE

= Disk Management - O x

View Help

Volume ‘ Layout | Type | File System | Status | Capacity | Free Spa... | % Free
| Simple Basic NTFS Healthy (5. 127.00 GB 1119468 88 %
= (F) Simple Basic RAW Healthy (P... 1.00GB 1.00 GB 100 %
= MNew Volume (G:) Simple Basic NTFS Healthy (P... 19.00 GB 1894 GB 100 %
= Temporary Storag... Simple Basic NTFS Healthy (P... 70.00 GB 68.77GB 98 %
i
— Disk 0 - |
Basic (5]
127.00 GB 127.00 GB NTFS
Online Healthy (System, Boot, Active, Crash Dump, Primary Partition)
= Disk 1 -
Basic Temporary Storage (D:)
70.00 GB 70.00 GB NTFS
Online Healthy (Page File, Primary Partition)
= Disk 2 I
Basic (F) New Volume (G:)
20.00 GB 1.00 GB RAW 13.00 GB NTFS
Online Healthy (Primary Partition) Healthy (Primary Partition)

B Unallocated Wl Primary partition
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7) Configuring a load balancer

Log in to the Microsoft Azure portal (https://portal.azure.com/) and add an internal load balancer

following the steps below.

For details, see the following websites:

*  Azure Load Balancer overview
https://docs.microsoft.com/en-us/azure/load-balancer/load-balancer-overview

*  Create an Internal load balancer in the Azure portal
https://docs.microsoft.com/en-us/azure/load-balancer/load-balancer-get-started-ilb-arm-portal

1. Select +Create a resource or the + icon in the menu on the left side of the window.
h resources, serv docs X Q > f‘ES (;J @ &

Dashboard ¥ + ¢ © /7 & @

+ Create a resource

All services
All resources
ALL SUBSCRIPTIONS

U Refresh
Dashboard Service Health
Resource groups - Personalized guidance and support when issues
= in Azure services affect you. Learn more &
#2 Al resources ,@
Recent =
- i 1 3
App Services nJ
Virtual machines (class... Marketplace Help + suppart
Virtual machines See more.

SQIL databases
Cloud services (classic)
Security Center
Subscriptions
DNS zones

@ Availability sets

. Storage accounts
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2.

arw

Select Networking and then Load balancer.

Azure Marketplace Seeall  Featured See

Get started Virtual network

Learn more

Recently created

Compute ﬂ Load Balancer
<
<

Learn more
Networking

Storage Application Gateway
Web + Mobile @ Learn more

Containers. .
Virtual network gateway

Databases Learn more

Data + Analytics

Al + Cognitive Services Lean
£arn more

. Local network gateway

Internet of Things

Enterprise Integration Traffic Manager profile
Learn more

Security + Identity

-
=>
=)

Developer tools DNS zone
Monitoring + Management

Add-ons Route table
Blockchain bearn more
I xpressRoute -

The Create load balancer blade is displayed. Specify Name.
Select Internal for Type.
For Virtual network and Subnet, select the virtual network and subnet created in "2)Creating
avirtual network"
Specify IP address assignment, Private IP address, Subscription, Resource group, and
Location, and click Create. Deploying the load balancer starts. This processing takes several
minutes.

» Creat

Create load balancer

* Name

[ TestLoadBalancer

* Type @

?‘ Internal “_.:' Public

*KU e

(®) Basic () Standard {Preview)

* Virtual network 5
Vnet1

* Subnet 5
Vnet1-1(10.5.0.0/24)

* |P address assignment
?‘ Static "_.:" Dynamic

* Private IP address
[ 105.0.200 v

* Subscription

* Resource group

() Createnew (®) Use existing

Pin to dashboard

Automaticn options
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8) Configuring a load balancer (configuring a backend pool)
1. Associate a virtual machine registered to the availability set to the load balancer. After the load
balancer has been deployed, select Resource groups or the resource group icon in the menu
on the left side of the window.

Dashboard v + 2 @ v @ ®©

Create a resource

All services

All resources
ALL SUBSCRIPTIONS

T Refresh
Dashboard Service Health
Resource groups - Personalized guidance and support when issues
= in Azure services affect you. Learn more &
22 All resources .@
Recent x
= i 1 ']
App Services nJ
Virtual machines (class... Marketplace Help + support
Virtual machines See more.

SQL databases

Cloud services (classic)
Security Center
Subseriptions

DNS 7ones

@ availability sets

. Storage accounts

2. Select the resource group to which the created load balancer belongs from the resource group
list.

earch resaurces, services and docs

= Add S Editcolumns ) Refresh @ Assign Tags

Subscriptions:

*
‘ All locations ~ No grouping v
=
17 items
Y] NAME SUBSCRIPTION LOCATION
. -

(&gl South Central US
0 &%) = Japan West
Py (W) i P East Asia

(gl South Central US
L &%) South Central US
L &g North Europe
= (gl South Central US
&

(Call South Central US
L ]

Gl Japan East
L @ Japan East
f (&gl Japan East
® &%) Japan East

) Japan East
il .
= (gl L Japan East
| () TestGroup? Japan East
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3. The summary of the selected resource group is displayed. Select the created load balancer
from the item list.

rch resources, services and docs

s] = 2dd  ESeditcolumns @ Deleteresource group ) Refresh =3 Move # Assign Tags
Subscription (changs) Deployments
* . 4 Succeeded
] Overview
Subscription ID
= B Activity log
LY ] s Access control (IAM)
Al types ~ | | Alllocations ~ | | Ne
& Tags
10 items Show all resources
° SETTINGS NAME TYPE LOCATION
[] Quickstart 3! AvailabilitySet-1 Availability set Japan East
] D Resource costs S clstorageaccl Storage account Japan East
— oy Deployments S clstorageacediagl Storage account Japan East
B @ NetsecGroup-1 Network sacurity group Japan East
- Policies
= il node-1 Wirtual machine Japan East
i= Properties
Y B nodei630 Network interface Japan East
ﬂ Locks -
e G node-2 Virtual machine Japan East
A Automation script l node-2542 Network interface Japan East
? (; TestLoadBalancer Load balancer Japan East
MONITORING
& &= Vnetl Virtual network Japan East
fiil Metrics
f]
- Alert rules
=

4. Select Backend pools.

pel + Add O Refresh
o
* y o E
& Overview
VIRTUAL MACHINE VIRTUAL MACHI... NETWORK INTERFACE PRIVATE IP ADDRESS
= E Activity log
No results.
Y] M Access control (IAM)
‘ Tags
o ¥ Diagnose and solve problems
. SETTINGS
m Frontend IP configuration
3} Backend pools
L] F
- P Health probes
=
Load balancing rules
& Inbound NAT rules
@
Properties
t 8 Locks
@ A Automation script
il
: MONITORING
|

Click Add.

The Add backend pool blade is displayed. Specify Name.

For Associated to, select Availability set.

Specify Availability set.

Click Add atarget network IP configuration.

10 Specify the target virtual machine for Target virtual machine and Network IP configuration.

179

©Co~NoO,



11. Repeat steps 9 and 10 as many times as the number of target virtual machines.
12. Click OK.

* Name

‘ TestBackendPool v

IP version

1Pva

Associated to @

[ Availobility set v

Availability set @

AvailabilitySet-1
number of virtual machines: 2

Target network IP configurations
Only VMs within the current availability set can be chosen. Once a VM is chosen, you can select a
network IP configuration related to it.

Virtual machine: node-1 ﬁ

Metwork IP configuration: node-1639/ipconfigl (10.5.0,120)

* Target virtual machine @ m
node-2 -
size: Standard_A1, network interfaces: 1

* Network IP configuration @

[ ipconfig (10.5.0.121) v

‘ + Add a target network IP configuration |
< >
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9) Configuring a load balancer (configuring a health probe)
1. Selec

obes.
h resources, services and docs
bes
TestLoadBalancer - Health probes
Load balancer
o =+ Add
2
® Overview
NAME PROTOCOL
B Activityleg
No results.

;ﬂ Access control (JAM)
& Tags

¥ Diagnose and solve problems

SETTINGS
Frontend |P configuration
8 Backend pools
t Health probes
Load balancing rules
&8 Inbound NAT rules
Properties
ﬂ Locks

@ Automation script

MONITORING

B Diagnostics logs -

2. Click Add.

3. The Add health probe blade is displayed.

4. Specify Protocol and Port, and click OK.

d docs

Specify Name.

‘ TestHealthProbe J‘

1P version

L)

seconds

consecutive failures
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10) Configuring a load balancer (setting the load balancing rules)
1. Select Load balancing rules.
ire

Home > TestloadBalancer - Load balancing rules

alancer - Load balanc

* ~ | e
& Overview
NAME LOAD BALANCING RULE BACKEND POOL HEALTH PROBE
= H Activity log
No results.
Y] M Access control (JAM)
HH & Tags
o X Diagnose and solve problems
L] SETTINGS
[5 ] Frontend IP configuration
™ Backend pools

= 1 Health probes
=
Load balancing rules
&% Inbound NAT rules
! Properties
&8 Llocs
Automatian script

MONITORING

2. Click Add.
3. The Add load balancing rule blade is displayed. Specify Name.
4. Specify Port and Backend port, and click OK.

rules > Add loa

(®) 1pva () 1pvs

* Frontend |P address @

LoadBalancerfrontEnd) v
Pratocel
(@) 1ce ()upp
* Port
)

* Backend part @
[ 2080 v

Backend pool @

TestBackendPool (2 virtual machines) ~

Health probe @
TestHealthProbe (TCP:26001) ~

Session persistence @

MNone ~

Idle timeout {minutes) @
O 4
Floating IP (direct server return) @

Disabled [ayElallcs]
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11) Adjusting the OS startup time, checking the network setting, checking the firewall
setting, synchronizing the server time, and disabling the power saving function.
For each procedure, see "Settings after configuring hardware" in Chapter 1, “Determining a
system configuration" in the Installation and Configuration Guide.

12) Installing EXPRESSCLUSTER
For the installation procedure, see the Installation and Configuration Guide.
After installation is complete, restart the OS.

13) Registering the EXPRESSCLUSER license
For the license registration procedure, see the Installation and Configuration Guide.
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5.3 Configuring the EXPRESSCLUSTER
settings

Configure the following on the WebManager cluster generation wizard.
For the WebManager setup and connection procedures, see Chapter 5, “Creating the cluster
configuration data" in the Installation and Configuration Guide.

This section describes the procedure to add the following resources and monitor resources:

« Mirror disk resource

« Azure probe port resource

« Azure probe port monitor resource

» Azure load balance monitor resource

« PING network partition resolution resource (for NP resolution)
For the settings of other resources and monitor resources, see the Installation and Configuration
Guide and the Reference Guide.

1) Creating a cluster
Start the cluster generation wizard to create a cluster.

€ Creating a cluster

1. Access WebManager. Then, the following dialog box is displayed.
Click Start cluster generation wizard.
B Confirm -

The cluster is not constructed

‘ Start cluster generation wizard ‘

| Import cluster configration file ‘

Close

2. The following dialog box is displayed.
Click Start Cluster Generation Wizard for standard edition.
| &) Confirm -

Start Cluster Generation Wizard.

| Start Cluster Generation Wizard for standard edition ‘

| Start Cluster Generation Wizard for simple edition ‘

Close
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3. The Cluster Definition page is displayed.
Enter a desired name in Cluster Name.

Select an appropriate language in Language. After the setting is applied, the display
language of WebManager is changed to the selected language.

Cluster Definition

Cluster Mame |C\uster1 ‘
" Cluster

Comment | ‘

Language |Eng\i5h ‘V|

Management |P Address | ‘

Description

Start generating the cluster.

Enter the cluster name, and then select the language (locale) of the environment that runs WebManager

If using the integrated WebManager to manage multiple clusters, specify a unique cluster name to identify the cluster
The management IP address is a floating IP address used for a WebManager connection. If establishing connections by
specifying each server IP address, the management IP address can be omitted.

To continue, click [Nexi].

< Back H Next > H Cancel ‘

4. The Server Definition page is displayed.
The instance connected to WebManager is displayed as a registered master server.

Click Add to add the remaining instances (by specifying the private IP address of each
instance).

Server Name or IP Address

[10.5.0.421 |

Description

Enter an IP address or a server name.

When entering a server name, name resolution is necessary.
Both IPv4 and IPvE for IP address can be used.

When entering an IP address, the server name is automatically
acquired.
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5. Click Next.

Senver Definition

Server Definition List

Order Name lagd
Master Server  |node-1

1 node-2

Basic Settings

Daown

Server Group

Server Group Definition

Description

Click "Add" to add servers constructing the cluster.
Click "Up” or "Down" to change the server priority.
Click "Settings” to configure the server group when using the server group.

| <gack |[ mew= || cance |

6. The Interconnect page is displayed.
Specify the IP addresses (IP address of each instance) to be used for interconnect. In

addition, select mdc1 for MDC as a communication path of a mirror disk resource to be
created later.

Interconnect

Interconnect List

F'nomyl Type ‘ MDC | node-1 ‘ node-2
1 | [+ [mact [+]105.0.120 [+]1050.121 [+
" Interconnect
<] i [T»
Description

Configure the interconnect among the servers constructing the cluster.Click "Add™ to add interconnect and select the type.

For "Kernel mode” setting, configure the route which is used for heartbeat. For "Mirror Communication Only” setting, configure
the route which is used only for data mirroring communication

For "Kernel mode” setting, more than zero routes are necessary to be configured. Configuring more than one routes is
recommended.

Click each server column cell to configure IP addresses for each communication routes.

Click "Up” or "Down” to configure the priority to preferentially use the LAN only for the communication among the cluster
servers. For the communication route which is used for data mirrering communication, select the mirror disk connect name to
be allocated to the communication route in MDC column

(oo | s ][ ren |

7. Click Next.
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Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

8. The NP Resolution page is displayed.
To execute NP resolution by using a ping, click Add to add a line to the NP resolution
list. Click a cell of the Type column and select Ping. Click the cell of the Ping target
column and set the IP address of the device to which to send a ping. Be sure to specify
the IP address of a server other than cluster servers within the Microsoft Azure virtual
network. Click a cell of each server column and select Use or Not use.

MNP Resolution
NP Resolution List

Type ‘ Ping Target | node-1 | node-2 ‘ Add
Ping [+]10505 |use [+ ]use [+]

" NP Resclution

Description

Configure network partition (NP) resaolution function

Click "Add" to add NP resolution resource and select the type

For "COM" setting, click each server column cell to configure COM port.

For "DISK" setting, click each server column cell to configure driver letter of the partition for disk heartbeat.

For"Ping” setting, click Ping target column cell to configure IP address of Ping destination, and then click each server column
cell to configure "Use” or "Do notuse”.

For "Majority” setting, double-click each server column cell to configure “Use”™ or "Do not use”.

For"DISK™ and "Ping" settings, the detailed settings can be verified and changed by clicking "Properties™.

Click "Tuning” to configure the actions at NP occurrence

| = Back H Next = H Cancel ‘

9. Click Next.
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2) Adding a group resource

€ Defining a group
Create a failover group.

1. The Group List window s displayed.
Click Add.

Group
Group List
Name Type @
Description

‘Configure failover group to be a unit of fail over

Click "Add" to add a group.

Click "Properties™ to configure the properties of the selected group.
Click "Group Resource” to add resource to the selected group.

[ <o ][ ton | _ounee |
2. The Group Definition window is displayed.
Specify a failover group name (failoverl) for Name.
Group Definition
Type |fai\over ‘V|

[[] Use Server Group Settings

MName |fa\|over1 ‘

' Basic Settings Comment | ‘

Description

Select group type.

If using virtual machine resources to cluster virtual machines, select "Virtual machine” as the type. In other cases, select
“Failover.

If using server group, check the "Use Server Group™.

<Back H Mext> H Cancel ‘

3. Click Next.
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4. The Servers that can run the Group page is displayed.
Click Next without specifying anything.

Servers that can run the Group

Failover is possible on all servers

Servers that can run the Group

Auailable Servers
Servers Sernvers
node-1
node-2
< Add
" Startup Servers
4] Ii [[»

Description

Selectthe server which can run the group and configure the priority of the servers

In case that all the servers which are registered to the cluster can startthe group, check “Failover is possible at all servers”
on. The priority order is the order which was setwhen the server was registered to the cluster.

In case sefting individually the server which can startthe group, check "Failover is possible at all servers” off. Selectthe server
which can start the group from the "Available Servers” list on the right side, and click "Add” to add the server to "Servers that
can run the Group™ list. Click "Up™ or "Down” to change the priority order.

| <gack |[ mew» || cancel |

5. The Group Attribute Settings page is displayed.
Click Next without specifying anything.

Group Attribute Settings
Startup Attribute
(@ Auto Startup () Manual Startup
Failover Attribute
@ Auto Failover
® Use the starlup server seftings
) Failover dynamically
[] Perform a Forged Failover
[ Prioritize failover policy in the server group
Group Attributes [ Perform a Smart Fajlover
2 Prioritize failover policy in the server group
[] Enable only manual failover among the server groups
) Manual Failoyer
Failback Attribute
() Auto Failback ® Manual Failback

Description

Configure starting failover group or actions of fail over.

In case not automatically starting the group at cluster startup, set "Startup Attribute” to "Manual Startup™

In case selecting the fail over destination considering the status of the monitor resource of each server at failure occurrence,
select "Failover dynamically” in "Auto failover”. In case failover using the server group settings and prioritizing the server inside
the same server group, select "Prioritize the failover policy inside the server group”.

| |<Back || Iext = H Cancel ‘
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6. The Group Resource page is displayed.
On this page, add a group resource following the procedure below.

Group Resource
Group Resource List
Name Type @
" Group Resources
Description
Click "Add" to add resources
Click "Properties™ to configure the properties of the selected resource.
| = Back | | Finish | ‘ Cancel ‘

@ Mirror disk resource
Create a mirror disk resource.
For details, see "Understanding mirror disk resources" in Chapter 5, “Group resource details"
in the Reference Guide.

1. Click Add on the Group Resource List page.

2. The esource Definition of Group window is displayed.
Select the group resource type (mirror disk resource) from the Type box and enter the
group name (md) in the Name box.

Group Resource Definitions
MName |md |
Comment | |
Get Licence Info
Description
Selectthe type of group resource and enter its name.
= Back ‘ | Next = I | Cancel |

3. Click Next.
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Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

4. The Dependent Resources page is displayed.
Click Next without specifying anything.

Follow the default dependen

Dependent Resources Ayailable Resources

Name Resource type < Add Name

" Dependency

[ <Bace |[ mew= |[ cancer |

5. The Recovery Operation at Activity Failure Detection and Recovery Operation at
Deactivity Failure Detection page is displayed.
Click Next.

Execute Script before or after Activation or Deactivation

[ Recovery Operation at Activity Failure Detection

Retry Count J time

Failover Target Server

(® Stable Senver ) Maximum Priority Server
Failover Threshold 1 time
Einal Action |No operation (not activate next resource) ‘V|

[_] Execute Script before Final Action

r Recovery Operation at Deactivity Failure Detection
Retry Count at Deactivation Failure 0| time

" Recovery Operation Final Action Stop the cluster senvice and shutdown 05 ‘vl

[[] Execute Script before Final Action

| <Back H Next> || Cancel |
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6. The Details page is displayed.
Select a server name in the Name column of Servers that can run the group and
click Add.

Mirror Disk No. |1 |v‘

Data Partition Driye Letter | |

Cluster Partition Drive Letter | |

Cluster Parliion Offset Index o [~]

Mirror Disk Connect Select

Servers that can run the group

Name Data Partition | Cluster Partition < Add Name
inode-1

" Details

| < Back H Finish || Cancel |

7. The Selection of partition dialog box is displayed. Click Connect, select the data
partition and cluster partition created in "6)Configuring virtual machines", and click
OK.

Partition
[ Data Partition Obtain inform...
Volume Disk No. | Partition No. Size ‘ GY
0 1 500MB
D 1 1 7T1677TMB -
FA 12 1 1024MB -
c 0 [2 40458MB |
G 2 2 (|
4] 1 |
GUID  mem

[ Cluster Partitiol
Volume DiskNo. | Partition No. Size

Gy

0 1 S00ME i
D 1 1 FAGTIME |
Al 2 i 1024MB
cl 0 2 40458MB |
G 2 2 19453MB |
4] 11 D

GUID e mam SSE SSE S DEESSESSEE




Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

8. Perform steps 6 and 7 for node-1 and then node-2 and click Finish.

Mirror Disk No [ |
Data Partition Drive Letter |G ‘
Cluster Partition Drive Letter |F ‘
Cluster Partition Offset Index |U ‘ v|
Wirror Disk Connect
Servers that can run the group
Name | DataParfition | Cluster Partition Name
node-1
= Details
Edit
| < Back || Finish H Cancel ‘

€ Azure probe port resource
When EXPRESSCLUSTER is used on Microsoft Azure, EXPRESSCLUSTER provides a
mechanism to wait for alive monitoring from a load balancer on a port specific to a node in which
operations are running.

For details about the Azure probe port resources”, see "Understanding Azure probe port
resources" in Chapter 5, “Group resource details" in the Reference Guide.

1. Click Add on the Group Resource List page.
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2. The Resource Definition of Group window is displayed. Select the group resource
type (Azure probe port resource) from the Type box and enter the group name
(azureppl) in the Name box.

Group Resource Definitions

Type |Azure probe port resource

Name |a.mrepp1 |

Comment | |
Get Licence Info

Description

Selectthe type of group resource and enter its name.

<pack |[ nea> ][ cancer |

3. Click Next.
4. The Dependent Resources page is displayed. Click Next without specifying anything.

Follow the default dependen

Dependent Resources

Name Resource type < Add MName

Ayailable Resources

Dependency

| <Back H Next> || Cancel |
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Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

5. The Recovery Operation at Activity Failure Detection and Recovery Operation at
Deactivity Failure Detection page is displayed. Click Next.

Execute Script before or after Activation or Deactivation

 Recovery Operation at Activity Failure Detection

Retry Count J time

Failover Target Server

(@) Stable Server () Maximum Priority Server
Failover Threshold 1| time
Final Action |No aperation (not activate next resource) ‘vl

["] Execute Script before Final Action

 Recovery Operation at Deactivity Failure Detection
Retry Count at Deactivation Failure 0| time

Recovery Operation Final Action Stop the cluster senvice and shutdown 08 ‘vl

["] Execute Script before Final Action

[ <Bace |[ mew= |[ cancer |

6. For Probeport, enter the value specified for Port when configuring a load balancer
(configuring health probe).

Probeport 26001

" Details

| = Back || Finish || Cancel |

7. Click Finish.
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3) Adding a monitor resource

196

€ Azure probe port monitor resource

The port monitoring mechanism for alive monitoring is provided for the node in which the
Microsoft Azure probe port resource is running.

For details about the Azure probe port monitor resource, see "Understanding Azure probe port
monitor resources” in Chapter 6, “Monitor resource details" in the Reference Guide.

Adding one Azure probe port monitor resource creates one Azure probe port monitor resource
automatically.

€ Azure load balance monitor resource

The mechanism to monitor whether the port with the same port number as the probe port is
open or not is provided for the node in which the Microsoft Azure probe port resource is not
running.

For details about the Azure load balance monitor resource, see "Understanding Azure load
balance monitor resources" in Chapter 6, “Monitor resource details" in the Reference Guide.

Adding one Azure probe port resource creates one Azure load balance monitor resource
automatically.
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4) Applying the settings and starting the cluster

1. After all settings are complete, click the icon to apply the settings under the menu.

@ hitp://10.5.0.120:29003/main.htm

B
File View Edit Help
=+ Config Mode -
| 7 Cluster1 Name [
- B3 Servers Servers
&G node-1 Groups
&3 node-2 Wonitors
3 Groups
& tailovert
Monitors
Type Received Time Time ¥ SeverName | ModuleName | EventiD

o

I [ [
2. The dialog box to confirm to restart the manager is displayed.

Apply the changes.

To apply the changes, the following operations must be performed

Restart the manager

Do you want to perform the operations?

|
3. Click OK.
4. Click OK again on the following dialog box

oK |

@ The application finished successfully.
Restart the WebManager.
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5. Change the mode to Operation Mode and click Start Cluster from the Service menu.

@ hitp://10.5.0.120:29003/main.htm 2

File View Tool Help
‘Dpem# Suspend Cluster ” 5”0”@‘ .

Resume Cluster
LA, Stopped

Stop Cluster
Restart Manager

Type Received Time Time ¥ SewerName | Module Name EventID.
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5.4 Verifying the created environment

Verify whether the created environment works properly by generating a (dummy) monitoring error
to fail over a failover group.
If the cluster is running normally, the verification procedure is as follows:

1.

2.
3.

4.

Start the failover group (failoverl) on the active node (node-1). In the Status tab on the
Cluster WebUI, confirm that Group Status of failoverl of node-1 is Normal.

Change Operation Mode to Verification Mode from the Cluster WebUI pull-down menu.
In the Status tab on the Cluster WebUI, click the Enable dummy failure icon of azureppw1l
of Monitors.

After the Azure probe port resource (azureppl) activated three times, the failover group
(failoverl) becomes abnormal and fails over to node-2. In the Status tab on the Cluster
WebUI, confirm that Group Status of failoverl of node-2 is Normal.

Also, confirm that access to the frontend IP and port of the Azure load balancer is normal
after the failover.

Verifying the failover operation in case of a dummy failure is now complete. Verify the operations
in case of other failures if necessary.
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Chapter 6 Error Messages

For the error messages related to resources and monitor resources, see the following:
+  Chapter 12, “Error messages” in the Reference Guide.
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Notes and Restrictions

Chapter 7 Notes and Restrictions
7.1 HA cluster using Azure DNS

7.1.1 Notes on Microsoft Azure

* There is a tendency for the performance difference (performance deterioration rate) to increase
in a multi-tenant cloud environment compared to a physical environment or general virtualization
environment (non-cloud environment). Therefore, pay careful attention to this point when
designing a performance-oriented system.

»  Even if a virtual machine is just shut down, its status is Stopped and billing continues. Execute
Stop on the virtual machine setting window of the Microsoft Azure portal to change the virtual
machine state to Stopped (Deallocated).

+  An availability set can be set only when creating a virtual machine. To move a virtual machine to
and from the availability set, it is necessary to create an availability set again.

*+ To set up EXPRESSCLUSTER to work with Microsoft Azure, a Microsoft Azure organizational
account is required. An account other than the organizational account cannot be used because
an interactive login is required when executing the Azure CLI.

7.1.2 Notes on EXPRESSCLUSTER

Please refer the following for notes for EXPRESSCLUSTER on Azure:
EXRESSCLUSTER X Getting Started Guide

+  "Communication port number" in Chapter 5, “Notes and Restrictions"

*  “Azure DNS resources" in Chapter 5, “Notes and Restrictions"

+  "Setting up Azure DNS resources” in Chapter 5, “Notes and Restrictions"
EXRESSCLUSTER X Reference Guide

. “Notes on Azure DNS resources” in Chapter 5, “Group resource details”

. “Notes on Azure DNS monitor resources” in Chapter 6, “Monitor resource details”

Virtual machines are paused for up to 30 seconds for Azure memory preserving maintenance.
Please refer the following for details about memory preserving maintenance.
https://docs.microsoft.com/en-us/azure/virtual-machines/windows/maintenance-and-updates
Therefore, itis recommended to set Heartbeat Timeout parameter on Timeout tab in Cluster Properties
more than 30 sec.

In addition to Heartbeat Timeout, please also note the following.

* Please set Heartbeat Timeout parameter less than OS reboot time.

Please refer the following about the above:

EXRESSCLUSTER X Getting Started Guide

. “Adjusting OS startup time” in Chapter 5, “Notes and Restrictions”

EXRESSCLUSTER X Reference Guide

+  “Timeout tab” in Chapter 2, “Functions of the Builder”
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7.2 HA cluster using a load balancer

7.2.1 Notes on Microsoft Azure

* There is a tendency for the performance difference (performance deterioration rate) to increase
in a multi-tenant cloud environment compared to a physical environment or general virtualization
environment (non-cloud environment). Therefore, pay careful attention to this point when
designing a performance-oriented system.

+  Even if a virtual machine is just shut down, its status is Stopped and billing continues. Execute
Stop on the virtual machine setting window of the Microsoft Azure portal to change the virtual
machine state to Stopped (Deallocated).

* An availability set can be set only when creating a virtual machine. To move a virtual machine to
and from the availability set, it is necessary to create an availability set again.

7.2.2 Notes on EXPRESSCLUSTER

Please refer the following for notes for EXPRESSCLUSTER on Azure:

EXRESSCLUSTER X Getting Started Guide

+  "Communication port number" in Chapter 5, “Notes and Restrictions"

»  “Azure probe port resources" in Chapter 5, “Notes and Restrictions"

+  "Setting up Azure probe port resources” in Chapter 5, “Notes and Restrictions"

. "Setting up Azure load balance monitor resources” in Chapter 5, “Notes and Restrictions
EXRESSCLUSTER X Reference Guide

*  “Notes on Azure probe port resources” in Chapter 5, “Group resource details”

. “Notes on Azure probe port monitor resources” in Chapter 6, “Monitor resource details”

. “Note on Azure load balance monitor resources” in Chapter 6, “Monitor resource details”

Virtual machines are paused for up to 30 seconds for Azure memory preserving maintenance.
Please refer the following for details about memory preserving maintenance.
https://docs.microsoft.com/en-us/azure/virtual-machines/windows/maintenance-and-updates
Therefore, itis recommended to set Heartbeat Timeout parameter on Timeout tab in Cluster Properties
more than 30 sec.

In addition to Heartbeat Timeout, please also note the following.

. Please set Heartbeat Timeout parameter less than OS reboot time.

Please refer the following about the above:

EXRESSCLUSTER X Getting Started Guide

. “Adjusting OS startup time” in Chapter 5, “Notes and Restrictions”

EXRESSCLUSTER X Reference Guide

+  “Timeout tab” in Chapter 2, “Functions of the Builder”
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