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Preface

Preface
Who Should Use This Guide

The HA Cluster Configuration Guide for Microsoft Azure (Linux) is intended for administrators who
want to build a cluster system, and for system engineers and maintenance personnel who provide user
support.

The software and setup examples introduced in this guide are for reference only, and the software is
not guaranteed to run.

Scope of application

This guide covers the following product versions.

. EXPRESSCLUSTER X 4.0 for Linux (Internal version: 4.0.0-1)

. CentOS 6.9

. Cent0OS 7.4

. Microsoft Azure portal: Environment as of February 15, 2018

*  Azure CLI 1.0 (for CentOS 6.9)

*  Azure CLI 2.0 (for CentOS 7.4)

If the product versions that you use differ from the above, some display and configuration contents
may differ from those described in this guide.

The display and configuration contents may also change in the future. Therefore, for the latest
information, see the website or manual of each product and service.

How This Guide is Organized

Chapter 1 Overview: Describes the functional overview.

Chapter 2 Operating Environments: Describes the tested operating environment of this
function.

Chapter 3 Cluster Creation Procedure: Describes the procedure to create an HA cluster
using Azure DNS.

Chapter 4 Cluster Creation Procedure: Describes the procedure to create an HA cluster
using an Internet facing load balancer.

Chapter 5 Cluster Creation Procedure: Describes the procedure to create an HA cluster
using an internal load balancer.

Chapter 6 Error Messages: Describes the error messages and solutions.

Chapter 7 Notes and Restrictions: Describes the notes and restrictions on creating and

operating a cluster.



EXPRESSCLUSTER X Documentation Set

The EXPRESSCLUSTER manuals consist of the four guides below. The title and purpose of each
guide is described below:

EXPRESSCLUSTER X Getting Started Guide

This guide is intended for all users. The guide covers topics such as product overview, supported
operating environments, updates, and known problems.

EXPRESSCLUSTER X Installation and Configuration Guide

This guide is intended for system engineers who install cluster systems using EXPRESSCLUSTER
and for system administrators who maintain and operate installed cluster systems, and it describes
requirements from for installing a cluster system using EXPRESSCLUSTER to for preparing to start
operation. This guide follows the actual procedure for installing a cluster system to describe how to
design a cluster system using EXPRESSCLUSTER, how to install and set up EXPRESSCLUSTER,
how to check the system after setting it up, and how to evaluate the system before starting operation.

EXPRESSCLUSTER X Reference Guide

This guide is intended for system administrators. The guide covers topics such as how to operate
EXPRESSCLUSTER, function of each module, maintenance-related information, and troubleshooting.
The guide is supplement to the EXPRESSCLUSTER X Installation and Configuration Guide.

EXPRESSCLUSTER X Integrated WebManager Administrator's Guide

This guide is intended for system administrators who manage cluster system using
EXPRESSCLUSTER with EXPRESSCLUSTER Integrated WebManager and for system engineers
who introduce the Integrated WebManager. In this guide, details on required items for introducing the
cluster system using the Integrated WebManager are explained in accordance with the actual
procedures.

Vi



Preface

Conventions

In this guide, Note, Important, Related Information are used as follows:

Note: Used when the information given is important, but not related to the data loss and damage to

the system and machine.

Important: Used when the information given is necessary to avoid the data loss and damage to the

system and machine.

Related Information: Used to describe the location of the information given at the reference

destination.

The following conventions are used in this guide.

Convention Usage Example
Indicates graphical objects,
such as text nges, list boxes, Click Start.
Bold menu  selections,  buttons, ; .
. Properties dialog box
labels, icons, etc.
Angled
bracket Indicates that the value
within  the | specified inside of the angled | clpstat -s[-h host name]
command bracket can be omitted.
line
4 Prompt to indicate that a Linux # clpstat
user has logged on as root user.
Indicates path names,
commands, system  output
Monospace .
. (message, prompt, etc.), | /Linux
(Courier) . ) i
directory, file names, functions
and parameters.
Monospace | Indicates the value that a user I
Enter the following:
bold actually enters from a command
. . # clpcl -s -a
(Courier) line.
Indicates that users should
Monospace replace italicized part with
italic P P # ping <IP address>
. values that they are actually
(Courier) . ;
working with.

Vii



Contacting NEC

For the latest product information, visit our website below:

http://www.nec.com/en/global/prod/expresscluster/
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Overview

Chapter 1 Overview
1.1 Functional overview

This guide describes how to configure an HA cluster based on EXPRESSCLUSTER X (hereinafter
referred to as “EXPRESSCLUSTER”) using Azure Resource Manager on a Microsoft Azure cloud
service.

Wl
FG_A

(° EXPRESSCLUSTERX
" VM " VM
Blob Storage Blob Storage

Figure 1-1 HA Cluster on a Cloud Service (Using Azure DNS)

Operational availability can be increased by clustering virtual machines (VMs in Figure 1-1) using a
Microsoft Azure region and availability set in a Microsoft Azure environment.

Microsoft Azure region

Physical and logical units called a Microsoft Azure region are provided.

It is possible to build all nodes in a single region (such as Japan East or Japan West). However, if
all nodes are built in a single region, there is a possibility for nodes to go down due to a network
failure or natural disaster, causing interruption to the flow of business. Distributing nodes into
multiple regions can improve the operational availability.

Availability set

Microsoft Azure allows each node to be deployed in a logical group called an availability set.
Locating each node in an availability set minimizes the impact of planned maintenance or
unplanned maintenance due to a physical hardware failure of the Microsoft Azure platform. This
guide describes the configuration using an availability set.

For details about an availability set, see the following website:

Manage the availability of Linux virtual machines:
https://docs.microsoft.com/en-us/azure/virtual-machines/linux/manage-availability



1.2 Basic configuration

10

This guide assumes two types of HA clusters. One is an HA cluster using Azure DNS of the Resource
Manager deployment model. The other is an HA cluster using a load balancer of the Resource
Manager deployment model. (Both HA clusters are configured as a unidirectional standby cluster.)
The following table describes the EXPRESSCLUSTER resources to be selected depending on the
Microsoft Azure deployment model in use.

Purpose EXPRESSCLUSTER resource to use

Accessing the cluster by using a DNS name Azure DNS resource
(Azure DNS needs to be installed)
Accessing the cluster by using a virtual IP address Azure probe port resource
(A load balancer needs to be installed)




Overview

HA cluster using Azure DNS

In this configuration, two virtual machines are deployed the same resource group so that the cluster
can be accessed by using the same DNS name. The EXPRESSCLUSER Azure DNS resource uses
Azure DNS to enable access with a DNS name. For details about Azure DNS, see the following

website:
Azure DNS: https://azure.microsoft.com/en-us/services/dns/

D> o

Fault Domain 1

Fault Domain 0

[.’] Resource Group

DNS zone

B2 Availability Set

Virtual
Host
Name

&+ Virtual network

Application 7

° EXPRESSCLUSTERX (° EXPRESSCLUSTERX
& VM & VM
10 10
Blob Storage Blob Storage

Figure 1-2 HA Cluster Using Azure DNS

These two virtual machines use the same availability set to minimize the impact of planned
maintenance or unplanned maintenance due to a physical hardware failure of the Microsoft Azure

platform.
The cluster in Figure 1-2 is accessed by using the DNS name of the Azure DNS zone.

EXPRESSCLUSTER manages record sets and DNS A records of the Azure DNS zone to find an IP
address according to the DNS name. A client need not be conscious about the switching of virtual
machines upon failover occurrence or group migration.

The following table describes the EXPRESSCLUSTER resources and monitor resources required
for a HA cluster configuration using Azure DNS.

11



Resource or monitor resource

type Description Setting
Azure DNS resource Manages record sets and DNS A
records of the Azure DNS zone to find ;
an IP address according to the DNS Required
name.
Azure DNS monitor resource Checks the existence of a record set
and monitors whether the name Required

resolution is available in Azure DNS.

IP monitor resource

Monitors whether communication with
the Microsoft Azure Service
Management APl is possible, and also
monitors health of communication with
an external network.

When an Internet
facing load
balancer is used,
required to monitor
communication
between clusters
that are configured
with virtual
machines, and
also to monitor
health of
communication
with an internal

network.
Custom monitor resource Monitors communication between When an Internet
clusters that are configured with virtual facing load

machines, and also monitors health of
communication with an internal network.

balancer is used,
required to monitor
whether
communication
with the Microsoft
Azure Service
Management API
is possible, and
also to monitor
health of
communication
with an external

network.
Multi-target monitor resource Monitors the statuses of both the IP When an Internet
monitor resource and custom monitor facing load

resource. If the statuses of both monitor
resources are abnormal, a script in
which a process for network partition
resolution (NP resolution) is described is
executed.

balancer is used,
required to monitor
health of
communication
between an
internal network
and external
network.

Other resources and monitor
resources

Depends on the configuration of
application, such as a mirror disk, that is
used in an HA cluster.

Optional

For details about other resources and monitor resources, see the following:
Chapter 4, "Group resource details" in the Reference Guide.
Chapter 5, "Monitor resource details" in the Reference Guide.

12




Overview

HA cluster using a load balancer
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Figure 1-3 HA Cluster Using an Internet Facing Load Balancer

A client application can connect a virtual machine on an availability set in a Microsoft Azure
environment to a cluster node by using a public virtual IP address (hereinafter referred to as VIP).
By using a VIP, a client need not be conscious about the switching of virtual machines upon failover
occurrence or group migration.

A cluster built in a Microsoft Azure environment in Figure 1-3 is accessed by specifying a global IP
address of the Microsoft Azure Load Balancer (Load Balancer in Figure 1-3).

Active and standby nodes of a cluster are switched by using probes of Microsoft Azure Load
Balancer. To use Microsoft Azure Load Balancer probes, use a probe port provided by the
EXPRESSCLUSTER Azure probe port resource.

Activating the Azure probe port resource starts a probe port control process in standby for alive
monitoring (access to a probe port) from Microsoft Azure Load Balancer.

Deactivating the Azure probe port resource stops a probe port control process in standby for alive
monitoring (access to a probe port) from Microsoft Azure Load Balancer.

The Azure probe port resource also supports the Microsoft Azure internal load balancer (Internal

Load Balancing: ILB). For the internal load balancer, a Microsoft Azure private IP address is used
as a VIP.

13
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Figure 1-4 HA Cluster Using the Internal Load Balancer

The following are examples of two HA cluster configurations using a load balancer. Select a load

balancer to use depending on your purpose.

Purpose

Load balancer to use

Creating procedure

Disclosing operations outside
the Microsoft Azure network

Internet facing load balancer

See " Chapter 4
Cluster Creation
Procedure (for an
HA Cluster Using an
Internet Facing
Load Balancer)” in
this guide.

Publishing operations within
the Microsoft Azure network

Internal load balancer (ILB)

See " Chapter 5
Cluster Creation
Procedure (for an
HA Cluster Using an
Internal Load
Balancer)” in this
guide.

The following table describes the EXPRESSCLUSTER resources and monitor resources required

for a HA cluster using a load balancer.

14
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Resource or monitor resource
type

Description

Setting

Azure probe port resource

Provides a mechanism to wait for alive
monitoring from a load balancer on a
specific port of a node in which
operations are running.

Required

Azure probe port monitor
resource

Performs alive monitoring of a probe
port control process, which starts upon
activation of the Azure probe port
resource, for a node in which the Azure
probe port resource is running.

Required

Azure load balance monitor
resource

Monitors whether a port with the same
number as a probe port is open for a
node in which the Azure probe port
resource is not running.

Required

IP monitor resource

Monitors whether communication with
the Microsoft Azure Service
Management API is possible, and also
monitors health of communication with
an external network.

When an Internet
facing load balancer
is used, required to
monitor
communication
between clusters
that are configured
with virtual
machines, and also
to monitor health of
communication with
an external network.

Custom monitor resource

Monitors communication between
clusters that are configured with virtual
machines, and also monitors health of
communication with an internal network.

When an Internet
facing load balancer
is used, required to
monitor whether
communication with
the Microsoft Azure
Service
Management API is
possible, and also to
monitor health of
communication with
an external network.

Multi-target monitor resource

Monitors the statuses of both the IP
monitor resource and custom monitor
resource. If the statuses of both monitor
resources are abnormal, a script in
which a process for network partition
resolution (NP resolution) is described is
executed.

When an Internet
facing load balancer
is used, required to
monitor health of
communication
between an internal
network and
external network.

PING network partition
resolution resource

When an internal load balancer (ILB) is
used, monitors health of communication
between subnets by checking whether
to communicate with a device that is
always on and can return a response to
ping (ping device).

When an internal
load balancer (ILB)
is used, required to
monitor health of
communication
between subnets.

Other resources and monitor
resources

Depends on the configuration of
application, such as a mirror disk, that is
used in an HA cluster.

Optional

15




For details about other resources and monitor resources, see the following:
. Chapter 4, "Group resource details" in the Reference Guide.
«  Chapter 5, "Monitor resource details" in the Reference Guide.

16
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1.3 Network partition resolution

Virtual machines configuring an HA cluster mutually performs alive monitoring through a heartbeat
communication. If the virtual machines exist in different subnets, an undesirable event, such as an
application starting more than once, occurs if a heartbeat ceases. To prevent a service from starting
more than once, it is necessary to identify whether other virtual machines went down or whether the
applicable virtual machine was isolated from a network (network partitioning: NP).

The network partition resolution feature (NP resolution) sends ping to or checks a LISTEN port of a
device that is always on and can return a response to ping etc. (access destination). If there is no
reply, this feature judges that the device entered the NP status and executes the specified action
(such as a warning, recovery action, and server shutdown).

The access destination in the following table are used as ping devices for Microsoft Azure.
(*) A private IP address of an internal load balancer (ILB) cannot be used because it does not reply
to ping.

EXPRESSCLUSTER resources,
Scope of L monitor resources, and
disclgsure access destination Procedure commands to be used for NP
resolution
Outside the Microsoft Azure Service | Checking a | « Custom monitor resource
Microsoft Azure | Management API LISTEN port | - clpazure_port_checker
Virtual network (management.core.wind command
ows.net)
each cluster server Ping « IP monitor resource
Inside the Servers, excluding a * PING network partition
Microsoft Azure | cluster server, that exist Pin resolution resource
Virtual network within the Microsoft 9
Azure network(*)

For details about NP resolution, see the following:
*  Chapter 7, “Network partition resolution resources details” in the Reference Guide.

Setting the NP resolution destination
You need to examine the NP resolution destination and method depending on the location of clients
accessing a cluster system and the condition for connecting to an on-premise environment (for
example, using a dedicated line).

How to judge the network partition status
EXPRESSCLUSTER provides the clpazure_port_checker command to judge the network partition
status. Use this command as Script created with this product of the custom monitor resource or
multi-target monitor resource.
For details about the clpazure_port_checker command, see the following subsections.

17



Checking the TCP port listening status
(clpazure port checker command)
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clpazure_port_checker Checks whether a LISTEN port exists among TCP ports of the

Command line

specified server.

clpazure_port_checker -h hostname -p port

Description

Options

Return
values

This command checks whether a LISTEN port exists among TCP
ports of the server specified for an argument.

If there is no response five seconds (fixed) after the command
execution, it is judged that an error (timeout) has occurred.

In case of an error, an error message is output to the standard output.

Executing this command from the custom monitor resource makes it
possible to judge the network partition status.

For the configuration example of network partition resolution using this
command, see "3.3 Configuring the EXPRESSCLUSTER settings”
and "5.3 Configuring the EXPRESSCLUSTER settings."

-h hostname Specify the determining server as hostname (by
using an FQDN name or IP address). This option
cannot be omitted.

Specify the determining port number as port (by

-p port

PP using a port number or service name). This option
cannot be omitted.

0 Normal

1 Error (communication error)

2 Error (timeout)

3 Error (invalid argument or internal error)
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1.4 Differences between on-premises and
Microsoft Azure

The following table describes the functional differences of EXPRESSCLUSTER between on-
premises and Microsoft Azure. "Y" indicates that the relevant function can be used and "N" indicates
that the relevant function cannot be used.

Function On-premise Microsoft Azure
Creating a shared disk type cluster
Creating a mirror disk type cluster
Creating a hybrid disk type cluster
Using the floating IP resource
Using the virtual IP resource
Using the Azure probe port resource
Using the Azure DNS resource

z|z|<|<|<|=<|=<
<|<|z|z|z|<|z

For the procedure to create a 2-node cluster using a mirror disk on an on-premise or Microsoft Azure
environment, see the following subsections.

The difference of the procedure to create a cluster between an on-premise environment and
Microsoft Azure environment is whether or not configuring the Microsoft Azure settings in advance
is required.

HA cluster using Azure DNS

For Microsoft Azure, execute steps 1 to 6 in the following table after logging in to the Microsoft
Azure portal (https://portal.azure.com/).

For Microsoft Azure, execute steps 7 to 18 after logging in to each virtual machine.

Step

No Procedure On-premise Microsoft Azure
Before installing EXPRESSCLUSTER

1 Creating a resource Not required See 32 Co_nﬁgqung Microsoft
group Azure” in this guide.

> Creating a virtual Not required See 32 Co_nﬁgqung Microsoft
network Azure” in this guide.

3 Creat!ng a virtual Not required See 32 Co_nﬁgqung Microsoft
machine Azure” in this guide.

4 Setting a private IP Not required See 32 Co_nﬁgqung Microsoft
address Azure” in this guide.

See "3.2 Configuring Microsoft

5 Adding Blob storage | Not required Azure” in this guide.

Creating a DNS See "3.2 Configuring Microsoft

6 zone Not required Azure” in this guide.
See the manual provided with
7 Setting up the DNS | an OS or DNS server such as Not required
server Red Hat Enterprise Linux 7 q
Network Guide.
See the following:
« “Settings after configuring
hardware" in Chapter 1,
“Determining a system
Setting a partition for configuration” in the " L .
8 the mi?rorpdisk Instaﬁation and See 3.2 Configuring Microsoft

resource Configuration Guide Azure” in this guide.

+ “Understanding mirror disk
resources" in Chapter 4,
“Group resource details” in
the Reference Guide.

19
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Step

No Procedure On-premise Microsoft Azure
9 Adjusting the OS
startup time
Checking the
10 ;
network setting “ . S
Checking the root See Settllln.gs after configuring
11 file svstem hardware" in Chapter 1,
Chegking the firewall “Detgrmin!ng a system . Same as "On-premise”
12 . configuration” in the Installation
setting and Configuration Guide.
13 Synchrqmzmg the
server time
14 Checking the
SELinux setting
Installing the Azure . See "3.2 Configuring Microsoft
15 CLI ’ Not required Azure” in this gguide.g
16 Regi_sterin_g t_he Not required See 32 Co_nfigqring Microsoft
service principal Azure” in this guide.
"in the " -
17 EXPRESSCLUSTE Installation and Configuration Same as "On-premise
Guide.
After installing EXPRESSCLUSTER
Registering the See Chapter 4, “Registering
18 EXPRESSCLUSER the license" in the Installation | Same as "On-premise"
license and Configuration Guide.
See “Creating the configuration
Creating a cluster: g%t: ?f a52—‘!1C(:)de tglustﬁr n The COM heartbeat, BMC
19 Setting the heartbeat ptero, ‘reatingtne . heartbeat, and disk heartbeat
method cluster conf!guratlon data” in cannot be used.
the Installation and
Configuration Guide.
The network partition
resolution resource is used.
See the following:
+ “Creating the configuration
Creating a cluster: data of a 2-node cluster" in " L
resolution cluster configuration data” in this guide
processing the Installation and :
Configuration Guide.
« Chapter 7, “Network partition
resolution resources details”
in the Reference Guide.
In addition to the references for
on-premises, see the following:
» "Understanding Azure DNS
resources" in Chapter 4,
See “Creating the configuration "Group resource details" in
Creating a cluster: data of a 2-node cluster" in the Reference Guide.
21 Creating a failover Chapter 5, “Creating the > "Understanding Azure DNS

group and monitor
resource

cluster configuration data” in
the Installation and
Configuration Guide.

monitor resources" in
Chapter 5, "Monitor resource
details" in the Reference
Guide.

» "3.3 Configuring the
EXPRESSCLUSTER
settings” in this guide.
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HA cluster using a load balancer
For Microsoft Azure, execute steps 1 to 5, and 7 to 8 in the following table after logging in to the
Microsoft Azure portal (https://portal.azure.com/).
For Microsoft Azure, execute steps 6, and 9 to 16 after logging in to each virtual machine.

Step
No.

Procedure

On-premise

Microsoft Azure

Before installing EXPRESSCLUS

TER

Creating a resource
group

Not required

See either of the following

depending on the load balancer

to use:

« "4.2 Configuring Microsoft
Azure" in this guide

» "5.2 Configuring Microsoft
Azure" in this guide

Creating a virtual
network

Not required

See either of the following

depending on the load balancer

to use:

« "4.2 Configuring Microsoft
Azure" in this guide

« "5.2 Configuring Microsoft
Azure" in this guide

Creating a virtual
machine

Not required

See either of the following

depending on the load balancer

to use:

« "4.2 Configuring Microsoft
Azure" in this guide

« "5.2 Configuring Microsoft
Azure" in this guide

Setting a private IP
address

Not required

See either of the following

depending on the load balancer

to use:

« "4.2 Configuring Microsoft
Azure" in this guide

« "5.2 Configuring Microsoft
Azure" in this guide

Adding Blob storage

Not required

See either of the following

depending on the load balancer

to use:

« "4.2 Configuring Microsoft
Azure" in this guide

« "5.2 Configuring Microsoft
Azure" in this guide

Setting a patrtition for
the mirror disk
resource

See the following:

+ “Settings after configuring
hardware" in Chapter 1,
“Determining a system
configuration” in the
Installation and
Configuration Guide.

+ “Understanding mirror disk
resources" in Chapter 4,
“Group resource details” in
the Reference Guide.

See either of the following

depending on the load balancer

to use:

« "4.2 Configuring Microsoft
Azure" in this guide

« "5.2 Configuring Microsoft
Azure" in this guide

Creating and
configuring a load
balancer

Not required

See either of the following

depending on the load balancer

to use:

+ "4.2 Configuring Microsoft
Azure" in this guide

21
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Step

No Procedure On-premise Microsoft Azure
+ "5.2 Configuring Microsoft
Azure" in this guide
See either of the following
depending on the load balancer
. . to use:
8 Settlnlg the inbound Not required « "4.2 Configuring Microsoft
security rules e . .
Azure" in this guide
» "5.2 Configuring Microsoft
Azure" in this guide
Adjusting the OS
9 >
startup time
Checking the
10 ;
network setting “ . L
: See “Settings after configuring
Checking the root e
11 file svstem hardware" in Chapter 1,
Chegkin the firewall “Determining a system Same as "On-premise"
12 ttin 9 configuration” in the Installation
seting and Configuration Guide.
13 Synchronizing the
server time
14 Checking the
SELinux setting
15 EXPRESSCLUSTE ; . ; Same as "On-premise”
R Installation and Configuration
Guide.
After installing EXPRESSCLUSTER
Registering the See Chapter 4, “Registering
16 EXPRESSCLUSER the license" in the Installation | Same as "On-premise"
license and Configuration Guide.
See “Creating the configuration
Creating a cluster: g?]t: (:;raSZ—“r}(:)rcéea:i:rl]us:ﬁg n The COM heartbeat, BMC
17 Setting the heartbeat | P ' fi 'ng data” i heartbeat, and DISK heartbeat
method cluster configuration data” in cannot be used
the Installation and '
Configuration Guide.
The network partition
resolution reso.urc.:e is used. See either of the following
See the following: )
P . . . depending on the load balancer
« “Creating the configuration )
; . v to use:
Creating a cluster: data of a 2-node cluster” in . See "4.3 Configuring the
18 Settlng_ the NP Chapter 5, _Creat_mg the . EXPRESSCLUSTER
resolution cluster configuration data” in LT .
: . settings® in this guide.
processing the Installation and " o9
Configuration Guide « See "5.3 Configuring the
« ) . EXPRESSCLUSTER
« Chapter 7, “Network partition LT .
. o settings® in this guide.
resolution resources details
in the Reference Guide.
See the following in addition to
See “Creating the configuration th? descr|pt|on_of On-premise.
. ) N « “Understanding Azure probe
Creating a cluster: data of a 2-node cluster" in S .
Creating a failover Chapter 5, “Creating the port resources” in Ch"?‘pte.r 4,
19 ' “Group resource details” in the

group and monitor
resource

cluster configuration data” in
the Installation and
Configuration Guide.

Reference Guide.

« “Understanding Azure probe
port monitor resources” in
Chapter 5, “Monitor resource




Overview

Step
No.

Procedure

On-premise

Microsoft Azure

details” in the Reference
Guide.

« “Understanding Azure load
balance monitor resources” in
Chapter 5, “Monitor resource
details” in the Reference
Guide.

See either of the following
depending on the load balancer
to use:

+ See "4.3 Configuring the
EXPRESSCLUSTER
settings® in this guide.

« See "5.3 Configuring the
EXPRESSCLUSTER
settings® in this guide.
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Chapter 2 Operating Environments
2.1 HA cluster using Azure DNS

See the following:
*  "Getting Started Guide" > "Chapter 3, Installation requirements for EXPRESSCLUSTER" >
"Operation environment for Azure DNS resource and Azure DNS monitor resource”

x86_64
oS CentOS 6.9
Cent0OS 7.4
EXPRESSCLUSTER | EXPRESSCLUSTER X 4.0 for Linux (Internal version: 4.0.0-1)
Microsoft Azure | Resource Manager
deployment model
Location Japan East
Mirror disk size Disk size: 20 GB
(1 GB for a cluster partition and 19 GB for a data partition)
Azure CLI Azure CLI 1.0 (for CentOS 6.9)
Azure CLI 2.0 (for CentOS 7.4)
Python Not required because the Azure CLI 1.0 is used (for CentOS 6.9)
2.7 (for CentOS 7.4)

The Azure CLI and Python must be installed because Azure DNS resource use them.
Since Python 2.7 is required when using Azure CLI 2.0, please use Azure CLI 1.0 in environment
installed Python 2.6 or earlier.

For details about the Azure CLI, see the following website:
Microsoft Azure document:
https://docs.microsoft.com/en-us/azure/

Python is bundled with Linux OS.

Azure DNS must be installed because the Azure DNS resource use it. For details about Azure DNS,
see the following website:
Azure DNS: https://azure.microsoft.com/en-us/services/dns/

2.2 HA cluster using a load balancer

See the following:

*  “Operation environment for Azure probe port resource, Azure probe port monitor resource, Azure
load balance monitor resource" in Chapter 3, “Installation requirements for EXPRESSCLUSTER”
in the Getting Started Guide.
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Cluster Creation Procedure (for an HA Cluster Using Azure DNS)

Chapter 3

Cluster Creation Procedure
(for an HA Cluster Using
Azure DNS)

3.1 Creation example

This guide introduces the procedure for creating a 2-node unidirectional standby cluster using
EXPRESSCLUSTER. This procedure is intended to create a mirror disk type configuration in which

nodel is used as an active server.

The following tables describe the parameters that do not have a default value and the parameters
whose values are to be changed from the default values.

. Microsoft Azure settings (common to nodel and node2)

Setting item | Setting value
Resource group setting
Name Vnetl
Resource group location Japan East
Virtual network setting
Name Vnetl
Address space 10.5.0.0/24
Subnet name Vnetl-1
Subnet address range 10.5.0.0/24
Resource group name TestGroupl
Location Japan East
DNS zone setting
Name clusterl.zone
Resource group TestGroupl
Resource group location Japan East

Record set

test-record1

. Microsoft Azure settings (specific to each of nodel and node2)

Setting item Setting value
nodel | node2
Virtual machine setting
VM disk type HDD
User name testlogin
Password PassWord_123
Resource group name TestGroupl
Location Japan East
Storage account setting
Name clstorageaccl
Performance Standard
Replication Locally-redundant storage (LRS)
Network security group setting
Name | NetSecGroupl
Availability set setting
Name AvailabilitySet1
Update domains 5
Fault domains 3

Diagnostics storage account setting

Name clstorageaccdiagl
Performance Standard
Replication Locally-redundant storage (LRS)

IP configuration setting
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Setting item Setting value
nodel node2

IP address 10.5.0.110 10.5.0.111
Blob storage setting
Name Node1Blob | Node2BIlob
Source type New (empty disk)
Account type Standard (HDD)
Size 20

EXPRESSCLUSTER settings (cluster properties)

Setting item Setting value
nodel | node2
Cluster Name Clusterl
Server Name nodel | node2
Timeout Tab: Heartbeat | 120

Timeout

EXPRESSCLUSTER settings (failover group)

Resource name Setting item Setting value
Mirror disk | Name md
resource Details Tab: Mount | /mnt/md
Point
Details Tab: Data | /dev/sdc2
Partition Device Name
Details Tab: Cluster | /dev/sdcl
Partition Device Name
Details Tab: File | ext4
System
Mirror Tab: Execute | On
the initial mirror
construction
Mirror Tab: Execute | On
initial mkfs
Azure DNS | Name azurednsl
resource Record Set Name test-recordl
Zone Name clusterl.zone
IP Address (nodel) 10.5.0.110
(node2) 10.5.0.111
Resource Group | TestGroupl
Name
User URI http://azure-test
Tenant ID XXXXXXXX = XXX =XXXX=XXXX-XKXKXKXXKXXXX
File Path of Service | /root/examplecert.pem
Principal
Thumbprint of Service | XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX
Principal

Azure CLI File Path

lusr/bin/az

EXPRESSCLUSTER settings (monitor resource)

Monitor resource name Setting item Setting value
Mirror disk monitor | - -
resource
Azure DNS monitor | Name azurednswl
resource
Custom monitor resource | Name genwl

Script created with this product | On

Monitor Type

Synchronous
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Monitor resource hame Setting item Setting value

Normal Return Value 0
Recovery Action Execute only the final action
Recovery Target LocalServer

IP monitor resource Name ipwl
Server to monitor nodel
IP Address 10.5.0.111
Recovery Action Execute only the final action
Recovery Target LocalServer

IP monitor resource Name ipw2
Server to monitor node2
IP Address 10.5.0.110
Recovery Action Execute only the final action
Recovery Target LocalServer

Multi-target monitor | Name mtwl

resource Monitor resource list genwl

ipwl
ipw2

Recovery Action Execute only the final action
Recovery Target LocalServer
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3.2 Configuring Microsoft Azure

1) Creating aresource group
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a resource group following
the steps below.

1. Select Resource groups or the resource group icon in the menu on the left side of the window.
If there are existing resource groups, they are displayed in a list.

Dashboard v + 7 o 7 & ©

+ Create a resource

All services
All resources
ALL SUBSCRIPTIONS

T Refresh
Dashboard Service Health
Resource groups - Personalized guidance and support when issuss
= in Azure services affect you. Learn more
25 All resources ,1,-@
° Recent =
- i) 1 3
. App Services EJ
m Virtual machines (class... Marketplace Help + support
B virtual machines See maore.

=
sa

SQL databases

Cloud services (classic)
Security Center
Subscriptions

DNS zones

@ Availability sets

. Storage accounts
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Cluster Creation Procedure (for an HA Cluster Using Azure DNS)

2. Select +Add at the upper left of the window.

Micre ure 2 SOUICes, S s and docs

Resource groups
BEQF 1 L2RY

o= 2dd  EE Editcolumns ) Refresh # 2ssign Tags

Subscriptions:

*
\ All Iocations ~ | | Mo grouping v
=
16items
L1 NAME SUBSCRIPTION LOCATION
) West US
o W) Seuth Central US
gl South Central US
) Japan West
m [.] East Asia
[ ] ) = South Central US
-
- ) e - South Central US
-
™) Narth Euraps
. ) Seuth Central US
L gl South Central US
? ) Japan East
[.] Japan East
®
[’] Japan East
L) ) Japan East
™) Japan East

n
4

3. Specify Resource group name, Subscription, and Resource group location, and click
Create.

rch resources, services and docs

& > Resource group aroup
Resource groups # X Resource group
BEOF LYY Creste an empty resaurce group

= add 22 Edit columns === More

* Resource group name

‘ TestGroupl ‘/|

* Subscription
16items

NAME

+

AR AR I AR A

+

T H e

(3

BB
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2) Creating a virtual network
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a virtual network following
the steps below.

1. Select +Create aresource or the + icon in the menu on the left side of the window.

Dashboard v + ¢ & v @

Create a resource

All services
All resources
ALL SUBSCRIPTIONS

T Refresh
Dashboard Service Health
Resource groups - Personalized guidance and support when issues
= in Azure services affect you. Learn more &3
=
All resources. .@
Recent x
n (1 1 ']
App Services I nJ
Virtual machines (class... Marketplace Help + support
Virtual machines See more.

2 50l databases
Cloud services (classic)
Security Center
Subscriptions
DNS zones
Availability sets

Storage accounts

2.

O s

Select Networking and then Virtual network.

esources, services and docs

)‘"u
Azure Marketplace Seeall  Featured See

Get started Virtual network

Sl oo
Recently created
Compute Load Balancer
| Networking |

Storage Application Gateway
Web + Mobile @ Leam mare
Containers .

Virtual network gateway
Databases & Learn more
Data + Analytics

Local network gateway
Al + Cognitive Services Gy

Learn more

Internet of Things

Enterprise Integration Traffic Manager profile
Learn mare
Security + Identity
Developer toals DNS zone
R Learn mare
Menitoring + Management
Add-ons Route table
<0 |-
Blockchain Lean more
- ExpressRoute -
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3. Specify Name, Address space, Subscription, Resource group name, Location, Subnet
name, and Subnet address range, and click Create.

\Zure _.-U Search resources, services a

Home > New > Create virtual network

Create virtual network

‘ Wnetl

* Address space @
[ 10500724 V]
10500 - 105.0.253 (256 addresses)

* Subscription

v

( new (@) Use existing

TestGroupl ~
* Location

Japan East w
Subnet
* Name

[ Vrett-1 v]
* Address range @

[ 10500724 v]

10.5.0.0 - 10.5.0.255 (256 addresses)

Pin to dashboard

m Automation options

31



3) Creating a virtual machine
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create virtual machines and disks
following the steps below.
Create as many virtual machines as required to create a cluster. Create nodel and then node2.

1. Select +Create aresource or the + icon in the menu on the left side of the window.

Dashboard ¥ + 72 & ~/ @

Create a resource

All services
All resources
ALL SUBSCRIPTIONS

U Refresh
B pashboard Service Health
¥4 Resource groups - Personalized guidance and support when issues
b4 in Azure services affect you. Learn more &
All resources ]
@
° Recent "
n [l 1 3
. App Services ! aJ
m Virtual machines (class... Marketplace Help + support

B virtual machines

=
st

SQL databases
& doud services (classic)
@ Ssecurity Center

? Subseriptions

@ DNS zones
Availability sets

. Storage accounts

2. Select Compute and then See all.

earch resources, services and docs

Azure Marketplace Featured See

Get started Windows Server 2016 Datacenter

Quickstart tutoria
Recently created

| Compute | Red Hat Enterprise Linux 7.2
& red Learn more

eamn more
Networking
Storage Ubuntu Server 16.04 LTS
Web + Mobile Quickstart tutorial
Containers

SQL Server 2017 Enterprise Window
Databases Server 2016

. Learn more
Data + Analytics
Reserved VM Instances

Al + Cognitive Services
Learn mare

Internet of Things

Enterprise Integration Service Fabric Cluster
Learn more
Security + Identity

Developer tools Web App for Containers

SOoEED

Menitoring + Management Leam more

Add-ons Function App

Blockchain Quickstart tutoria

n
ES
3
T
n
a
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3. Select CentOS-based 6.9 or CentOS-based 7.4.

Y Filter

* —
[[2 rogue wave x
=
Results
Ly}
NAME PUBLISHER CATEGORY

Cent(Q5-based 7.4 Rogue Wave Software (formerly Ope... Recommended

CentOS-based 7.3 Rogue Wave Software (formerly Ope... Recommended

CentOS-based 6.9 Rogue Wave Software (formerly Ope... Recommended

CentQS-based 74 VM Rogue Wave Software (formerly Ope... Recommended

[
L
L]
=l

CentOS-based 6.8 HPC Rogue Wave Software (formerly Ope... Recommended

50

CentOS-based 7.3 HPC Rogue Wave Software (formerly Ope... Recommended

CentOS-based 7.1 HPC Rogue Wave Software (formerly Ope... Recommended

CentOS-based 6.5 HPC Rogue Wave Software (formerly Ope... Recommended

W T W W W

< & @

]

4. Confirm that Resource Manager is selected for Select a deployment model at the bottom of
the window, and click Create.

R

This distribution of Linux is based on CentQS version 6.9 and is provided by Rogue Wave Software
(formerly OpenLogic). it contains an installation of the Basic Server packages. (0108)

* x Legal Terms

= By clicking the Create button, | acknowledge that | am getting this software from Rogue Wave

ftware (formerly

PUBLISHER CATEGORY

Rogue Wave Software (formerly Ope... Recommended
PUBLISHER

Rogue Wave Software (formerly Ope... Recommended

Learn more

USEFUL LINKS

Rogue Wave Software (formerly Ope... Recommended Pricing details

Rogue Wave Software (formerly Ope... Recommended

Rogue Wave Software (formerly Ope... Recommended

H]

Rogue Wave Software (formerly Ope... Recommended

Rogue |

ve Software (formerly Ope... Recommended

< @& @

Rogue Wave Software (formerly Ope... Recommended

v
I

lect a dej ment model @

]

Rescurce Manager v
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5.

6.

The Basics blade is displayed. Specify Name, VM disk type, User name, Password,
Confirm password, Subscription, Resource group name, and Location, and click OK. For
Name, specify nodel for nodel and node2 for node2.

Create virtual machine

* Name

1 Facics > nodel v

Configure basic settings
VM disk typs @

HDD v
* User name

testlogin

3 * Authentication type
Configure optional features SsH public key e ]

~
w ‘é:' Use existing
TestGroup1 v
* Location
Japan East v

The Choose a size blade is displayed. Select the size appropriate for the usage purpose of
the virtual machines from the list and click Select. In this guide, A1 Standard is selected.

Create virtual machine

pported disk type Minimum vCPUs Minimum memory (GIiE)
Basic:
1 e v HDD v O 1| O 0

Done

% Recommended | View all

2 Size » D1_V2 Standard D1 Standard Al Standard

Choose virtual machine size

b '
1 wcPu 1 wcPu 11 woeu !

I 1

35 GB 35 GB 1175 6B 1

3 - = = i@ 2 i
Co & Data disks &= Data disks 1 < Data disks 1
24500 % 26500 i 24500 i

Max 10PS Max 10PS 1 Max 10PS 1

' 1

4 B Sk w 0% ! & Load balancing !
' '

¢ Load balancing ¢y Load balancing E E

' '

I 1

i |

I 1

I 1

I '

1 1

7,015.92 7,343.28 | 3,935.76 |

JBY/MONTH (ESTIMATED) JBY/MONTH (ESTIMATED) | 1

JBYMONTH (ESTIMATED)
a
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7. The Settings blade is displayed. Specify Availability set, Storage account, Public IP
address, Network security group, and Diagnostics storage account.

Done

3 Settings

Configure optional features

High availability

Availability zone (Preview) @

* Availability set @ 5
None
Storage
Use managed disks @
Yes
Network
* Virtual network @
>
Vnet1
""" >
Vnet1-1 (10.5.0.0/24)
* Public IP address @
) >
(new) nodel-ip
* Metwork security group (firewall) @
o >

(new) nodel-nsg

8. Select No for Use managed disks for Storage.
9. Return to the Settings blade and select Availability set. For nodel, the Change availability
set blade is displayed. Select Create new. Specify Name, Fault domains, and Update
domains, and click OK. For node2, the Change availability set blade is displayed. Select

5

W ® - ® §

AvailabilitySet1 created for nodel.

High availability

Availability zone (Preview) @

vices and docs
availability set
You can create a new availability set

or select an existing availability set
i in the same location and resource

group as the VM.

Create new

MNone

Storage
Use managed disks @
No Yes
* Storage account @
y >
devgroupdisks149
Network
* Virtual network @
>
Vnet1
* Subnet @
>
Vnet1-1 (10.5.0.0/24)
* Public IP address @
>

(new) nodel-ip

Create new

* Name

‘ AvailabilitySet1 v ‘

Fault domains ®

—) 2
Update domains @
mmn() 5
°
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10. Select Storage account. For nodel, the Create storage account blade is displayed. Specify
Name, Performance, and Replication, and click OK. For node2, the Choose storage
account blade is displayed. Select "clstorageaccl" created for nodel.

* Name

‘ clstorageaccl u‘
* o These are the storage accounts in the selected subscription and location Japan ——————
. :
= Performance ®
= Standard
S Create new Replication @
Lacally-redundant storage (LRS) ~

HH > -

Japan East, Stan...
. Japan East, Stan...

-

m Japan East, Stan...
" -

Japan East, Stan...
-
s
@ Japan East, Stan...

>
-

¢ Japan East, Stan...
t K -

Japan East, Stan...

>

® - -
= (o< |

11. Return to the Settings blade and select Public IP address.
12. The Choose public IP address blade is displayed. Select None. Ignore the Create public IP
address blade.
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13. Return to the Settings blade and select Network security group. For nodel, the Create
network security group blade is displayed. Specify Name, and click OK. For node2, the

Storage

Use managed disks @

(new) clstorageacc!

Network

* Virtual network @
Vnet1

* Subnet @
Vnet1-1 (10.5.0.0/24)

* Public IP address @
None
* Network security group (firewall) @

(new) nodel-nsg

Extensions

Extensions @

No extensions

Auto-shutdown

Choose network security grou

These are the network security

groups in
subscription and lacation ‘Japan

East’.

Create new
O None

& & & & &

Choose network security group blade is displayed. Select

the selected

tSecGroupl created for nodel.

* Mame
‘ NetSecGroupl u‘
Inbound rules ®
1000: default-allow-ssh
Any
SSH (TCP/22)
+ Add an inbound rule

Outbound rules @

No results

+ Add an outbound rule

14. Return to the Settings blade and select Diagnostics storage account. For nodel, the Create
storage account blade is displayed. Specify Name, Performance, and Replication, and click
OK. For node2, the Choose storage account blade is displayed. Select clstorageaccdiagl
created for nodel.

vices and docs

5

W ® - ® §

0 These are the storage accounts in the selected subscription and location Japan

East',

Create new
-

Japan East, Stan...

Japan East, Stan...

Japan East, Stan...

Japan East, Stan...

Japan East, Stan...

Japan East, Stan...

Japan East, Stan...

* Name
‘ dstorageaccdiagl ./‘
corewindows.net
Performance @
Standard
Replication @
Locally-redundant storage (LRS) v
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15. Return to the Settings blade, and click OK.

1 v (new) NetSecGroup1

Extensions

No extensions

3 Settings S Auto-shutdown

Configure optional features

Enable auto-shu

4 o B Monitoring

Boot d
o

Guest 05 d

Drab

j"E';

nostics storag

(new) clstorageaccdiagl

Backup
Backup @

[l Enabled

16. The Create blade is displayed. Check the contents displayed on the Create blade and click
Create if the contents are correct.

o Validation passed

v
Offer details
Standard A1
v by Microsoft

Terms of use | privacy policy

For pricing informaticn and to determine which offerings may be purchased using monetary
commitment funds or subscription credits, please contact your reseller.

3 Settings v

Done Summary

Basics
4 S > Subscription

CentOS-based 69 Resource group TestGroup!
Location Japan East
Settings
Computer name nodel
Disk type HDD
User name testlogin
Size Standard A1 -

Terms of use

By clicking “Create”, | (3) agree to the legal terms and privacy statement(s) a: ated with each
Marketplace offering above, and (b) agree that Microsoft may share tact information and
transaction details (including usage volume associated with the offering) with the seller(s) of the
Microsoft does not provide rights for third-party products

offering(s) for transactional purpos v

[ e [T ——
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4) Setting a private IP address

Log in to the Microsoft Azure portal (https://portal.azure.com/) and change the private IP address
setting following the steps below. Since an IP address is initially set to be assigned dynamically,
change the setting so that an IP address is assigned statically. Change the settings of nodel and

then node2.

1.

2.

Dashboard v + 7 & / & ®

+ Create a resource

All services
All resources
ALL SUBSCRIPTIONS

U Refresh
Dashboard Service Health
Resource groups - Personalized guidance and support when issues
= in Azure services affect you. Learn more &
£ All resources )
° Recent "
= [l 1 ]
. App Services nJ
m Virtual machines (class... Marketplace Help + support

B virtual machines

= s0L databases

Cloud services (classic)
Security Center
Subscriptions

DNS zones

i@ Availability sets

. Storage accounts

Resource groups
BEQF 1 L2RY

o= 2dd  EE Editcolumns ) Refresh # 2ssign Tags

Subscriptions:

\ All Iocations ~ | | Mo grouping v
17 items

NAME SUBSCRIPTION LOCATION

(Call South Central US
0 Gl . Japan West
Fy (W) i P East Asia

(&gl South Central US
L &%) South Central US
L &g Narth Europe
a (gl South Central US

(Call South Central US
L ]

Gl Japan East
L] (gl Japan East
? (Call Japan East
® Gl Japan East

Gl Japan East
i §
= (&gl = Japan East
= \‘:I TestGroupl Japan East

Select Resource groups or the resource group icon in the menu on the left side of the window.
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3.

4.

5.

The summary of TestGroupl is displayed. Select virtual machine nodel or node2 from the item
list.

Groupl
group

* @) Overview
E B Activity log
L s Access control (IAM)
& Tags
SETTINGS
Quickstart

+) Resource costs

ek Deployments

[
L
L]
=l

- Policies
L
i= Properties
ﬂ Locks
@
Automation script
MONITORING
@
fiil Metrics
Alert rules

* 0
Overview
L E Activity log
) sl Access control (JAM)
‘ Tags

¥ Diagnose and solve problems

. SETTINGS
E & Networking

2 Disks
L
- @ size
sl

7 Extensions
@

sbility set

a

& Configuration
t Properties
@ & Locks

Automation script

Select a network interface

automatically.

@ Delete resource group () Refresh = Move L

Subscription {change)

Deployments
3 Succeeded

Subscription ID

All types ~ | | Alllocations ~ || Ne
9 items

NAME TYPE LOCATION

AvailabilitySet] Availability set Japan East
B clstorageacel Storage account Japan East
E5 distorageacediagl Storage account Japan East
) MetsecGroup! Network sacurity group Japan East
i nodel Wirtual machine Japan East
B rodelass Network interface Japan East
Al node2 Virtual machine Japan East
B nodeaso Network interface Japan East
%D Vnetl Virtual network Japan East

e Attach network interface ¥k Detach network interface

I Network Interface: node1435 Effective security rules Topolegy @

Virtual network/subnet: Vnet1/Vnet1-1 Public IP: None Private IP: 10.5.0.4

INBOUND PORT RULES @

@ Network security group NetSecGroup1 (attached to network interface:
node1435)

Impacts 0 subnets, 2 network interfaces

Add inbound port

PRIORITY  NAME PORT PROTOCOL  SOURCE DESTINATL..  ACTION
1000 default-allow-ssh 22 Tcp Any Any 9 Allow e
65000 AllowVnetinBound Any Any VirtualNet... VirtualNet... @ Allow e
65001 AllowAzureloadBalan... Any Any Azureloa.. Any @ Allow .
65500 DenyAlllnBound Any Any Any Any @ Deny ...

OUTBOUND PORT RULES @

@ Network security group NetSecGroup1 (attached to network interface: Add outbound port

node1435)

Impacts 0 subnets, 2 network interfaces

PRIORITY NAME PORT PROTOCOL SOURCE DESTINATL..  ACTION
65000 AllowVnetOutBound Any Any VirtualNet... VirtualNet... & Allow ..
65001 AllowinternetOutBou... Any Any Any Internet @ Allow . -

displayed in the list. The network interface name is generated
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6. Select IP configurations.

IP forwarding settings

*
B Overview
1P forwarding Disabled m
= B Activity log
Virtual network Vnet1
(Y] i Access control (IAM)
= . IP configurations
2t # Ty
* Subnet Vnetl-1(10.5.0.0/24) h
e SETTINGS
. P
[] IP configurations
NAME IPVERSION  TYPE PRIVATE IP ADDRESS PUELIC IP ADDRESS
[ o] DNS servers
@ ipconfigl IPv4 Primary 10.5.0.4 (Dynamic)
Network security group
L -
- Properties
L
& Locks
@
i Automation script
@
? SUPPORT + TROUBLESHOOTING
L Effective security rules
(> Effactive routes
i
e New support request
=

7. Only ipconfigl is displayed in the list. Select it.

8. Select Static for Assignment under Private IP address settings. Enter the IP address to be
assigned statically in the IP address text box and click Save at the top of the window. The IP
address of nodel is 10.5.0.110. The IP address of node2 is 10.5.0.111.

H Save M Discard

The virtual machine associated with this network interface will be restarted to utilize the new
private IP address. The network interface will be reprovisioned and network configuration
settings, including secondary P addresses, subnet masks, and default gateway, will nesd to
be manually reconfigured within the virtual machine. Learn more

Public IP address settings

Public IP address

IS Enabled

Private IP address settings

Virtual network/subnet

Vnet1/Vnet1-1

[ 1050110 v

9. The virtual machines restart automatically so that new private IP addresses can be used.
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5) Adding Blob storage
Log in to the Microsoft Azure portal (https://portal.azure.com/) and add Blob storage to be used for
a mirror disk (cluster partition or data partition). Change the settings of nodel and then node2.

1. Select Resource groups or the resource group icon in the menu on the left side of the window.

Dashboard v + ¢ © v @ ®©

+ Create a resource

All services
All resources
ALL SUBSCRIPTIONS

T Refresh
®=| Dashboard Service Health
¥ Resource groups - Personalized guidance and support when issues
= in Azure services affect you. Learn more &
22 All resources .@
° Recent x
= (1 1 ']
. App Services nJ
B2 virtual machines (class... Marketplace Help + suppart
B virtual machines See more.

-
sa

SQL databases

Cloud services (classic)
Security Center
Subscriptions

DNS zones

@ Availability sets

. Storage accounts

2.

Select TestGroupl from the resource group list.

vices and docs

Resource groups
BEDF 1 L2 kY

@ hesign Tags

= Add S Editcolumns ) Refresh

Subscriptions:

‘ All locations v No grouping ~
17 items
NAME SUBSCRIPTION LOCATION
. -

(&gl South Central US
0 &%) = Japan Wast
Py (W) i P Eost Asia

(gl South Central US
= (Call South Central US
= &gl Narth Europe
= Gl South Central US

(&gl South Central US
L ] :

&%) Japan East
L Gl Japan East
f (&gl Japan East
® &%) Japan East

Gl Japan East
il .
= (gl L Japan East
| () TestGroup? Jspan East

42



Cluster Creation Procedure (for an HA Cluster Using Azure DNS)

3. The summary of TestGroupl is displayed. Select virtual machine nodel or node2 to which to
add Blob storage from the item list and select Disk.

Groupl
group

@ Delete resource group () Refresh = Move L

Subscription (changs) Deployments
* ) 3 Succeeded
@) Overview
Subscription ID
= B Activity log
LY ] s Access control (IAM)
Al types ~ | | Alllocations ~ | | Ne
& Tags
9items
e SETTINGS NAME TYPE LOCATION
[] Quickstart @i AvailabilitySet] Availability set Japan East
] D Resource costs ES dstorageaccl Storage account Japan East
— oy Deployments E5 distorageacediagl Storage account Japan East
- ) MetsecGroup! Network sacurity group Japan East
- Policies
= ol nodel Wirtual machine Japan East
i= Properties
@ B rodelass Network interface Japan East
ﬂ Locks -
e A node2 Virtual machine Japan East
Automation script n node2680 Network interface Japan East
? %D Vnetl Virtual network Japan East
MONITORING
L]
fiil Metrics
Alert rules

4. Select +Add data disk.

o & it

* . 0s disk
ey STORAGE ACCOUNT

- » NAME SIZE TYPE ENCRYPTION HOS

E Activity log

nadel 30 GiB Standard_LRS Not enabled Rea

Y] M Access control (IAM)

& T Data disks
° ¥ Diagnose and solve problems Mane

+ Add data disk

. SETTINGS
E A& Networking
— = Disks
- @ Sie
=

7 Extensions
L ]

ability set

&

& Configuration
t Properties
@ & Locks

Automation script
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5.

6.

The Attach unmanaged disk blade is displayed. Click Browse right to the Storage container
text box. For Name and Storage blob name, the automatically generated default values are
entered.

* Name

nodel-20180215-104728 v

~
~
1023
ESTIMATED PERFORMANCE &
IOPS limit 500
Throughput limit (MB/s) 60
* Storage container
\ B[ eows
* Storage blob name
node1-20180215-104728.vhd v

0 Refresh

+ Storage account

B
NAME TYPE RESOURCE GROUP
clstorageaccl Standard-LRS TestGroupl
clstorageacediagl Standard-LRS TestGroup!

u Standard-LRS
= = Standard-LRS
[ES == = ] Standard-LRS -
[ S Standard-LRS
[ 8 = Standard-LRS =

Standard-LRS

- Standard-LRS =
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7. Select vhds from the container list and click Select.

services and docs

Storage accounts Containers

cistorageacc]
o Storage account ) Refresh o Container Q) Refrach
* £ ‘/ﬁ
NAME NAME LAST MODIFIED FUBLIC ACCESS L. LEASE STATE
=
clstorageacc] vhds 2/15/2018, 10:32:57 AM Private Leased
L1}
clstorageaccdiagl
HH
s
=
L] H
L
- | =
& e —
>
@
i
=

8. The Attach unmanaged disk blade is displayed again. Specify Name, Source type, Account
type, Size, and Storage blob name, and click OK. For Name, specify NodelBlob for nodel
and Node2Blob for node2. For Storage blob name, specify NodelBlob.vhd for nodel and
Node2Blob.vhd for node2.

@J Attach unmanaged disk

* Name

NodelBlobl v
* So type

New (empty disk) v

* Account type @

Standard (HDD) ~
* Size (GiB) @
20 v

ESTIMATED PERFORMANCE @

ICPS limit 500
Throughput limit (MEB/s) 60
* Storage container

https://clstorageacc1.blob.corewindows.net/vhds v

* Storage blob name

Node1Blob1.vhd v
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9. Click Save.

=
sat

&» nodel - Disks
=

Virtual machine

Overview
B Activitylog
;.'. Access control (JAM)
& Tags

X Diagnose and solve problems

SETTINGS

Networking

7 Extensions
Availability set
& Configuration
Properties
8 Locks

Automation script

OPERATIONS

Hsave X Discard

0OS disk
STORAGE ACCOUNT
NAME SIZE TYPE ENCRYPTION HOS
nodel 30GiB Standard_LRS Not enabled Re
Data disks
STORAGE ACCOUNT
LUN NAME SIZE TYPE ENCRYPTION HOS
0 Mode1Blob1 v 20 GiB Standard_LRS Mot enabled N

+ Add data disk
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6) Creating a DNS zone

Log in to the Microsoft Azure portal (https://portal.azure.com/) and configure the DNS zone following

the steps below.

1.

2.

Select +Create a resource or the + icon in the menu on the left side of the window.

Create a resource

All services

B
Dashboard
Resource groups
All resources
Recent
App Services
Virtual machines (class...
Virtual machines

2 50l databases
Cloud services (classic)
Security Center
Subscriptions
DNS zones

i Availability sets

= Storage accounts

o

Azure Marketplace

Get started
Recently created
Compute
Networking
Storage

Web + Mobile
Containers
Databases

Data + Analytics

Internet of Things
Enterprise Integration
Security + Identity

Developer toals

Add-ons

Blockchain

Dashboard v + ¢ & v @

Select Networking and then DNS zone.

Al + Cognitive Services

Menitoring + Management

All resources
ALL SUBSCRIPTIONS

T Refresh
Service Health
- Personalized guidance and support when issues
= in Azure services affect you. Learn more &3
=
@
n ﬁj
Marketplace Help + suppart
See more.

Seeall  Featured See

Virtual network

Learn more

Load Balancer

Learn more

Application Gateway

Learn more

Virtual network gateway
<'"> Learn maore
Local network gateway
&>
|

Learn more

Traffic Manager profile

Learn more

DNS zone

Learn more

Route table

Learn more

ExpressRoute -
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3.

The Create DNS zone blade is displayed. Specify Name, Subscription, and Resource group,
and click Create.

earch resources, services and docs

Home > New > Create DNS zone

Create DNS zone A x

cluster!.zone

* Subscription

~
_J) Create ny
TestGroup1 v
* Resource group location @
v

Pin to dashboard

m Automation options
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7) Configuring virtual machines
Log in to the created nodel and node2 and specify the settings following the procedure below.
Set a partition for the mirror disk resource. Create a file system in the added Blob storage.
Secure an area in the added disk by using the fdisk command and then create a file system.
For details about the partition for the mirror disk resource, see “Partition settings for mirror disk
resource (when using Replicator)" in “Settings after configuring hardware” in Chapter 1,
“Determining a system configuration” in the Installation and Configuration Guide.
If the device name will be changed by restarting the OS, use the by-id name.

1.

Check the partition list. In the following example, the last line shows the added disk.
$ cat /proc/partitions
major minor #blocks name

8 16 73400320 sdb
8 17 73398272 sdbl
8 0 31459328 sda
8 1 31456256 sdal
8 32 20971520 sdc

Create a cluster partition and data partition in the added disk by using the fdisk command.
Allocate 1 GB (1*1024*1024*1024 bytes) or more to a cluster partition. (If the size is specified
asjust 1 GB, the actual size will be larger than 1 GB depending on the disk geometry difference.
This is not a problem.) Also, do not create a file system in a cluster partition. The following is
an example of creating one partition including all areas of /dev/sdc.

$ sudo fdisk /dev/sdc

Device contains neither a valid DOS patrtition table, nor Sun, SGI or OSF disklabel

Building a new DOS disklabel with disk identifier 0xe3c83b13.

Changes will remain in memory only, until you decide to write them.

After that, of course, the previous content won't be recoverable.

Warning: invalid flag 0x0000 of partition table 4 will be corrected by w(rite)

The device presents a logical sector size that is smaller than the physical sector size. Aligning
to a physical sector (or optimal 1/0) size boundary is recommended, or performance may be
impacted.

WARNING: DOS-compatible mode is deprecated. It's strongly recommended to switch off the
mode (command 'c) and change display units to sectors (command 'u’).

Command (m for help): n
Command action

e extended

p primary partition (1-4)
p
Partition number (1-4): 1
First cylinder (1-2610, default 1):
Using default value 1

Last cylinder, +cylinders or +size{K,M,G} (1-2610, default 2610): +1G
Command (m for help): p
Disk /dev/sdc: 21.5 GB, 21474836480 bytes
255 heads, 63 sectors/track, 2610 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes
Sector size (logical/physical): 512 bytes / 4096 bytes
I/O size (minimum/optimal): 4096 bytes / 4096 bytes
Disk identifier: 0xe29ed566
Device Boot  Start End Blocks Id System
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/dev/sdcl 1 132 1060256+ 83 Linux
Partition 1 does not end on cylinder boundary.
Partition 1 does not start on physical sector boundary.

Command (m for help): n
Command action
e extended
p primary partition (1-4)
p
Partition number (1-4): 2
First cylinder (132-2610, default 132):
Using default value 132
Last cylinder, +cylinders or +size{K,M,G} (132-2610, default 2610):
Using default value 2610
Command (m for help): p

Disk /dev/sdc: 21.5 GB, 21474836480 bytes

255 heads, 63 sectors/track, 2610 cylinders

Units = cylinders of 16065 * 512 = 8225280 bytes
Sector size (logical/physical): 512 bytes / 4096 bytes
I/O size (minimum/optimal): 4096 bytes / 4096 bytes
Disk identifier: Oxe29ed566

Device Boot  Start End Blocks Id System
/dev/sdcl 1 132 1060256+ 83 Linux
Partition 1 does not end on cylinder boundary.
Partition 1 does not start on physical sector boundary.
/dev/sdc2 132 2610 19904537 83 Linux

Command (m for help): w
The partition table has been altered!

Calling ioctl() to re-read partition table.

Syncing disks.

If you select Execute initial mkfs when creating the cluster configuration data by using Builder,
EXPRESSCLUSTER creates a file system automatically. Note that existing data in the partition
will be lost.
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8)

9)

Adjusting the OS startup time, checking the network setting, checking the root file system,
checking the firewall setting, synchronizing the server time, and checking the SELinux
setting.

For each procedure, see “Settings after configuring hardware." in Chapter 1, “Determining a system
configuration” in the Installation and Configuration Guide.

Installing the Azure CLI

Install the Azure CLI.

The procedure to install the Azure CLI from an npm package is described.

For details about this procedure and other procedures, see the following websites:
Install the Azure CLI 1.0: https://docs.microsoft.com/en-us/azure/cli-install-nodejs
Install Azure CLI 2.0:
https://docs.microsoft.com/en-us/cli/azure/install-azure-cli?view=azure-cli-latest

Log in to the created nodel and node2 and install the Azure CLI following the procedure below.
Be sure to use the following installation procedure. If the Azure CLI is installed in other ways, Azure
DNS resource will not work properly.

For the Azure CLI 1.0

$ sudo sh

# curl --silent --location https://rpm.nodesource.com/setup_4.x | bash -

# yum install -y nodejs

# npm install azure-cli -g

# exit

For the Azure CLI 2.0

$ sudo yum check-update; sudo yum install -y gcc libffi-devel python-devel openssl|-devel
$ curl -L https://aka.ms/InstallAzireCli | bash -

$ exec -| $SHELL
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10)

Creating a service principal

Create a service principal using the Azure CLI.

Azure DNS resource performs login to Microsoft Azure and DNS zone registration and monitoring.
When logging in to Microsoft Azure, Azure login with a service principal is used.

For details about a service principal and procedure, see the following websites:

Log in with Azure CLI 2.0: https://docs.microsoft.com/en-us/azure/xplat-cli-connect

Create an Azure service principal with Azure CLI 2.0:
https://docs.microsoft.com/en-us/cli/azure/create-an-azure-service-principal-azure-
cli?view=azure-cli-latest

For the Azure CLI 1.0 (Note that Open SSL must be installed.)

1.

Create a certificate.

$ openssl req -x509 -days 3650 -newkey rsa:2048 -out cert.pem -nodes
-subj '/CN=exampleapp'

$ cat privkey.pem cert.pem > /root/examplecert.pem

Acquire a thumbprint. Write down the displayed thumbprint because it is necessary to set it in
the Azure environment configuration file.

$ openssl x509 -in /root/examplecert.pem -fingerprint -noout | sed
's/SHA1 Fingerprint=//g' | sed 's/://g'
98520C685COBEF50486A3ED78EBDS539XXXXXXXXKXXK

Log in with an organizational account.

$ azure login -u <account name> -p <password>

Create and register a service principal. Write down the displayed UUID (1st line under
Service Principal Names) because it is necessary to set it in the Azure environment
configuration file.

$ azure ad sp create -n exampleapp --cert-value "$(tail -n+2 cert.pem
| head -n-1 | tr -d '\n")"

info: Executing command ad sp create

+ Creating application exampleapp

+ Creating service principal for application XXXXXXXX-XXXX—XXXX—XXXX—
XXX XXXKXKXXXXX

data: Object Id: KXKXRKXXKX-RKXXKX-KXRXX~KKXK - XXXXXXXXKXKXKK
data: Display Name: exampleapp

data: Service Principal Names:

data: XX XXX KXKXKX XXX X XXX XXX X XXX XXXXXXXXX
data: http://exampleapp

info: ad sp create command OK

Check the tenant. Write down the displayed Tenant ID because it is necessary to set it in the
Azure environment configuration file.
$ azure account show

info: Executing command account show

data: Name : Visual Studio Professional
data: ID I XXXXXXXX—XXXKX—XXXX—XXXX—
XXKXXXKXXXKXXXX

data: State : Enabled

data: Tenant ID KXXXXXXK ~XXXK—XKXKXX—XXKXX~
XXXKXXXKXXKKKX

data: Is Default : true

data: Environment : AzureCloud

data: Has Certificate : No

data: Has Access Token : Yes

data: User name I XXXXXXAXXXXXXKXXX . XXXXX . Com
data:

Grant the service principal access permissions to the subscription.

$ azure role assignment create --objectId {Object Id in step 4} -o
Contributor -c /subscriptions/{subscription Id}

Log out.

$ azure logout -u <account-name>
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8. Check whether login to Microsoft Azure using the created service principal is possible.

$ azure login --service-principal --tenant {Tenant ID} -u {UUID} --
certificate-file /root/examplecert.pem —--thumbprint {thumbprint}
info: Executing command login
|info: Added subscription Visual Studio Professional
info: Setting subscription "Visual Studio Professional" as default
+
info: login command OK

9. Log out.

$ azure logout -u <UUID>

For the Azure CLI 2.0

1. Log in with an organizational account.
$ az login -u <account name> -p <password>

2. Create and register a service principal. Write down the displayed name and tenant because it
is necessary to set them in the Azure environment configuration file. In the following example,
a service principal is created in /root/examplecert.pem.

$ az ad sp create-for-rbac --create-cert
{
"appId": "XXXXXXXX-XXXX-XKXXX-XXXX-XXXXXXXXXXXX",
"displayName": "azure-test",
"fileWithCertAndPrivateKey": " /root/examplecert.pem",
"name": "http://azure-test",
"password": null,
"tenant": "XXXXXXKK-KXXX-XXXX-XXXX-XXXXXXXXKXKXK"
}
3. Log out.
$ az logout --u <account name>
4. Check whether login to Microsoft Azure using the created service principal is possible.
$ az login --service-principal -u <name value in step 2> --tenant
<tenant value in step 2> -p

<fileWiEhCertAndPrivateKey_value_in_step_2>
The following is displayed upon successful sign-in.
[

{

"cloudName": "AzureCloud",
Tid": "XXXXXXXX-XXXX-XXXX-XXXX-XXXXXXXXXKXXXX",
"isDefault": true,
"state": "Enabled",
"tenantId": "XXXXXXXX-XXXX-XXXX-XXXX-XXXXXXXXXXXX",
"user": {
"name": "http://azure-test",
"type": "servicePrincipal"
}
}
]
5. Log out.
$ az logout --username <name value in step 4>

When changing the role of the created service principal from the default "Contributor" to another
role, select a role that has access permissions to all of the following operations as the Actions
properties. If the role is changed to a role that does not satisfy this condition, monitoring by the
Azure DNS monitor resource, which are set up later, will fail due to an error.

For the Azure CLI 1.0
Microsoft.Network/dnsZones/read
Microsoft.Network/dnsZones/A/write
Microsoft.Network/dnsZones/Al/read
Microsoft.Network/dnsZones/A/delete
Microsoft.Network/dnsZones/NS/read
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For the Azure CLI 2.0
Microsoft.Network/dnsZones/A/write
Microsoft.Network/dnsZones/A/delete
Microsoft.Network/dnsZones/NS/read

11) Installing EXPRESSCLUSTER
For the installation procedure, see the Installation and Configuration Guide.
After installation is complete, restart the OS.

12) Registering the EXPRESSCLUSER license
For the license registration procedure, see the Installation and Configuration Guide.
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3.3 Configuring the EXPRESSCLUSTER
settings

Configure the following on the WebManager cluster generation wizard.
For the WebManager setup and connection procedures, see Chapter 5, “Creating the cluster
configuration data" in the Installation and Configuration Guide.

This section describes the procedure to add the following resources and monitor resources:

« Mirror disk resource

« Azure DNS resource

« Azure DNS monitor resource

«  Custom monitor resource (for NP resolution)

« Multi target monitor resource (for NP resolution)

« Multi target monitor resource (for NP resolution)
For the settings of other resources and monitor resources, see the Installation and Configuration Guide
and the Reference Guide.

1) Creating a cluster
Start the cluster generation wizard to create a cluster.

€ Creating a cluster
1. Access WebManager. Then, the following dialog box is displayed.

Click Start cluster generation wizard.

E Confirm

The cluster is not constructed

‘ Start cluster generation wizard ‘

| Import cluster configration file ‘

Close

2. The following dialog box is displayed.
Click Start Cluster Generation Wizard for standard edition.
| &) Confirm -

Start Cluster Generation Wizard

| Start Cluster Generation Wizard for standard edition ‘

| Start Cluster Generation Wizard for simple edition ‘

Close
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3. The Cluster Definition page is displayed.

Enter a desired name in Cluster Name.

Select an appropriate language in Language. After the setting is applied, the display
language of WebManager is changed to the selected language.

Cluster Definition

Cluster Mame |C\uster1 ‘
Cluster

Comment | ‘

Language |Eng\ish "|

Management |P Address | ‘

Description

Start generating the cluster.

Enter the cluster name, and then select the language (locale) of the environment that runs WebManager.

Ifusing the integrated WebManager to manage multiple clusters, specify a unique cluster name to identify the cluster.
The management IP address is a floating IP address used for 3 WebManager connection. If establishing connections by
specifying each server IP address, the management IP address can be omitted.

To continue, click [Nexi]

<gack |[ wen> ][ cancar |

4. The Server Definition page is displayed.
The instance connected to WebManager is displayed as a registered master server.
Click Add to add the remaining instances (by specifying the private IP address of each
instance).

Server Definition
‘Server Definition List

Order Name
(Master Server  |node1

" Basic Settings

Down

Server Group

‘Server Group Definition ‘
Description
Click "Add" to add servers constructing the cluster.
Click"Up~ or "Down" to change the server priority.
Click "Seftings™ to configure the server group when using the server group.

| < Back || Next = | ‘ Cancel ‘

5. Click Next.
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6. The Interconnect page is displayed.
Specify the IP addresses (IP address of each instance) to be used for interconnect. In
addition, select mdc1 for MDC as a communication path of a mirror disk resource to be
created later.

Interconnect

Interconnect List
Pnon‘tyl Type ‘ MDC | node1 | node2 Add
i |Kemnel Mode | [mdc1 |+ [105.0.110 [+ 1050111 |+

Interconnect

[ 1 1D Down

Description

Configure the interconnect among the servers constructing the cluster.Click "Add" to add interconnect and select the type.
For "Kernel mode”, "User mode”, "BMC™, "DISK™ and "COM" settings, configure the route which is used for heartbeat. For
“Mirror Communication Only” setting, configure the route which is used only for data mirroring communication.
Configuring more than one routes is recommended.

Click "Up” or "Down"” to configure the priority.

For "Mirror Communication Only” settings, click each server column cell to configure IP addresses.

For the communication route which is used for data mirroring communication, select the mirror disk connect name to be
allocated to the communication route in MDC column,

| < Back || MNext = H Cancel ‘

7. Click Next.

8. The NP Resolution page is displayed.
Note that NP resolution is not configured on this page. The equivalent feature is
achieved by adding the IP monitor resource, custom monitor resource, and multi-target
monitor resource. Configure NP resolution in "3) Adding a monitor resource."
Click Next.

NP Resolution
MNP Resolution List

Type Ping Target node1 node2
Rem
" NP Resolution
Description

Configure network partition (NP) resolution function.

In case Ping method NP resolution, click "Add” to add Ping NP resolution resource and click Ping target column cell to
configure IP address of Ping destination.

Click each server column cell to configure "Use” or "Do not use”.

The detailed settings can be verified and changed by clicking "Properties”

Click "Tuning” to configure the actions at NP occurrence.

| < Back || Next = H Cancel ‘
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2) Adding a group resource

€ Defining a group
Create a failover group.

1. The Group List window s displayed.
Click Add.

Group
Group List

MName Type

%

Description

Configure failover group to be 3 unit of fail over.

Click "Add" to add a group.

Click "Properties” to configure the properties of the selected group.
Click"Group Resource” to add resource to the selected group.

| <Back || Mext> H Cancel ‘
2. The Group Definition window is displayed.
Specify a failover group name (failoverl) for Name.
Type |faihwer ‘V|

[] Use Server Group Settings

MName |fa\|ovsr1 ‘

Basic Settings Comment [ |

Description

Select group type.

If using virtual machine resources to cluster virtual machines, select "Virtual machine” as the type In other cases, select
“Failover”.

If using server group, check the "Use Server Group™

<gack | [ nee> ][ cancar |

3. Click Next.
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4. The Servers that can run the Group page is displayed.
Click Next without specifying anything.

Servers that can run the Group

Failover is possible on all servers|

Servers that can run the Group

Ayailable Servers
Seners Servers
- nodel
o node2
<Add
* Startup Servers
4] i D

Description

Select the server which can run the group and configure the priority of the servers.

In case that all the servers which are registered to the cluster can start the group, check "Failover is possible at all servers”
on. The priority order is the order which was set when the server was registered to the cluster.

In case setting individually the server which can start the group, check “Failover is possible at all servers” off. Select the server
which can start the group from the "Available Servers” list on the right side, and click "Add™ to add the server to "Servers that
can run the Group” list. Click "Up” or "Down” to change the priority order.

[ <Back |[ mea= || cancel |

5. The Group Attribute Settings page is displayed.
Click Next without specifying anything.

Group Attribute Settings
Startup Aftribute
@) Auto Startup ) Manual Startup
Failover Attribute
(@) Auto Failover
@ Use the startup senver settings
(2 Failover dynamically
[ Perform a Forced Failover
[ Prioritize failover policy in the senver group
Group Attributes [ Perform a Smart Failover
(3 Prioritize failover policy in the server group
[[] Enable only manual failover among the server groups
) Manual Failover
Failback Attribute

) Auto Failback ® Manual Failback

Description

Configure starting failover group or actions of fail over.

In case not automatically starting the group at cluster startup, set "Startup Attribute™ to "Manual Startup™

In case selecting the fail over destination considering the status of the monitor resource of each server at failure occurrence,
select "Failover dynamically” in “Auto failover™. In case failover using the server group settings and prioritizing the server inside
the same server group, select "Prioritize the failover policy inside the server group™.

| -E:m: || hext = H Cancel ‘
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6. The Group Resource page is displayed.
On this page, add a group resource following the procedure below.

Group Resource
Group Resource List

;

Name Type

Group Resources

Description

Click"Add" to add resources.
Click "Properties” to configure the properties ofthe selected resource.

[ <gack |[ Fmsn || cancel |

Mirror disk resource
Create a mirror disk resource.
For details, see “Understanding mirror disk resources" in Chapter 4, “Group resource details”

in the Reference Guide.

1. Click Add on the Group Resource List page.

2. The Resource Definition of Group window is displayed.
Select the group resource type (mirror disk resource) from the Type box and enter the
group name (md) in the Name box.

Group Resource Definitions
Lee - |
MName ‘md |
Comment ‘ |
Get Licence Info
Description
Select the type of group resource and enter its name.
< Back || Next = | ‘ Cancel ‘

3. Click Next.
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4. The Dependent Resources page is displayed.
Click Next without specifying anything.

Follow the default dependen

Dependent Resources Ayailable Resources

Name Resource fype < Add Name

AWV Elastic|
|AWS virtual ip ...
\Azure probe p...
floating ip res...
virtual ip reso...

" Dependency

[ <gack |[ mea- || cancel |

5. The Recovery Operation at Activation Failure Detection and Recovery Operation
at Deactivation Failure Detection page is displayed.
Click Next.

Execute Script before or after Activation or Deactivation

rRecovery Operation at Activation Failure Detection

Retry Count 0f time
Failover Threshold 1) time
Final Action No operation (not activate next resource) |v|

[[] Execute Script before Final Action

~Recovery Operation at Deactivation Failure Detection
Retry Count at Deactivation Failure 0] time

Final Actign Stop the cluster service and shutdown 0S8 |v|

Recovery Operation [] Execute Script befare Final Action

[ <gack |[ mea- || cancel |
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6. The Details Settings page is displayed.
Enter the device name of the partition created in "7) Configuring virtual machines" in
Data Partition Device Name and Cluster Partition Device Name. Specify Mount
Point and File System. Click Finish to finish setting.

Common r &3 node r &3 node2 |

Mirror Partition Device Name |fde'w'NMP1 | - ‘
Mount Point [roevima |
Data Partition Device Name |fdevisdc2 | - ‘
Cluster Partiion Device Name |fdevisdm | - ‘
File System |ex14 |v‘
Wirror Disk Connect

" Details
| < Back || Finish | ‘ Cancel ‘
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Azure DNS resource
Provides a mechanism to register or unregister a record to or from Azure DNS.

For details about the Azure DNS resource, see “Understanding Azure DNS resources” in
Chapter 4, “Group resource details” in the Reference Guide.

1. Click Add on the Group Resource List page.

2. The Resource Definition of Group window is displayed. Select the group resource

type Azure DNS resource) from the Type box and enter the group hame (azurednsl) in
the Name box.

Group Resource Definitions
Type ‘Azure DNE resource | - ‘
MName ‘azurednm |
Comment ‘ |
Get Licence Info
Description
Selectthe type of group resource and enter its name.
< Back Cancel

3. Click Next.
4. The Dependent Resources page is displayed. Click Next without specifying anything.

Follow the default dependen
Dependent Resources Ayailable Resources
Name Resource type < Add Name
Dependency
| = Back || Next = | ‘ Cancel ‘
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5. The Recovery Operation at Activation Failure Detection and Recovery Operation
at Deactivation Failure Detection page is displayed. Click Next.

Execute Script before or after Activation or Deactivation

rRecovery Operation at Activation Failure Detection

Retry Count 1| time
Failover Threshold 1) time
Final Action No operation (not activate next resource) |v|

[[] Execute Script before Final Action

~Recovery Operation at Deactivation Failure Detection
Retry Count at Deactivation Failure 0] time

Final Actign Stop the cluster service and shutdown 0S8 |v|

" Recovery Operation [] Execute Script befare Final Action

| < Back || Next = H Cancel ‘

6. Enter the values for each of the following: Record Set Name, Zone Name, IP Address,
Resource Group Name, User URI, Tenant ID, File Path of Service Principal,
Thumbprint of Service Principal , Azure CLI File Path. When using the IP address of
each server, enter the IP address in the tab for each server. When setting up the servers
separately, enter any IP address of the servers in the Common tab and then make
settings for other servers. Only when using Azure CLI 1.0, please input Thumbprint of
Service Principal.

Common r &3 node r &3 node2 ‘

Record SetName |test—re cord1 ‘
Zone Name |cluster1 zone ‘
1P Address [1050.110 |
I [2600 |sec
Resource Group Name |TestGrnup1 ‘
Account
UserURrI |http:ﬁamre—test ‘
TenantID l ‘
" Details
File Path of Service Principal |fromiexam plecertpem ‘
Thumbprint of Service Principal ! ‘

Azure CLI File Path |fusn‘binfaz

Delete arecord set at deactivation

| = Back || Finish || Cancel |

7. Click Finish.
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3) Adding a monitor resource

€ Azure DNS monitor resource

The mechanism to check the record sets registered to the Azure DNS and whether the name
resolution is available is provided.

For details about Azure DNS monitor resources, see "Reference Guide" > "Chapter 5, Monitor
resource details" > "Understanding Azure DNS monitor resources."

Adding one Azure DNS resource creates one Azure DNS monitor resource automatically.
Custom monitor resource
Sets a script to monitor whether communication with the Microsoft Azure Service Management

API is possible, and also to monitor health of communication with an external network.

For details about the custom monitor resource, see “Understanding custom monitor resources."
in Chapter 5, “Monitor resource details” in the Reference Guide.

1. Click Add on the Monitor Resource List page.
2. Select the monitor resource type (custom monitor) from the Type box and enter the
monitor resource hame (genw1) in the Name box.

Monitor Resource Definition

Type ‘custum maonitor |v‘

Name ‘genwﬂ |

Comment ‘ |

Get Licence Info

Description

Select the type of monitor resource and enter its name.

| = Back || Next = H Cancel ‘

3. Click Next.
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4. The Monitor (common) page is displayed.

Confirm that Monitor Timing is Always and click Next.

Interval
Timeout

[[] Do Not Retry at Timeout Occurrence

[] Do Mot Execute Recovery Action at Timeout Occurrence
Retry Count

Wait Time to Start Monitoring

" Monitor(common)

Monitor Timing
® Aways
2 Active

Target Resource

’E sec
@ sec

'E time
’j sec

Browse

Mice Value

Choose servers that execute monitoring

B

Server

[ <gack |[ mea- || cancel |

. The Monitor (special) page is displayed.

Select Script created with this product.

The following shows the sample of a script to be created.

#! /bin/sh
<EXPRESSCLUSTER-installation-pat>/bin/clpazure_port_checker —h
management.core.windows.net -p 443

exit $?

Select Synchronous for Monitor Type.

(2 User Application
(® Script created with this product

Eile genw.sh

wew || Em

| | Replace

Monitor Type

@) Synchronous ) Asynchronous

Log Output Path

" Monitor(special)
[] Rotate Log

Rotation Size

byte

Mormal Return Value 0

Viewer/Editor tool can be changed

| < Back || Mext = H Cancel ‘

6. Click Next.
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*

7. The Recovery Action page is displayed.
Select Execute only the final action for Recovery Action, LocalServer for Recovery
Target, and No operation for Final Action.

Recovery Action ‘Execule only the final action ‘v|
Recovery Target LocalServer

Recovery Script Execution Count time

q

[] Execute Script before Reactivation

Maximum Reactivation Count time

q

[] Execute Script before Failover
Recovery Action [] Execute migration before Failover

Maximum Failover Count time

[] Execute Script before Final Action

Final Action Mo operation ‘vl

Script Settings

| < Back || Finish H Cancel ‘

8. Click Finish to finish setting.

IP monitor resource

Creates an IP monitor resource to monitor communication between clusters that are configured
with virtual machines, and also to monitor whether communication with an internal network is
health.

For details about the IP monitor resource, see “Understanding IP monitor resources” in Chapter
5, “Monitor resource details” in the Reference Guide.

1. Click Add on the Monitor Resource List page.
2. Select the monitor resource type (ip monitor) from the Type box and enter the monitor
resource name (ipwl) in the Name box.

Monitor Resource Definition
Type ‘\p monitor | - ‘
MName ‘ipw1 |
Comment ‘ |
Get Licence Info
Description
Select the type of monitor resource and enter its name.
< Back | | MNext = | ‘ Cancel ‘
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3. Click Next.

4. The Monitor (common) page is displayed.
Confirm that Monitor Timing is Always.

" Monitor(common)

Interval
Timeout
[[] Collect the dump file of the monitor process attimeout occurrence.
[[] Do Not Retry at Timeout Occurrence
[] Do Mot Execute Recovery Action at Timeout Occurrence
Retry Count
Wait Time to Start Monitoring
Monitor Timing
® Aways
) Active

Target Resource

,E sec
,E sec

'E time
’j sec

Browse

Mice Value

Choose servers that execute monitoring

I T I
1T

Server

(o] L] e ]

Select one available server for Choose servers that execute monitoring.

) All Servers
® Select

Servers that can run the Group

Ayailable Servers

MName

node1

Name
node2

[ [omcn ][ oo |

Click Next.
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5. The Monitor (special) page is displayed.

‘Common r & node r &5 node2 |

|P Addresses

IP Address Indd

Monitor(special)

[ <gack |[ mea- || cancel ]

On the Common tab, select Add of IP Address and set an IP address of a server other
than the server selected in step 4.

e |

IP Address 10.5.0.111
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6. Click Next.

‘Common r & node r &5 node2 |
|P Addresses
IP Address ‘ Add
10.5.0.111 |
Remove
Monitor(special)
[ ] o Lo |

7. The Recovery Action page is displayed.

Select Execute only the final action for Recovery Action, LocalServer for Recovery

Target, and No operation for Final Action.

Recovery Action ‘Execute only the final action ‘v|
Recovery Target LocalServer
Recovery Script Execution Count time ‘
[] Execute Script before Reactivation
Maximum Reaclivation Count time
[ Execute Script before Failover
Recovery Action [] Execute migration before Failover
Maximum Failover Count time
[ ] Execute Script before Final Action
Final Action Mo operation ‘ '|
Script Settings
[ <gack |[ Fmsn || cancel |

8. Click Finish to finish setting.

9. Then, create a monitor resource on the other server
Resource List page.

. Click Add on the Monitor



Cluster Creation Procedure (for an HA Cluster Using Azure DNS)

10.Select the monitor resource type (ip monitor) from the Type box and enter the monitor
resource name (ipw2) in the Name box.

Monitor Resource Definition
Type ‘\p monitor | - ‘
MName ‘ipr |
Comment |
Get Licence Info
Description
Select the type of monitor resource and enter its name.
< Back || Next = | ‘ Cancel ‘

11.Click Next.
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12.The Monitor (common) page is displayed.
Confirm that Monitor Timing is Always.

" Monitor(common)

Interval
Timeout
[[] Collect the dump file of the monitor process attimeout occurrence
[[] Do Not Retry at Timeout Occurrence
[] Do Mot Execute Recovery Action at Timeout Occurrence
Retry Count
Wait Time to Start Monitoring
Monitor Timing
® Aways
£ Active

Target Resource

’E sec
’E sec

'E time
’j sec

Browse

Mice Value

Choose servers that execute monitoring

Server

B

[ ] L] e ]

Select one available server for Choose servers that execute monitoring.

) All Servers
® Select

Servers that can run the Group

Ayailable Servers

MName

node2

Name

node1

o] [omee ][ 1 ]

Click Next.
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13.The Monitor (special) page is displayed.

‘Common r & node r &5 node2 |

|P Addresses

IP Address Indd

Monitor(special)

[ <gack |[ mea- || cancel ]

On the Common tab, select Add of IP Address and set an IP address of a server other
than the server selected in step 12.

Interface
IP Address 10.5.0.110
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14.Click Next.

‘Common r & node r &5 node2 |

|P Addresses

IP Address | Indd
10.5.0.110 |

Monitor(special)

[ ) L] e |

15.The Recovery Action page is displayed.

Select Execute only the final action for Recovery Action, LocalServer for Recovery
Target, and No operation for Final Action.

Recovery Action ‘Execute only the final action ‘ v|

Recovery Target LocalServer

Recovery Script Execution Count

4

[] Execute Script before Reactivation

Maximum Reaclivation Count time

q

[ Execute Script before Failover

Recovery Action [] Execute migration before Failover

Maximum Failover Count time

[ ] Execute Script before Final Action

Final Action Mo operation

Script Settings

[ <gack |[ Fmsn || cancel |

16.Click Finish to finish setting.
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Multi-target monitor resource

Creates a multi-target monitor resource to check the statuses of both the custom monitor
resource monitoring communication to Microsoft Azure Service Management API and the IP
monitor resource between clusters that are configured with virtual machines. If the statuses of
both monitor resources are abnormal, execute the script in which the processing for NP
resolution is described.

For details about the multi-target monitor resource, see “Understanding multi-target monitor
resources" in Chapter 5, “Monitor resource details” in the Reference Guide.

1. Click Add on the Monitor Resource List page.
2. Select the monitor resource type (multi-target monitor) from the Type box and enter the
monitor resource hame (mtw1) in the Name box.

Monitor Resource Definition

Type ‘mum-larget maonitor | - ‘

MName ‘mrm |

Comment ‘ |

Get Licence Info

Description

Select the type of monitor resource and enter its name.

< Back || Next = H Cancel ‘
3. Click Next.
4. The Monitor (common) page is displayed.
Confirm that Monitor Timing is Always and click Next.
Interval W sec
Timeout 30| sec
[[] Collect the dump file of the monitor process attimeout occurrence
[] Do Mot Retry at Timeout Occurrence
[] Do Mot Execute Recovery Action at Timeout Occurrence
Reiry Count [ o] time
Wait Time to Start Monitoring 0| sec
" Monitor(common) TR T
® Aways
£ Active
Target Resource
Mice Value Ny U
Choose servers that execute monitoring
| < Back || Next = H Cancel ‘
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5. The Monitor (special) page is displayed.
From Available Monitor Resources, select the custom monitor resource (genwl) for
checking communication with Service Management APl and two IP monitor resources

(ipwl and ipw2) that are set to both servers. Then, click Add to add them to Monitor
Resource List.

Monitor Resources Ayailable Monitor Resources
Monitor Resource | Type Monitor Resource | Type
genw1 genw
ipw2 Jipw
Monitor(special)
| <gack |[ men= || cancel |

6. Click Next.
The Recovery Action page is displayed.

Specify Execute only the final action for Recovery Action, LocalServer for
Recovery Target, and Stop the cluster service and shutdown OS for Final Action.

Recovery Action ‘Execule only the final action ‘v|
Recovery Target LocalServer Browse
Recovery Script Execution Count time ‘
[ Execute Script before Reactivation
Maximum Reactivation Count time
[ Execute Script befare Failover
Recovery Action [] Execute migration before Failover
Maximum Failover Count time
[[] Execute Script before Final Action
I
Script Settings
| < Back | | Finish | ‘ Cancel ‘

7. Click Finish.
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8. Click Finish to finish setting.

Monitor

Monitor Resource
Monitor Resource List

MName Type
azurednswi Azure DNS monitor
genw custom monitor
ipw1 ip monitor
ipw2 ip monitor
mdnw 1 mirror disk connect monitor

mirror disk monitor

multi-target monitor

mdw1
mitw1
usenw

user mode monitor

Description

Click "Add" to add monitor resource.
Click "Property™ to configure the properties of the selected monitor resource.
Click "Finish™ to complete creating a cluster.

[

|[ Fmsn || cancel ]
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4) Setting the cluster properties

For details about the cluster properties, see “Cluster properties" in Chapter 2, “Functions of the
Builder” in the Reference Guide.

€ Cluster properties

Configure the settings in Cluster Properties to link Microsoft Azure and

EXPERSSCLUSTER.

1. Enter Config Mode from WebManager, right-click a cluster name, and select
Properties.
& [ Cluster1] Cluster Properties -

Alert Senvice rWEbMaﬂager rAlerILug rDeIayWammg rlvlirmrl\gem rMirmrDriver rExtensicm |
' Interconnect rNF’ Resolution rT\meout rF’onNa rF'ortNo.[Mirror) rPonNo.(Log) rMonitor rRecovew ‘

Cluster Name Cluster

Comment ‘

|V‘

Language ‘Engl\sn
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2. Select the Timeout tab. For Timeout of Heartbeat, specify a value calculated by
"A+B+30 ("Time that it took for the multi-target monitor resource to detect an error"+30
seconds).”

A: Interval of the monitor resource being monitored by the multi-target monitor

resource for NP resolution x (Retry Count+1)

* Among three monitor resources, select the monitor resource whose calculation

result is the largest.

B: Interval of the multi-target monitor resource x (Retry Count+1)
Note: If Timeout of Heartbeat is shorter than the time that it took for the multi-target
monitor resource to detect an error, a heartbeat timeout will be detected before starting
the NP resolution processing. In this case, the same service may start doubly in the
cluster because the service also starts on the standby server.

B [ Cluster1 ] Cluster Properties -
Alert Senice r’WehluIanager rA\enLng rDeIayWarning rrmrmrﬂ\gem r’M\rmrDrwer rExlensmn |
Info Interconnect rNF‘ Resolution rTlmeuul rPUF[NU. rPunNu(rv1|rrur) rFunNU (Log) rMumlur rRecuvery |
Server Sync Wait Time J min
Heartbeat
Interval 3| sec
Timeout 120| sec
Server Internal Timeout 180 sec
| oK || Cancel || Apply ‘
3. Click OK.
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5) Applying the settings and starting the cluster

1. After all settings are complete, click the icon to apply the settings under the menu.
File View Edit Help

‘IE Config Mode

-] [sllm] [%]e]
15 Clustert 4 Name
7 (X0 Senvers Senvers
&3 node1 Groups
?nudez Wonitors
roups
i afa‘i\uver1
Wonitors
"Itype Received Time Time ¥ Server Mame Module Name EventID
4] 1 ] I
2. The dialog box to confirm to restart the manager is displayed.

Apply the changes.
To apply the changes, the following operations must be performed.

Restartthe manager

Do you want to perform the operations?

|
3. Click OK.
4. Click OK again on the following dialog box.

oK |

Cancel |

® The application finished successfully.
Restart the WebManager.
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Change the mode to Operation Mode and click Start Cluster from the Service menu.

File  View gewicellool Help

[T Operatio| Suspend Cluster

Resume Cluster |
& Stopped -

Start Cluster N
Stop Cluster

Restart Manager
Start Mirror Agent
Stop Mirror Agent

aw

Type Received Time Time ¥ Server Mame WModule Name Event ID
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3.4 Verifying the created environment

Verify whether the created environment works properly by generating a monitoring error to fail over
a failover group.
If the cluster is running normally, the verification procedure is as follows:

82

1.

2.

Start the failover group (failoverl) on the active node (nodel). In the Status tab on the
Cluster WebUI, confirm that Group Status of failoverl of nodel is Normal.

Log in to the Microsoft Azure portal, select clusterl.zone on the DNS zone blade, and then
select Summary. Check the DNS servers displayed on the upper right of the window (hame
server 1, name server 2, name server 3, and name server 4 in the window example).
Confirm that the relevant record set exists in the DNS servers checked in the above step by
executing the nslookup command as follows:

$ nslookup test-recordl.clusterl.zone <DNS_servers_checked_in_the_above_step>

On the Microsoft Azure portal, delete an A record from the DNS zone. This causes
azurednswl to detect a monitoring error. On the DNS zone blade, select clusterl.zone and
then Summary.

Select the record you want to delete and click Delete. When the deletion confirmation dialog
box is displayed, select Yes.

When the time specified for Interval of azurednswl elapses, the failover group (failoverl)
enters an error status and fails over to node2. In the Status tab on the Cluster WebUI,
confirm that Group Status of failoverl of node2 is Normal.

Confirm that the relevant record set exists in the DNS servers checked in the above step by
executing the nslookup command as follows:

$ nslookup test-recordl.clusterl.zone <DNS_servers_checked_in_the above step>

Verifying the failover operation when an A record is deleted from the DNS server is now complete.
Verify the operations in case of other failures if necessary.
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Chapter 4 Cluster Creation Procedure
(for an HA Cluster Using an
Internet Facing Load

Balancer)
4.1 Creation example

This guide introduces the procedure for creating a 2-node unidirectional standby cluster using
EXPRESSCLUSTER on Microsoft Azure. This procedure is intended to create a mirror disk type
configuration in which nodel is used as an active server.
The following tables describe the parameters that do not have a default value and the parameters
whose values are to be changed from the default values.

. Microsoft Azure settings (common to nodel and node2)
Setting item | Setting value
Resource group setting
Name Vnetl
Resource group location Japan East
Virtual network setting

Name Vnetl

Address space 10.5.0.0/24
Subnet name Vnetl-1

Subnet address range 10.5.0.0/24
Resource group name TestGroupl
Location Japan East

Load balancer setting

Name TestLoadBalancer
Type Public

Public IP address: Name TestLoadBalancerPubliclP
Public IP address: | Static

Assignment
Resource group Vnetl
Location Japan East
Backend pool: Name TestBackendPool
Associated to Availability set
Target virtual machine nodel
node2
Network IP configuration 10.5.0.110
10.5.0.111
Health probe: Name TestHealthProbe
Health probe: Port 26001
Load balancing rule: | TestLoadBalancingRule
Name

Load balancing rule: Port | 80 (Port number offering the operation)

Load balancing rule: | 8080 (Port number offering the operation)
Backend port
Inbound security rule setting

Name TestHTTP
Protocol TCP
Port range 8080 (Port number offering the operation)
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Microsoft Azure settings (specific to each of nodel and node2)

Setting item Setting value
nodel | node2
Virtual machine setting
VM disk type HDD
User name testlogin
Password PassWord_123
Resource group name TestGroupl
Location Japan East
Storage account setting
Name clstorageaccl
Performance Standard
Replication Locally-redundant storage (LRS)
Network security group setting
Name | NetSecGroupl
Availability set setting
Name AvailabilitySet1
Update domains 5
Fault domains 3
Diagnostics storage account setting
Name clstorageaccdiagl
Performance Standard
Replication Locally-redundant storage (LRS)
IP configuration setting
IP address | 10.5.0.110 | 10.5.0.111
Blob storage setting
Name Node1Blob | Node2Blob
Source type New (empty disk)

Account type Standard (HDD)

Size 20

EXPRESSCLUSTER settings (cluster properties)

Setting item Setting value
nodel | node2
Cluster Name Clusterl
Server Name nodel | node2
Timeout Tab: Heartbeat | 120

timeout

EXPRESSCLUSTER settings (failover group)

Resource name Setting item Setting value
Mirror disk resource Name md
Details Tab: Mount Point /mnt/md
Details Tab: Data Partition | /dev/sdc2
Device Name
Details Tab: Cluster Partition | /dev/sdcl
Device Name
Details Tab: File System ext4
Mirror Tab: Execute the initial | On
mirror construction
Mirror Tab: Execute initial mkfs | On
Azure probe port resource | Name azureppl
Probe port 26001 (Value specified for Port
of Health probe)
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EXPRESSCLUSTER settings (monitor resource)

Monitor resource name Setting item Setting value
Mirror disk monitor | - -
resource
Azure probe port monitor | Name azureppwl
resource Recovery Target azureppl
Azure  load balance | Monitor resource hame aurelbwl
monitor resource Recovery Target azureppl
Custom monitor resource | Name genwl
Script created with this product | On
Monitor Type Synchronous
Normal Return Value 0

Recovery Action

Execute only the final action

Recovery Target

LocalServer

IP monitor resource Name ipwl
Server to monitor nodel
IP Address 10.5.0.111
Recovery Action Execute only the final action
Recovery Target LocalServer
IP monitor resource Name ipw2
Server to monitor node2
IP Address 10.5.0.110
Recovery Action Execute only the final action
Recovery Target LocalServer
Multi-target monitor | Name mtwl
resource Monitor resource list genwl
ipwl
ipw2

Recovery Action Execute only the final action
Recovery Target LocalServer

Execute Script before Final | On

Action

Timeout 30
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4.2 Configuring Microsoft Azure

1) Creating aresource group
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a resource group following
the steps below.

1. Select Resource groups or the resource group icon in the menu on the left side of the window.
If there are existing resource groups, they are displayed in a list.

Dashboard v + 7 o 7 & ©

+ Create a resource

All services
All resources
ALL SUBSCRIPTIONS

T Refresh
Dashboard Service Health
Resource groups - Personalized guidance and support when issuss
= in Azure services affect you. Learn more
25 All resources ,1,-@
° Recent =
- i) 1 3
. App Services EJ
m Virtual machines (class... Marketplace Help + support
B virtual machines See maore.

=
sa

SQL databases

Cloud services (classic)
Security Center
Subscriptions

DNS zones

@ Availability sets

. Storage accounts
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2. Select +Add at the upper left of the window.

Micre ure 2 SOUICes, S s and docs

Resource groups
BEQF 1 L2RY

o= 2dd  EE Editcolumns ) Refresh # 2ssign Tags

Subscriptions:

*
\ All Iocations ~ | | Mo grouping v
=
16items
L1 NAME SUBSCRIPTION LOCATION
) West US
o W) Seuth Central US
gl South Central US
) Japan West
m [.] East Asia
[ ] ) = South Central US
-
- ) e - South Central US
-
™) Narth Euraps
. ) Seuth Central US
L gl South Central US
? ) Japan East
[.] Japan East
®
[’] Japan East
L) ) Japan East
™) Japan East

n
4

3. Specify Resource group name, Subscription, and Resource group location, and click
Create.

rch resources, services and docs

& > Resource group aroup
Resource groups # X Resource group
BEOF LYY Creste an empty resaurce group

= add 22 Edit columns === More

* Resource group name

‘ TestGroupl ‘/|

* Subscription
16items

NAME

+

AR AR I AR A

+

T H e

(3

BB
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2) Creating avirtual network
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a virtual network following
the steps below.

1. Select +Create a resource or the + icon in the menu on the left side of the window.

Dashboard v + ¢ & v @

Create a resource

All services
All resources
ALL SUBSCRIPTIONS

T Refresh
Dashboard Service Health
Resource groups - Personalized guidance and support when issues
= in Azure services affect you. Learn more &3
=
All resources. .@
Recent x
n (1 1 ']
App Services I nJ
Virtual machines (class... Marketplace Help + support
Virtual machines See more.

2 50l databases
Cloud services (classic)
Security Center
Subscriptions
DNS zones
Availability sets

Storage accounts

2.

O s

Select Networking and then Virtual network.

esources, services and docs

)‘"u
Azure Marketplace Seeall  Featured See

Get started Virtual network

Sl oo
Recently created
Compute Load Balancer
| Networking |

Storage Application Gateway
Web + Mobile @ Leam mare
Containers .

Virtual network gateway
Databases & Learn more
Data + Analytics

Local network gateway
Al + Cognitive Services Gy

Learn more

Internet of Things

Enterprise Integration Traffic Manager profile
Learn mare
Security + Identity
Developer toals DNS zone
R Learn mare
Menitoring + Management
Add-ons Route table
<0 |-
Blockchain Lean more
- ExpressRoute -
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3. Specify Name, Address space, Subscription, Resource group name, Location, Subnet
name, and Subnet address range, and click Create.

\Zure _.-U Search resources, services a

Home > New > Create virtual network

Create virtual network

‘ Wnetl

* Address space @
[ 10500724 V]
10500 - 105.0.253 (256 addresses)

* Subscription

v

( new (@) Use existing

TestGroupl ~
* Location

Japan East w
Subnet
* Name

[ Vrett-1 v]
* Address range @

[ 10500724 v]

10.5.0.0 - 10.5.0.255 (256 addresses)

Pin to dashboard

m Automation options
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3) Creating a virtual machine
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create virtual machines and disks
following the steps below.
Create as many virtual machines as required to create a cluster. Create nodel and then node2.

1. Select +Create a resource or the + icon in the menu on the left side of the window.

Dashboard v + 7 & / & ®

Create a resource

All services
All resources
ALL SUBSCRIPTIONS

O Refresh

B pashboard Service Health
¥ Resource groups - Personalized guidance and support when issues

b4 in Azure services affect you. Learn more &

All resources ]

@
° Recent "

n [l 1 ]
. App Services ! aJ
m Virtual machines (class... Marketplace Help + support
B virtual machines See mare.

= s0L databases
Cloud services (classic)
Security Center

L 2
a
¥ subscriptions
@

DNS zones

i@ Availability sets

. Storage accounts

2.

Azure Marketplace Seeall Featured Ses

Windows Server 2016 Datacenter

Quickstart tutoria

Get started

Recently created

| Compute | Red Hat Enterprise Linux 7.2
& red Learn more

eamn more
Networking
Storage Ubuntu Server 16.04 LTS
Web + Mobile Quickstart tutorial
Containers

SQL Server 2017 Enterprise Window
Databases Server 2016

. Learn more
Data + Analytics
Reserved VM Instances

Al + Cognitive Services
Lean more

Internet of Things

Enterprise Integration Service Fabric Cluster
B Learn maore
Security + Identity

Developer tools Web App for Containers

SOoEED

Monitoring + Management Learn mere

Add-ons Function App

Blockchain Quickstart tutorial

n
ES
3
T
n
4
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3. Select CentOS-based 6.9 or CentOS-based 7.4.

Y Filter

* —
[[2 rogue wave x
=
Results
Ly}
NAME PUBLISHER CATEGORY

Cent(Q5-based 7.4 Rogue Wave Software (formerly Ope... Recommended

CentOS-based 7.3 Rogue Wave Software (formerly Ope... Recommended

CentOS-based 6.9 Rogue Wave Software (formerly Ope... Recommended

CentQS-based 74 VM Rogue Wave Software (formerly Ope... Recommended

[
L
L]
=l

CentOS-based 6.8 HPC Rogue Wave Software (formerly Ope... Recommended

50

CentOS-based 7.3 HPC Rogue Wave Software (formerly Ope... Recommended

CentOS-based 7.1 HPC Rogue Wave Software (formerly Ope... Recommended

CentOS-based 6.5 HPC Rogue Wave Software (formerly Ope... Recommended

W T W W W

< & @

]

4. Confirm that Resource Manager is selected for Select a deployment model at the bottom of
the window, and click Create.

R

This distribution of Linux is based on CentQS version 6.9 and is provided by Rogue Wave Software
(formerly OpenLogic). it contains an installation of the Basic Server packages. (0108)

* x Legal Terms

= By clicking the Create button, | acknowledge that | am getting this software from Rogue Wave

ftware (formerly

PUBLISHER CATEGORY

Rogue Wave Software (formerly Ope... Recommended
PUBLISHER

Rogue Wave Software (formerly Ope... Recommended

Learn more

USEFUL LINKS

Rogue Wave Software (formerly Ope... Recommended Pricing details

Rogue Wave Software (formerly Ope... Recommended

Rogue Wave Software (formerly Ope... Recommended

H]

Rogue Wave Software (formerly Ope... Recommended

Rogue |

ve Software (formerly Ope... Recommended

< @& @

Rogue Wave Software (formerly Ope... Recommended

v
I

lect a dej ment model @

]

Rescurce Manager v
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5. The Basics blade is displayed. Specify Name, VM disk type, User name, Password,
Confirm password, Subscription, Resource group name, and Location, and click OK. For
Name, specify nodel for nodel and node2 for node2.

Create virtual machine

* Name

1 Facics > nodel v

Configure basic settings
VM disk typs @

HDD v
* User name

testlogin

3 * Authentication type
Configure optional features SsH public key e ]

~
w ‘é:' Use existing
TestGroup1 v
* Location
Japan East v

6. The Choose a size blade is displayed. Select the size appropriate for the usage purpose of
the virtual machines from the list and click Select. In this guide, A1 Standard is selected.

their features

Supported disk type Minimum vCPUs Minimum memory (GiB)
Basic:
1 e v HDD v O 1| O 0

Cone

% Recommended | View all

2 Size > D1.V2 Standard D1 Standard Al Standard

Choose virtual machine size

I 1
1 vCPU 1 vCPU : 1 vCPU :
I 1
3.5 b 3.5 B 11.75 GB ]
3 , = = & 2 i
Co = Datadisks = Datwdisks | S  Data disks '
2500 5 24500 i 2x500 |
Max 10PS Max 10PS ! Max 10PS ]
50GB 50GB i
4 W oo B s | 49 Load balancing g
' '
¢ Load balancing ¢ Load balancing E E
| 1
| 1
| 1
I |
' '
| 1
I 1
7,015.92 7,343.28 | 3,935.76 |
IPY/MONTH (ESTIMATED) JPY/MONTH (ESTIMATED) | 1

JBYMONTH (ESTIMATED)
a
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7. The Settings blade is displayed. Specify Availability set, Storage account, Public IP
address, Network security group, and Diagnostics storage account.

High availability

Availability zone (Preview) @

es are available for the

A et @ 3
3 Settings > None
Configure optional features
Storage

Use managed disks @

4 i

Network

* Virtual network @ >
Vnet1
Subnet 5
Vnet1-1 (10.5.0.0/24)

* Public :a::réz.sﬂ >
(new) nodel-ip

* Network security group (firewall) @ 5

(new) nodel-nsg

8. Select No for Use managed disks for Storage.

9. Return to the Settings blade and select Availability set. For nodel, the Change availability
set blade is displayed. Select Create new. Specify Name, Fault domains, and Update
domains, and click OK. For node2, the Change availability set blade is displayed. Select
AvailabilitySet1 created for nodel.

Settings Change availability set Create new

High availability * Name

Availsbility zone (Preview) @ You can create a new availability set [ Availabilityset1 v
* or select an existing availability set

~ in the same location and resource Fault domains @
- group as the VM.
e ) 2
) Crost Update domains @
reate new
e} ;
HH
MNone | °
© Storage
e Use managed disks @
No L

* Storage account @ 5

m devgroupdisks149
group
=
: Network
L ] * Virtual network @ >
Vnet1

@

* Subnet @
¢ ) >

Vnet1-1 (10.5.0.0/24)
@ * Public IP address @
>

P (new) nodel-ip -
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10. Select Storage account. For nodel, the Create storage account blade is displayed. Specify
Name, Performance, and Replication, and click OK. For node2, the Choose storage
account blade is displayed. Select clstorageaccl created for nodel.

* Name

‘ clstorageaccl u‘
* o These are the storage accounts in the selected subscription and location Japan ——————
. :
= Performance ®
= Standard
S Create new Replication @
Lacally-redundant storage (LRS) ~

HH > -

Japan East, Stan...
. Japan East, Stan...

-

m Japan East, Stan...
" -

Japan East, Stan...
-
s
@ Japan East, Stan...

>
-

¢ Japan East, Stan...
t K -

Japan East, Stan...

>

® - -
= (o< |

11. Return to the Settings blade and select Public IP address.
12. The Choose public IP address blade is displayed. Select None. Ignore the Create public IP
address blade.
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13. Return to the Settings blade and select Network security group. For nodel, the Create
network security group blade is displayed. Specify Name and click OK. For node2, the

Storage

Use managed disks @

(new) clstorageacc!

Network

* Virtual network @
Vnet1

* Subnet @
Vnet1-1 (10.5.0.0/24)

* Public IP address @
None
* Network security group (firewall) @

(new) nodel-nsg

Extensions

Extensions @

No extensions

Auto-shutdown

Choose network security grou

These are the network security

groups in
subscription and lacation ‘Japan

East’.

Create new
O None

& & & & &

Choose network security group blade is displayed. Select

the selected

tSecGroupl created for nodel.

* Mame
‘ NetSecGroupl u‘
Inbound rules ®
1000: default-allow-ssh
Any
SSH (TCP/22)
+ Add an inbound rule

Outbound rules @

No results

+ Add an outbound rule

14. Return to the Settings blade and select Diagnostics storage account. For nodel, the Create
storage account blade is displayed. Specify Name, Performance, and Replication, and click
OK. For node2, the Choose storage account blade is displayed. Select clstorageaccdiagl
created for nodel.

vices and docs

5

W ® - ® §

0 These are the storage accounts in the selected subscription and location Japan

East',

Create new
-

Japan East, Stan...

Japan East, Stan...

Japan East, Stan...

Japan East, Stan...

Japan East, Stan...

Japan East, Stan...

Japan East, Stan...

* Name
‘ dstorageaccdiagl ./‘
corewindows.net
Performance @
Standard
Replication @
Locally-redundant storage (LRS) v
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15. Return to the Settings blade and click OK.

1 v (new) NetSecGroup1

Extensions

No extensions

3 Settings S Auto-shutdown

Configure optional features Enable auta-shu

4 o B Monitoring

Boot d
o

Guest 05 d

Drab

j"E';

nostics storag

(new) clstorageaccdiagl

Backup
Backup @

[l Enabled

16. The Create blade is displayed. Check the contents displayed on the Create blade and click
Create if the contents are correct.

es and d

o Validation passed

Offer details

Standard A1

by Microsoft

Terms of use | privacy policy

For pricing information and to determine which cfferings may be purchased using monetary
commitment funds or subscription credits, please contact your reseller.

Summary

Basics

4 Summary > Subscriptian
T TR e BT
Cent0S-based 6.9 Resource group TestGroup!

Location Japan East

Settings

Computer name nodel

Disk type HDD

User name testlagin

Size Standard A1 -

Terms of use

By clicking “Create”, | (a) agree to the legal terms and privacy statement(s) ated with each
Marketplace offering above, and (b) agree that Microsoft may share my tact information and
transaction details (including usage volume associated with the offering) with the seller(s) of the
offering(s} for transactional purpeses. Microsoft does not provide rights for third-party products

[ e [ ——
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4) Setting a private IP address

Log in to the Microsoft Azure portal (https://portal.azure.com/) and change the private IP address
setting following the steps below. Since an IP address is initially set to be assigned dynamically,
change the setting so that an IP address is assigned statically. Change the settings of nodel and

then node2.

1.

2.

Dashboard v + 7 & / & ®

+ Create a resource

All services
All resources
ALL SUBSCRIPTIONS

U Refresh
Dashboard Service Health
Resource groups - Personalized guidance and support when issues
= in Azure services affect you. Learn more &
£ All resources )
° Recent "
= [l 1 ]
. App Services nJ
m Virtual machines (class... Marketplace Help + support

B virtual machines

= s0L databases

Cloud services (classic)
Security Center
Subscriptions

DNS zones

i@ Availability sets

. Storage accounts

Resource groups
BEQF 1 L2RY

o= 2dd  EE Editcolumns ) Refresh # 2ssign Tags

Subscriptions:

\ All Iocations ~ | | Mo grouping v
17 items
NAME SUBSCRIPTION LOCATION
(Call South Central US -
0 Gl . Japan West
Fy (W) i P East Asia
(&gl South Central US
L &%) South Central US
L &g Narth Europe
a (gl South Central US
(Call South Central US
@ Gl Japan East
L] (gl Japan East
? (Call Japan East
® Gl Japan East
Gl Japan East
= (&gl = Japan East
= \‘:I TestGroupl Japan East

Select Resource groups or the resource group icon in the menu on the left side of the window.
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3. The summary of TestGroupl is displayed. Select virtual machine nodel or node2 from the item
list.

Groupl
group

@ Delete resource group () Refresh = Move L

Subscription (changs) Deployments
* ) 3 Succeeded
@) Overview
Subscription ID
= B Activity log
LY ] s Access control (IAM)
Al types ~ | | Alllocations ~ | | Ne
& Tags
9items
e SETTINGS NAME TYPE LOCATION
[] Quickstart @i AvailabilitySet] Availability set Japan East
] D Resource costs ES dstorageaccl Storage account Japan East
— oy Deployments E5 distorageacediagl Storage account Japan East
- ) MetsecGroup! Network sacurity group Japan East
- Policies
= ol nodel Wirtual machine Japan East
i= Properties
@ B rodelass Network interface Japan East
ﬂ Locks -
e A node2 Virtual machine Japan East
Automation script n node2680 Network interface Japan East
? %D Vnetl Virtual network Japan East
MONITORING
L]
fiil Metrics
Alert rules

4. Select Networking.

) &F Attsch network interface Wik Detach network interface

* Overview I Network Interface: node1435 Effective security rules Topolegy @
Virtual network/subnet: Vnet1/Vnet1-1 Public IP: None Private IP: 10.5.0.4
= E Activity log
L ali Access control (1AM) INBOUND PORT RULES @
& T @ Network security group NetSecGroup1 (attached to network interface: Add inbound port
node1435)
o ¥ Diagnose and solve problems Impacts 0 subnets, 2 network interfaces
PRIORITY  NAME PORT PROTOCOL  SOURCE DESTINATL..  ACTION
. SETTINGS
. 1000 default-allow-ssh 22 Tcp Any Any @ Allow .,
E & Networking
- 65000 AllowVnetinBound Any Any VirtualNet... VirtualNet... @ Allow e
2 Disks
L
< 65001 AllowAzureloadBalan... Any Any Azureloa.. Any @ Allow .
A Size
=
. 65500 DenyAlllnBound Any Any Any Any @ Deny ...
Extensions
@
ability st
@ OUTBOUND PORT RULES @
& Configuration
? @ Network security group NetSecGroup1 (attached to network interface: Add outbound port
Properties node1435)

Impacts 0 subnets, 2 network interfaces

]

& Locks
PRIORITY NAME PORT PROTOCOL SOURCE DESTINATL..  ACTION
Automation script
65000 AllowVnetOutBound Any Any VirtualNet... VirtualNet... & Allow ..
|
65001 AllowinternetOutBou... Any Any Any Internet @ Allow . -

5. Select a network interface displayed in the list. The network interface name is generated
automatically.
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6.

9.

Select IP configurations.

IP forwarding settings

*
B Overview
1P forwarding Disabled m
= B Activity log
Virtual network Vnet1
(Y] i Access control (IAM)
= . IP configurations
2t # Ty
* Subnet Vnetl-1(10.5.0.0/24) h
e SETTINGS
. P
[] IP configurations
NAME IPVERSION  TYPE PRIVATE IP ADDRESS PUELIC IP ADDRESS
[ o] DNS servers
@ ipconfigl IPv4 Primary 10.5.0.4 (Dynamic)
Network security group
L -
- Properties
L
& Locks
@
i Automation script
@
? SUPPORT + TROUBLESHOOTING
L Effective security rules
(> Effactive routes
i
e New support request
=

Only ipconfigl is displayed in the list. Select it.

Select Static for Assignment under Private IP address settings. Enter the IP address to be
assigned statically in the IP address text box and click Save at the top of the window. The IP
address of nodel is 10.5.0.110. The IP address of node2 is 10.5.0.111.

H Save M Discard

The virtual machine associated with this network interface will be restarted to utilize the new
private IP address. The network interface will be reprovisioned and network configuration
settings, including secondary P addresses, subnet masks, and default gateway, will nesd to
be manually reconfigured within the virtual machine. Learn more

Public IP address settings

Public IP address

IS Enabled

Private IP address settings

Virtual network/subnet

Vnet1/Vnet1-1

[ 1050110 v

The virtual machines restart automatically so that new private IP addresses can be used.
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5) Adding Blob storage
Log in to the Microsoft Azure portal (https://portal.azure.com/) and add Blob storage to be used for
a mirror disk (cluster partition or data partition). Change the settings of nodel and then node2.

1. Select Resource groups or the resource group icon in the menu on the left side of the window.

Dashboard v + ¢ © v @ ®©

+ Create a resource

All services
All resources
ALL SUBSCRIPTIONS

T Refresh
®=| Dashboard Service Health
¥ Resource groups - Personalized guidance and support when issues
= in Azure services affect you. Learn more &
22 All resources .@
° Recent x
= (1 1 ']
. App Services nJ
B2 virtual machines (class... Marketplace Help + suppart
B virtual machines See more.

-
sa

SQL databases

Cloud services (classic)
Security Center
Subscriptions

DNS zones

@ Availability sets

. Storage accounts

2.

Select TestGroupl from the resource group list.

vices and docs

Resource groups
BEDF 1 L2 kY

@ hesign Tags

= Add S Editcolumns ) Refresh

Subscriptions:

‘ All locations v No grouping ~
17 items
NAME SUBSCRIPTION LOCATION
. -

(&gl South Central US
0 &%) = Japan Wast
Py (W) i P Eost Asia

(gl South Central US
= (Call South Central US
= &gl Narth Europe
= Gl South Central US

(&gl South Central US
L ] :

&%) Japan East
L Gl Japan East
f (&gl Japan East
® &%) Japan East

Gl Japan East
il .
= (gl L Japan East
| () TestGroup? Jspan East
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3.

4.

The summary of TestGroupl is displayed. Select virtual machine nodel or node2 to which to

add Blob storage from the item list and select Disk.

& Search resources, sen

e > up upl
5 TestGroupl

Resc up

2 |

All types

Subscription (changs
*
[ Overview
Subscription ID
= B Activity log
(Y] ;; Access control (JAM)
& Tags
9items Show all resources
SETTINGS NAME
Quickstart @ AvailabilitySet1

Resource costs clstorageacel

iy Deplogments clstorageacediag]

[
L
L]
=l

U NetSecGroupl

- Policies
st il nodel
1= Properties
® B rodelass
Lack:
8 Lok il node2
@
Automation script n node2680
? G2 Vnetl
MONITORING
@
flil Metrics
Alert rules

Select +Add data disk.

ure y 50 vices and

= 2dd  ES Editcolumns @ Delete resource group

=> Move ® Assign Tags

Deployments
3 Succeeded

All locations

Availability set
Storage account
Storage account
Network s=curity group
Virtual machine
Network interface
Virtual machine
Network interface

Virtual network

LOCATION

Japan East

Japan East

Japan East

Japan East

Japan East

Japan East

Japan East

Japan East

Japan East

o & it

* . 0s disk
ey STORAGE ACCOUNT

- » NAME TYPE ENCRYPTION HOS

E Activity log

nadel Standard_LRS Not enabled Rea

Y] M Access control (IAM)

& Tags Data disks
° ¥ Diagnose and solve problems Mane

+ Add data disk

. SETTINGS
E A& Networking
— = Disks
- @ Sie
=

7 Extensions
L ]

Availability set

&

& Configuration
t Properties
@ & Locks

Automation script
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5.

6.

The Attach unmanaged disk blade is displayed. Click Browse right to the Storage container
text box. For Name and Storage blob name, the automatically generated default values are
entered.

* Name

nodel-20180215-104728 v

~
~
1023
ESTIMATED PERFORMANCE &
IOPS limit 500
Throughput limit (MB/s) 60
* Storage container
\ B[ eows
* Storage blob name
node1-20180215-104728.vhd v

0 Refresh

+ Storage account

B
NAME TYPE RESOURCE GROUP
clstorageaccl Standard-LRS TestGroupl
clstorageacediagl Standard-LRS TestGroup!

u Standard-LRS
= = Standard-LRS
[ES == = ] Standard-LRS -
[ S Standard-LRS
[ 8 = Standard-LRS =

Standard-LRS

- Standard-LRS =
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7. Select vhds from the container list and click Select.

services and docs

Storage accounts Containers

cistorageacc]
o Storage account ) Refresh o Container Q) Refrach
* £ ‘/ﬁ
NAME NAME LAST MODIFIED FUBLIC ACCESS L. LEASE STATE
=
clstorageacc] vhds 2/15/2018, 10:32:57 AM Private Leased
L1}
clstorageaccdiagl
HH
s
=
L] H
L
- | =
& e —
>
@
i
=

8. The Attach unmanaged disk blade is displayed again. Specify Name, Source type, Account
type, Size, and Storage blob name, and click OK. For Name, specify NodelBlob for nodel
and Node2Blob for node2. For Storage blob name, specify NodelBlob.vhd for nodel and
Node2Blob.vhd for node2.

@J Attach unmanaged disk

* Name

NodelBlobl v
* So type

New (empty disk) v

* Account type @

Standard (HDD) ~
* Size (GiB) @
20 v

ESTIMATED PERFORMANCE @

ICPS limit 500
Throughput limit (MEB/s) 60
* Storage container

https://clstorageacc1.blob.corewindows.net/vhds v

* Storage blob name

Node1Blob1.vhd v
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9. Click Save.

=
sat

&» nodel - Disks
=

Virtual machine

Overview
B Activitylog
;.'. Access control (JAM)
& Tags

X Diagnose and solve problems

SETTINGS

Networking

7 Extensions
Availability set
& Configuration
Properties
8 Locks

Automation script

OPERATIONS

Hsave X Discard

0OS disk
STORAGE ACCOUNT
NAME SIZE TYPE ENCRYPTION HOS
nodel 30GiB Standard_LRS Not enabled Re
Data disks
STORAGE ACCOUNT
LUN NAME SIZE TYPE ENCRYPTION HOS
0 Mode1Blob1 v 20 GiB Standard_LRS Mot enabled N

+ Add data disk
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6) Configuring virtual machines
Log in to the created nodel and node2 and specify the settings following the procedure below.
Set a partition for the mirror disk resource. Create a file system in the added Blob storage.
Secure an area in the added disk by using the fdisk command and then create a file system.
For details about the partition for the mirror disk resource, see “Partition settings for mirror disk
resource (when using Replicator)." in “Settings after configuring hardware” in Chapter 1,
“Determining a system configuration”.in the Installation and Configuration Guide.
If the device name will be changed by restarting the OS, use the by-id name.

1.

Check the partition list. In the following example, the last line shows the added disk.
$ cat /proc/partitions
major minor #blocks name

8 16 73400320 sdb
8 17 73398272 sdbl
8 0 31459328 sda
8 1 31456256 sdal
8 32 20971520 sdc

Create a cluster partition and data partition in the added disk by using the fdisk command.
Allocate 1 GB (1*1024*1024*1024 bytes) or more to a cluster partition. (If the size is specified
asjust 1 GB, the actual size will be larger than 1 GB depending on the disk geometry difference.
This is not a problem.) Also, do not create a file system in a cluster partition. The following is
an example of creating one partition including all areas of /dev/sdc.

$ sudo fdisk /dev/sdc

Device contains neither a valid DOS patrtition table, nor Sun, SGI or OSF disklabel

Building a new DOS disklabel with disk identifier 0xe3c83b13.

Changes will remain in memory only, until you decide to write them.

After that, of course, the previous content won't be recoverable.

Warning: invalid flag 0x0000 of partition table 4 will be corrected by w(rite)

The device presents a logical sector size that is smaller than the physical sector size. Aligning
to a physical sector (or optimal 1/0) size boundary is recommended, or performance may be
impacted.

WARNING: DOS-compatible mode is deprecated. It's strongly recommended to switch off the
mode (command 'c) and change display units to sectors (command 'u’).

Command (m for help): n
Command action

e extended

p primary partition (1-4)
p
Partition number (1-4): 1
First cylinder (1-2610, default 1):
Using default value 1

Last cylinder, +cylinders or +size{K,M,G} (1-2610, default 2610): +1G
Command (m for help): p
Disk /dev/sdc: 21.5 GB, 21474836480 bytes
255 heads, 63 sectors/track, 2610 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes
Sector size (logical/physical): 512 bytes / 4096 bytes
I/O size (minimum/optimal): 4096 bytes / 4096 bytes
Disk identifier: 0xe29ed566
Device Boot  Start End Blocks Id System
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/dev/sdcl 1 132 1060256+ 83 Linux
Partition 1 does not end on cylinder boundary.
Partition 1 does not start on physical sector boundary.

Command (m for help): n
Command action
e extended
p primary partition (1-4)
p
Partition number (1-4): 2
First cylinder (132-2610, default 132):
Using default value 132
Last cylinder, +cylinders or +size{K,M,G} (132-2610, default 2610):
Using default value 2610
Command (m for help): p

Disk /dev/sdc: 21.5 GB, 21474836480 bytes

255 heads, 63 sectors/track, 2610 cylinders

Units = cylinders of 16065 * 512 = 8225280 bytes
Sector size (logical/physical): 512 bytes / 4096 bytes
I/O size (minimum/optimal): 4096 bytes / 4096 bytes
Disk identifier: Oxe29ed566

Device Boot  Start End Blocks Id System
/dev/sdcl 1 132 1060256+ 83 Linux
Partition 1 does not end on cylinder boundary.
Partition 1 does not start on physical sector boundary.
/dev/sdc2 132 2610 19904537 83 Linux

Command (m for help): w
The partition table has been altered!

Calling ioctl() to re-read partition table.

Syncing disks.

If you select Execute initial mkfs when creating the cluster configuration data by using Builder,
EXPRESSCLUSTER creates a file system automatically. Note that existing data in the partition
will be lost.
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7) Configuring a load balancer
Log in to the Microsoft Azure portal (https://portal.azure.com/) and add a load balancer following
the steps below.
For details, see the following websites:

Azure Load Balancer overview:

https://docs.microsoft.com/en-us/azure/load-balancer/load-balancer-overview

Creating an Internet-facing load balancer using the Azure portal:

https://docs.microsoft.com/en-us/azure/load-balancer/load-balancer-get-started-internet-

portal

Select +Create a resource or the + icon in the menu on the left side of the window.

Mi

+

=
sa

Create a resource

All services

Dashboard
Resource groups
All resources
Recent

App Services

Virtual machines (class...

Virtual machines

SQIL databases

Cloud services (classic)
Security Center
Subscriptions

DNS zones

@ Availability sets

Storage accounts

All resources
ALL SUBSCRIPTIONS

U Refresh

See more.

x 0 > & ©

Dashboard ¥ + ¢ o /7 & @

Service Health

Personalized guidance and support when issues

in Azure services affect you. Learn more B

a
Marketplace Help + support
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2.

Azure Marketplace Seeall Featured Ses

Get started Virtual network
Learn more
Recently created
Compute Load Balancer
& [
Networking
Storage Application Gateway
Web + Mobile @ Learn more
Containers. .
Virtual network gateway
Databases Learn more
Data + Analytics
Local network gateway
Al + Cognitive Services Lean
£armn more
Internet of Things
Enterprise Integration Traffic Manager profile
Learn more
Security + Identity
Developer tools DNS zone
Learn more

Monitoring + Management

Add-ons Route table
o,
Blockchain Learn mere
- Ex_pressR_cute
The Create load balancer blade is displayed.

3.

SpecifyvNam e.

552

* Name

[ TestLoadBalancer V]

Choose a public IP address 2
Add ress @
* Subscription
~
Use existing
TestGroupl v
* Lo
Japan East v

Pin to dashb

4. Select Public for Type and select Create new for Public IP address.
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5. Specify Name, and Assighme

nt, and click OK.

- hr d de : & © — FA
x

ate public IP address

Choose public IP address Create public IP address [m]

Dynamic public IP ac se won't have an IP ac ed ta them
* Name
These are the public IP addresses of SKU 'Basic’ in the selected subscription and ‘ TestLoadBalancerPublicIP v
* location “Japan East'.
L]
=
Create new
L1
F o
HH
>

© °

L]
L3 v o
s L]
@ -

L]
@
¢t I °
® o
i .

6. Specify Subscription, Resource group, and Location, and click Create. Deploying the load
balancer starts. This processing takes several minutes.

* Name

[ TestLoadBalancer v

*Type @

() Internal (@) Public

c () Standard [Preview)

* Public IP address 5
(new) TestLoadBalancerPubliclP

Add a public IPv6 address @

* Subscription

~
reate new ‘é' Use existing
TestGroupl v
* Location
Japan East v

Pin to dashboard
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8) Configuring a load balancer (configuring a backend pool)

1. Associate a virtual machine registered to the availability set to the load balancer. After the load
balancer has been deployed, select Resource groups or the resource group icon in the menu
on the left side of the window.

re x 0> & O 0 = <

Dashboard v + ¢ © v @ ®©

+ Create a resource

All services
All resources
ALL SUBSCRIPTIONS

T Refresh
Dashboard Service Health
Resource groups - Personalized guidance and support when issues
= in Azure services affect you. Learn more &3
22 All resources .@
Recent w
= ] 1 “]
App Services nJ
Virtual machines (class... Marketplace Help + suppaort
Virtual machines See more.

SQL databases

Cloud services (classic)
Security Center
Subscriptions

DNS zones

@ Availability sets

. Storage accounts

2. Select the resource group to which the created load balancer belongs from the resource group
list.

earch resaurces, services and docs

Resource groups
BEDF 1 L2 kY

= Add S Editcolumns ) Refresh @ 2ssign Tags

Subscriptions:

*
‘ All locations ~ No grouping ~
=
17 items
Y] NAME SUBSCRIPTION LOCATION
. -

(&gl South Central US
0 &%) = Japan Wast
Py (W) i P Eost Asia

(gl South Central US
= (Call South Central US
= &gl Narth Europe
= Gl South Central US
a

(&gl South Central US
L ] :

&%) Japan East
L Gl Japan East
f (&gl Japan East
® &%) Japan East

Gl Japan East
Tl '
= (gl L Japan East
= (¥ TestGroupl Japan East
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3. The summary of the selected resource group is displayed. Select the created load balancer

from the item list.

rch resources, services and docs

[®) Overview
B Activityleg

LT M Access control (IAM)

& Tags

SETTINGS
Quickstart
+) Resource costs

ek Deployments

# 8 & e

- Policies
L
i= Properties
@
ﬂ Locks
@
A Automation script
MONITORING
fiil Metrics
f
B Alert rules
|

4. Select Backend pools.

* -
v Uverview

- H Activity log

v 24 Access control (JAM)
& Tags

¥ Diagnose and solve problems

SETTINGS

Frontend IP configuration

@i Backend pools

t Health probes

=
sl
Load balancing rules
@
5 Inbound NAT rules
a
Properties
t 8 Locks
@ A Automation script
il
: MONITORING
|

Click Add.

Specify Availability set.

©Co~NoO,

= 2dd 25 edit columns

Subscription {changs)

Subscription ID

11 items Show all resources
NAME
i AvailabilitySet1
S clstorageacel
S clstorageacediagl
U NetSecGroupl
nodel
B rodelass
node2
B nodeasso

(; TestLoadBalancer

TestLoadBalancerPubliclP

¢+D Vnetl

+ Add D Refresh

@ Delete resource group L) Refresh

Deployments

5 Succeeded
All types ~ | | Alllocations
TYPE

Availability set
Storage account
Storage account
Network s=curity group
Virtual machine
Network interface
Virtual machine
Network interface

Load balancer

Public IP address

Wirtual network

=> Move ® Assign Tags

LOCATION

Japan East

Japan East

Japan East

Japan East

Japan East

Japan East

Japan East

Japan East

Japan East

Japan East

Japan East

VIRTUAL MACHINE

Mo results.

Click Add a target network IP configuration.
10 Specify the target virtual machine for Target virtual machine and Network IP configuration.
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VIRTUAL MACHI... NETWORK INTERFACE

The Add backend pool blade is displayed. Specify Name.
For Associated to, select Availability set.

PRIVATE IP ADDRESS

No



11. Repeat steps 9 and 10 as many times as the number of target virtual machines.
12. Click OK.

Add backend pool
Test

Balancer

* Name

[ TestBackendPoo v]

AvailabilitySet1
number of virtual machines: 2

Target network IP configurations

Only VMs within the current availability set can be chosen. Once a VM is chosen, you can select a
network IP configuration related to it.

Virtual machine: node1 i}

Network IP configuration: node1435/ipconfig1 (10.5.0.110)

* Target virtual machine @ m
node2 -
size: Standard_A1, network interfaces: 1

*h ork IP ¢ ration @
ipconfig! (10.5.0111) v

‘ + Add a target network IP configuration
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9) Configuring a load balancer (configuring a health probe)

1. Selec

® - &« & = § @B & © =

obes.
h resources, services and docs
bes
TestLoadBalancer - Health probes
Load balancer
o =+ Add
2
& Overview
NAME PROTOCOL PORT USED BY
B Activityleg
No results.

;ﬂ Access control (JAM)
& Tags

K Diagnose and solve problems

SETTINGS
Frontend IP configuration
§ Backend pools
1t Health probes
Load balancing rules
&8 Inbound NAT rules
Properties
ﬂ Locks

@ Automation script

MONITORING

B Diagnostics logs -

2. Click Add.
3. The Add health probe blade is displayed. Specify Name.
4. Specify Protocol and Port, and click OK.

d docs

‘ TestHealthProbe J‘

1P version

L)

seconds
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10) Configuring a load balancer (setting the load balancing rules)

114

1. Select Load balancing rules.

dBalan

v— TestloadBalancer - Load balancing rules

v=——  Load balancer

jo]
* - £
® Overview
NAME LOAD BALANCING RULE BACKEND POOL HEALTH PROBE
E B Activitylog
No results.
LT ;ﬂ Access control (JAM)
] & T

K Diagnose and solve problems

SETTINGS

Frontend IP configuration

# 8 & e

] Backend pools

1 Health probes

=
L
Load balancing rules
@
&8 Inbound NAT rules
@
Properties
? ﬂ Locks
@ A Automation script
MONITORING
L B Disgnostics logs -

2. Click Add.
3. The Add load balancing rule blade is displayed. Specify Name.
4. Specify Port and Backend port, and click OK.

O

ices and docs

* Frontend IP address @

(LoadBalancerFrontEnd) ~

* Backend port @

[ 8oso v
Backend pool @

TestBackendPool (2 virtual machines) v
Health probe @

TestHealthProbe (TCP:26001) v

Session persistence @

None ~

Idle timeout (minutes) @
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11) Setting the inbound security rules
Log in to the Microsoft Azure portal (https://portal.azure.com/) and set the inbound security rules
following the steps below.
1. Select Network security groups or the network security group icon in the menu on the left
side of the window.

Dashboard v + ¢ © v @ ®©

+ Create a resource

All services
All resources
ALL SUBSCRIPTIONS

T Refresh
®=| Dashboard Service Health
¥ Resource groups - Personalized guidance and support when issues
= in Azure services affect you. Learn more &
22 All resources .@
° Recent x
= (1 1 ']
. App Services nJ
B2 virtual machines (class... Marketplace Help + suppart
B virtual machines See more.

-
sa

SQL databases

Cloud services (classic)
Security Center
Subscriptions

DNS zones

@ Availability sets

. Storage accounts

2. Select NetSecGroup1 from the network security group list.

Subscriptions:

All resource groups ~ All locations v No grouping ~
7 items

NAME RESOURCE GROUP LOCATION SUBSCRIPTION
%) Japan East e
[} Japan East -
U = Japan East -
%] Japan East .
U NetSecGroupl TestGroupl Japan East e
U Japan East -
U Japan East -

3.  The summary of NetSecGroupl is displayed.

115



4. Select Inbound security rules.

w— N
sl = fdd AR Default rules
* @ Overview PRIORITY NAME PORT PROTOCOL SOURCE DESTINATION
= B Activity log 1000 default-allow-ssh 22 TP Any Any
o 28 Access control (IAM) 65000 AllowVnetinBound Any Any VirtualMetwork  VirtualNetwork
aee & Tags 65001 AllowAzureloadBalancerinB... Any Any AzureloadBal... Any
HH

K Disgnose and solve problems 65500 DenyAllnBound Any Any Any Any

Y Inbound security rules

* Qutbound security rules

[
. SETTINGS
L]
L

l Network interfaces

=
L
> Subnets
@
Properties

@

8 Locks
t @ Automation script

MONITORING
i
e B Diagnostics logs
|

5. Click Add.
6. The Add inbound security rule blade is displayed. Specify Name.
7. Specify Destination port range and Protocol, and click OK.

and docs

* Destination @
Any v
* Destination port ranges @

8080

* Priority @
100

* Name

[ TestHTTP v

Then, check <Load balancer_frontend_IP(public_IP_address)> specified in the script before
recovery action of the multi-target monitor resource that is set in "3) Adding a monitor resource.”
Write down the confirmatory result.
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1. Select Resource groups or the resource group icon in the menu on the left side of the window.
e i ocs x Q > zJ:S (;) @ &

Dashboard ¥ + # & /v & ®

+ Create a resource

All services
All resources
ALL SUBSCRIPTIONS

O Refresh

Dashboard Service Health
Resource groups - Personalized guidance and support when issues

= in Azure services affect you. Learn more B

52 Al resources .@

Recent "

= ] I j
App Services nJ
Virtual machines {class... Marketplace Help + suppart
Virtual machines See more.

S0l databases

Cloud services (classic)
Security Center
Subscriptions

DNS zones

@ Availability sets

. Storage accounts

2. Select the resource group to which the created load balancer belongs from the resource group
list.

ch resources, services and docs

Resource groups
BEDF < LoRY

= add  EEEditcolumns ) Refrssh & 2ssign Tags

Subscriptions:

*
‘ All locations v No grouping v
=
17 items

L) NAME SUBSCRIPTION LOCATION

&) South Central US B
° (&gl u L Japan West
e (&%) am = East Asia

Gl South Central US
= (gl South Central US
L | Gl Narth Euraps
= ) South Central US

&) South Central US
. (&gl Japan East
& &%) Japan East
) ) Japan East
® (&gl Japan East

&%) Japan East
o ) ] Japan East
= (@) TestGroup Japan East
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3. The summary of the selected resource group is displayed. Select the created load balancer
from the item list.

resources, services and docs

s] =+ a4

Subscription (changs) Deployments
5 Succeeded

@ Delete resource group () Refresh = Move L

[ Overview
Subscription ID
B Activityleg
;; Access contral {lAM)
All types ~ | | Alllocations v || Ne
& Tags
11 items
SETTINGS NAME TYPE LOCATION
Quickstart 3! AvailabilitySet] Availability set Japan East
D Resource costs S clstorageaccl Storage account Japan East
& Deployments 3 clstorageaccdiag] Storage account Japan East
) MetsecGroup! Network sacurity group Japan East
Policies
i nodel Wirtual machine Japan East
i= Properties
B rodelass Network interface Japan East
Locks
ﬂ gl node2 Virtual machine Japan East
Automation script n node2680 Network interface Japan East
tp TestloadBalancer Load balancer Japan East
MONITORING
TestLoadBalancerPubliclP Public IP address Japan East
P
iii Metrics
&+ Vnetl Wirtual network Japan East
Alert rules

4.

Testl oadBalancer
Load bal:

o) ‘ => Move ﬁ Delete 0 Refresh

& Overview

Backend poo
E Activity log TestBackendPool (2 virtual machines)
Health probe
.o. Access control (IAM) Jzpan East TestHealthProbe (TCP:26001)
- . . Subscription name ) Load balancing rule
& Taos TestLoadBalancingRule (TCP/30 to TCF/8080)
Subscription ID NAT rules
¥ Diagnose and solve problems N
SKU Public IP address
Basic (TestLoadBalancerPubliclP)

SETTINGS
Frontend IP configuration
Backend pools

t/ Health probes

Load balancing rules

5 Inbound NAT rules
Properties

8 Locks

Automation script

MONITORING
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12) Adjusting the OS startup time, checking the network setting, checking the root file system,
checking the firewall setting, synchronizing the server time, and checking the SELinux

setting.
For each procedure, see “Settings after configuring hardware" in Chapter 1, “Determining a system

configuration” in the Installation and Configuration Guide.

13) Installing EXPRESSCLUSTER
For the installation procedure, see the Installation and Configuration Guide.
After installation is complete, restart the OS.

14) Registering the EXPRESSCLUSER license
For the license registration procedure, see the Installation and Configuration Guide.
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4.3 Configuring the EXPRESSCLUSTER
settings

Configure the following on the WebManager cluster generation wizard.
For the WebManager setup and connection procedures, see Chapter 5, “Creating the cluster
configuration data" in the Installation and Configuration Guide.

This section describes the procedure to add the following resources and monitor resources:

« Mirror disk resource

« Azure probe port resource

« Azure probe port monitor resource

» Azure load balance monitor resource

« Custom monitor resource (for NP resolution)

« IP monitor resource (for NP resolution)

« Multi-target monitor resource (for NP resolution)
For the settings of other resources and monitor resources, see the Installation and Configuration Guide
and the Reference Guide.

1) Creating a cluster
Start the cluster generation wizard to create a cluster.

€ Creating a cluster

1. Access WebManager. Then, the following dialog box is displayed.
Click Start cluster generation wizard.
| £/ Confirm -

The cluster is not constructed

‘ Start cluster generation wizard ‘

| Import cluster configration file ‘

Close

2. The following dialog box is displayed.
Click Start Cluster Generation Wizard for standard edition.
| &) Confirm -

Start Cluster Generation Wizard

| Start Cluster Generation Wizard for standard edition ‘

| Start Cluster Generation Wizard for simple edition ‘

Close
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3. The Cluster Definition page is displayed.
Enter a desired name in Cluster Name.

Select an appropriate language in Language. After the setting is applied, the display
language of WebManager is changed to the selected language.

Cluster Definition

Cluster Name |C\uster1 ‘
=" Cluster

Comment | ‘

Language |Eng\ish "|

Management |P Address | ‘

Description

Start generating the cluster.

Enter the cluster name, and then select the language (locale) of the environment that runs WebManager.

Ifusing the integrated WebManager to manage multiple clusters, specify a unique cluster name to identify the cluster.
The management IP address is a floating IP address used for 3 WebManager connection. If establishing connections by
specifying each server IP address, the management IP address can be omitted.

To continue, click [Nexi]

< Back H Next = H Cancel ‘

4. The Server Definition page is displayed.
The instance connected to WebManager is displayed as a registered master server.

Click Add to add the remaining instances (by specifying the private IP address of each
instance).

Server Name or IP Address:

[1050111 |

Description

Enter an IP address or a senver name

When entering a server name, name resolution is necessary.
Both IPv4 and IPv6 for IP address can be used.

When entering an IP address, the server name is automatically
acquired.

OK | | Cancel
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5. Click Next.

‘Server Definition

Server Definition List

Order Name Indd
(Master Server  |node1

1 node2

" Basic Settings

Server Group

‘Server Group Definition

Description

Click "Add" to add servers constructing the cluster.
Click"Up” or "Down"” to change the server priority.
Click "Settings™ to configure the server group when using the server group.

[ <gack |[ mem» || cancel |

6. The Interconnect page is displayed.

Specify the IP addresses (IP address of each instance) to be used for interconnect. In

addition, select mdc1 for MDC as a communication path of a mirror disk resource to be
created later.

Interconnect
Interconnect List

F'nomyl Type ‘ MDC | node1 | node2
1 |Kemel Mode [ » [ mdc1 [w]1050.110 [w]105.0.111 [+

" Interconnect

4 i
Description

[Tr

Configure the interconnect among the servers constructing the cluster Click "Add" to add interconnect and select the type.
For "Kernel mode”, "User mode”, "BMC”, "DISK™ and "COM" settings, configure the route which is used for heartbeat For
“Mirror Communication Only” setting, configure the route which is used only for data mirroring communication.
Configuring more than one routes is recommended.

Click"Up” or "Down"” to configure the priority.

For "Mirror Communication Only” settings, click each server column cell to configure IP addresses.

For the communication route which is used for data mirroring communication, select the mirror disk connect name to be
allocated to the communication route in MDC column

| <gack |[ mea- || cancer |

7. Click Next.
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8. The NP Resolution page is displayed.
Note that NP resolution is not configured on this page. The equivalent feature is
achieved by adding the IP monitor resource, custom monitor resource, and multi-target

monitor resource. Configure NP resolution in "3) Adding a monitor resource."
Click Next.

NP Resolution
NP Resolution List

Type Ping Target node1 node? @
ove

" NP Resclution

Tuning

Description

Configure network partition (NP) resolution function.

In case Ping method NP resolution, click "Add” to add Ping NP resolution resource and click Ping target column cell to
configure IP address of Ping destination

Click each server column cell to configure "Use” or "Do not use”.

The detailed settings can be verified and changed by clicking "Properties”

Click "Tuning” to configure the actions at NP occurrence.

| < Back || MNext = H Cancel ‘
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2) Adding a group resource

@ Defining a group
Create a failover group.

1. The Group List window s displayed.
Click Add.

Group
Group List

MName Type

%

Description

Configure failover group to be 3 unit of fail over.

Click "Add" to add a group.

Click "Properties” to configure the properties of the selected group.
Click"Group Resource” to add resource to the selected group.

| <Back || Mext> H Cancel ‘
2. The Group Definition window is displayed.
Specify a failover group name (failoverl) for Name.
Type |faihwer ‘V|

[] Use Server Group Settings

MName |fa\|ovsr1 ‘

Basic Settings Comment [ |

Description

Select group type.

If using virtual machine resources to cluster virtual machines, select "Virtual machine” as the type In other cases, select
“Failover”.

If using server group, check the "Use Server Group™

<gack | [ nee> ][ cancar |

3. Click Next.
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4. The Servers that can run the Group page is displayed.
Click Next without specifying anything.

Servers that can run the Group

Failover is possible on all servers|

Servers that can run the Group

Ayailable Servers
Seners Servers
- nodel
o node2
<Add
* Startup Servers
4] i D

Description

Select the server which can run the group and configure the priority of the servers.

In case that all the servers which are registered to the cluster can start the group, check "Failover is possible at all servers”
on. The priority order is the order which was set when the server was registered to the cluster.

In case setting individually the server which can start the group, check “Failover is possible at all servers” off. Select the server
which can start the group from the "Available Servers” list on the right side, and click "Add™ to add the server to "Servers that
can run the Group” list. Click "Up” or "Down” to change the priority order.

[ <Back |[ mea= || cancel |

5. The Group Attribute Settings page is displayed.
Click Next without specifying anything.

Group Attribute Settings
Startup Aftribute
@) Auto Startup ) Manual Startup
Failover Attribute
(@) Auto Failover
@ Use the startup senver settings
(2 Failover dynamically
[ Perform a Forced Failover
[ Prioritize failover policy in the senver group
Group Attributes [ Perform a Smart Failover
(3 Prioritize failover policy in the server group
[[] Enable only manual failover among the server groups
) Manual Failover
Failback Attribute

) Auto Failback ® Manual Failback

Description

Configure starting failover group or actions of fail over.

In case not automatically starting the group at cluster startup, set "Startup Attribute™ to "Manual Startup™

In case selecting the fail over destination considering the status of the monitor resource of each server at failure occurrence,
select "Failover dynamically” in “Auto failover™. In case failover using the server group settings and prioritizing the server inside
the same server group, select "Prioritize the failover policy inside the server group™.

| -E:m: || hext = H Cancel ‘
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6. The Group Resource page is displayed.
On this page, add a group resource following the procedure below.

Group Resource
Group Resource List

Name Type

Remove

I

Group Resources

Description

Click"Add" to add resources.
Click "Properties” to configure the properties ofthe selected resource.

[ <gack |[ Fmsn || cancel |
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€ Mirror disk resource
Create a mirror disk resource.
For details, see “Understanding mirror disk resources" in Chapter 4, “Group resource details”

in the Reference Guide.

1. Click Add on the Group Resource List page.

2. The Resource Definition of Group window is displayed.
Select the group resource type (mirror disk resource) from the Type box and enter the
group name (md) in the Name box.

Group Resource Definitions
e R -
Name ‘md |
Comment ‘ |
Description
Selectthe type of group resource and enter its name.
= Back || Next = H Cancel ‘
3. Click Next.
4. The Dependent Resources page is displayed.
Click Next without specifying anything.
Dependent Resources Ayailable Resources
Name Resource type < Add Name
= AWYS Elasticl...
- |AWS virtual ip
- \Azure probe p.
- floating ip res
— virtual ip reso
Dependency
| = Back || Next = H Cancel ‘
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5. The Recovery Operation at Activation Failure Detection and Recovery Operation
at Deactivation Failure Detection page is displayed.
Click Next.

Execute Script before or after Activation or Deactivation

Recovery Operation at Activation Failure Detection

Retry Count J time
Failover Threshold J time

Final Action No operation (not activate next resource) |v|

[[] Execute Script before Final Action

rRecovery Operation at Deactivation Failure Detection
Retry Count at Deactivation Failure 0] time

Final Action Stop the cluster service and shutdown OS |v|

Recovery Operation [] Execute Script before Final Action

| < Back || MNext = H Cancel ‘

6. The Details page is displayed.
Enter the device name of the partition created in "6) Configuring virtual machines" in
Data Partition Device Name and Cluster Partition Device Name. Specify Mount
Point and File System. Click Finish to finish setting.

Common r &3 node r &3 node2 |

Mirror Parition Devics Name |fdeMINMP1 |v‘
Mount Point [roewima |
Data Pariition Devics Name iaewsaca [~]
Cluster Partition Devics Name Jigevacs [~]
File Systsm [exs [~]

Wirror Disk Connect

" Details

| < Back || Finish H Cancel ‘
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Azure probe port resource

When EXPRESSCLUSTER is used on Microsoft Azure, EXPRESSCLUSTER provides a

mechanism to wait for alive monitoring from a load balancer on a port specific to a node in which
operations are running.

For details about the Azure probe port resources", see “Understanding Azure probe port
resources" in Chapter 4, “Group resource details” in the Reference Guide.

1. Click Add on the Group Resource List page.

2. The Resource Definition of Group window is displayed. Select the group resource

type (Azure probe port resource) from the Type box and enter the group name
(azureppl) in the Name box.

Group Resource Definitions

Type ‘Azure probe portresource

MName ‘amrepm |

Comment ‘ |

Get Licence Info

Description

Select the type of group resource and enter its name.

| < Back || Next = H Cancel ‘

3. Click Next.
4. The Dependent Resources page is displayed. Click Next without specifying anything.

Follow the default dependen
Dependent Resources Available Resources
Name Resource type < Add Name
" Dependency
| < Back || Mext = H Cancel ‘
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5. The Recovery Operation at Activation Failure Detection and Recovery Operation
at Deactivation Failure Detection page is displayed. Click Next.

Execute Script before or after Activation or Deactivation

rRecovery Operation at Activation Failure Detection

Retry Count 5| time
Failover Threshold 1) time
Final Action No operation (not activate next resource) |v|

[[] Execute Script before Final Action

~Recovery Operation at Deactivation Failure Detection
Retry Count at Deactivation Failure 0] time

Final Actign Stop the cluster service and shutdown 0S8 |v|

Recovery Operation [] Execute Script befare Final Action

[ <gack |[ mea- || cancel |

6. For Probeport, enter the value specified for Port when configuring a load balancer
(configuring health probe).

Prabeport 26001

" Details

[ <gace |[ Fmsn || cancer |

7. Click Finish.
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3) Adding a monitor resource

€ Azure probe port monitor resource
The port monitoring mechanism for alive monitoring is provided for the node in which the
Microsoft Azure probe port resource is running.

For details about the Azure probe port monitor resource, see “Understanding Azure probe port
monitor resources” in Chapter 5, “Monitor resource details” in the Reference Guide.

Adding one Azure probe port monitor resource creates one Azure probe port monitor resource
automatically.

€ Azure load balance monitor resource
The mechanism to monitor whether the port with the same port number as the probe port is
open or not is provided for the node in which the Microsoft Azure probe port resource is not
running.

For details about the Azure load balance resource, see “Understanding Azure load balance
monitor resources" in Chapter 5, “Monitor resource details” in the Reference Guide.

Adding one Azure probe port resource creates one Azure load balance monitor resource
automatically.

4 Custom monitor resource
Sets a script to monitor whether communication with Microsoft Azure Service Management API
is possible, and also monitors health of communication with an external network.

For detalls about the custom monitor resource, see “Understanding custom monitor resources"
in Chapter 5, “Monitor resource details” in the Reference Guide.

1. Click Add on the Monitor Resource List page.

Monitor Resource

Monitor Resource List

Name Type
|azurelow Azure load balance monitor
azureppw Azure probe port monitor
mdnwi1 mirror disk connect monitor
mdw1 mirror disk monitor
usenw user mode monitor

=" Monitor

Description

Click "Add" to add monitor resource
Click "Property” to configure the properties ofthe selected monitor resource.
Click "Finish™ to complete creating a cluster.

| = Back || Finish H Cancel ‘
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2. Select the monitor resource type (custom monitor) from the Type box and enter the
monitor resource hame (genw1) in the Name box.

Monitor Resource Definition

Type ‘custom monitor | - ‘
MName ‘genwﬂ |
Comment ‘ |

Get Licence Info

Description

Select the type of monitor resource and enter its name.

<pack |[ _nea> ][ cancer |

3. Click Next.
4. The Monitor (common) page is displayed.
Confirm that Monitor Timing is Always and click Next.

Interval 60| sec
Timeout 4120 see

[[] Do Not Retry at Timeout Occurrence

[] Do Mot Execute Recovery Action at Timeout Occurrence

Retry Count 0| time

Wait Time to Start Monitoring 0| sec
" Monitor(common) TR T
® Aways
2 Active
Target Resource
Mice Value Ny 0
Choose servers that execute monitoring

[ ] L] e ]
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5. The Monitor (special) page is displayed.
Select Script created with this product.
The following shows the sample of a script to be created.

#! /bin/sh
<EXPRESSCLUSTER installation_path>/bin/clpazure_port_checker —h
management.core.windows.net -p 443exit $?

Select Synchronous for Monitor Type.

(2 User Application
(® Script created with this product

Eile genw.sh

View ‘ | Edit | | Replace

Monitor Type

@) Synchronous ) Asynchronous

. . . Log Output Path
" Monitor(special)

[] Rotate Log

Rotation Size byte

Mormal Return Value 0

Viewer/Editor tool can be changed

| = Back || Next = H Cancel ‘

6. Click Next.

7. The Recovery Action page is displayed.

Select Execute only the final action for Recovery Action, LocalServer for Recovery
Target, and No operation for Final Action.

Recovery Action ‘Execute only the final action ‘v|
Recovery Target LocalServer
Recovery Script Execution Count time
[ Execute Script before Reactivation
Maximum Reaclivation Count time
[ Execute Script before Failover
Recovery Action [ Execute migration before Failover
Maximum Failover Count time
[ Execute Script before Final Action
FEinal Action Mo operation ‘ V|
Script Settings
| < Back | | Finish | ‘ Cancel ‘

8. Click Finish to finish setting.
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*

IP monitor resource
Creates an IP monitor resource to monitor communication between clusters that are configured
with virtual machines, and also to monitor whether communication with an internal network is

health.

For details about the IP monitor resource, see “Understanding IP monitor resources” in Chapter
5, “Monitor resource details” in the Reference Guide.

1. Click Add on the Monitor Resource List page.
2. Select the monitor resource type (ip monitor) from the Type box and enter the monitor
resource name (ipwl) in the Name box.

Monitor Resource Definition

Type ‘\p monitor

MName ‘ip\m |

Comment ‘ |

Get Licence Info

Description

Select the type of monitor resource and enter its name.

< Back || Next= H Cancel ‘

3. Click Next.
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4. The Monitor (common) page is displayed.
Confirm that Monitor Timing is Always.

Interval 30| sec
Timeout 20| sec

[] Collectthe dump file of the monitor process at imeout occurrence
[[] Do Mot Retry at Timeout Occurrence

[ Do Mot Execute Recavery Action at Timeout Occurrence

Retry Count ’j time
Wait Time to Start Monitoring ’j sec
Menitor(commen) Monitor Timing
® Always
2 Active

Target Resource Browse

Micg Value

Choose senvers that execute monitoring Server

Bl

[ <mack |[ mew= |[ cancel |

Select one available server for Choose servers that execute monitoring.

) All Servers
® Select

Servers that can run the Group Ayailable Servers
MName

Name
node1 | node2

o] Comen [0 |

Click Next.
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5. The Monitor (special) page is displayed.

‘Common r & node r &5 node2 |
|P Addresses
IP Address Indd
Remove
Edit
Monitor(special)
el Lo

On the Common tab, select Add of IP Address and set an IP address of a server other
than the server selected in step 4.

e |

IP Address 10.5.0.111

[ox ][ cance ]
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6. Click Next.

‘Common rﬁnodeﬂ rﬁnodez |
|P Addresses

IP Address ‘ Add
10.5.0.111 |

Remove
Monitor(special)
[ <gack |[ mea- || cancel |

7. The Recovery Action page is displayed.

Select Execute only the final action for Recovery Action, LocalServer for Recovery
Target, and No operation for Final Action.

Recovery Action ‘Execute only the final action ‘v|
Recovery Target LocalServer
Recovery Script Execution Count time ‘
[] Execute Script before Reactivation
Maximum Reaclivation Count time
[ Execute Script before Failover
Recovery Action [] Execute migration before Failover
Maximum Failover Count time
[ ] Execute Script before Final Action
Final Action Mo operation ‘ '|
Script Settings
| < Back | | Finish | ‘ Cancel ‘

8. Click Finish to finish setting.

9. Then, create a monitor resource on the other server. Click Add on the Monitor
Resource List page.
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10.Select the monitor resource type (ip monitor) from the Type box and enter the monitor
resource name (ipw2) in the Name box.

Monitor Resource Definition

Type ‘\p monitor | - ‘
MName ‘ipr |
Comment |

Get Licence Info
Description

Select the type of monitor resource and enter its name.

<pack |[ _nea> ][ cancer |

11.Click Next.
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12.The Monitor (common) page is displayed.

Confirm that Monitor Timing is Always.

" Monitor(common)

Interval

Timeout

[[] Collect the dump file of the monitor process attimeout occurrence

[[] Do Not Retry at Timeout Occurrence

[] Do Mot Execute Recovery Action at Timeout Occurrence

Retry Count
Wait Time to Start Monitoring
Monitor Timing

® Aways

2 Active

Target Resource

’E sec
’E sec

'E time
’j sec

Browse

Mice Value

Choose servers that execute monitoring

Server

B

[ <gack |[ mea- || cancel |

Select one available server for Choose servers that execute monitoring.

) All Servers
® Select
Servers that can run the Group Ayailable Servers
Name Name
node2 node1
[Lox ][ cancer |[ spoy |
Click Next.
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13.The Monitor (special) page is displayed.

‘Common r & node r &5 node2 |
|P Addresses
IP Address Indd
Remove
Edit
Monitor(special)
el Lo

On the Common tab, select Add of IP Address and set an IP address of a server other
than the server selected in step 12.

e |

IP Address 10.5.0.110

Co] o |
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14.Click Next.

‘Common r & node r &5 node2 |

|P Addresses

IP Address | Indd
10.5.0.110 |

Monitor(special)

[ ) L] e |

15.The Recovery Action page is displayed.

Select Execute only the final action for Recovery Action, LocalServer for Recovery
Target, and No operation for Final action.

Recovery Action ‘Execute only the final action ‘v|
Recovery Target LocalServer
Recovery Script Execution Count time ‘
[] Execute Script before Reactivation
Maximum Reaclivation Count time
[ Execute Script before Failover
Recovery Action [] Execute migration before Failover
Maximum Failover Count time
[ ] Execute Script before Final Action
Final Action Mo operation ‘ '|
Script Settings
[ <gack |[ Fmsn || cancel |

16.Click Finish to finish setting.
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€ Multi-target monitor resource
Creates a multi-target monitor resource to check the statuses of the custom monitor resource
and IP monitor resource. The custom monitor resource monitors communication to Microsoft
Azure Service Management API. The IP monitor resource monitors communication between
clusters that are configured with virtual machines.
If their statuses are abnormal, execute the script in which the processing for NP resolution is
described.

For details about the multi-target monitor resource, see “Understanding multi-target monitor
resources" in Chapter 5, “Monitor resource details” in the Reference Guide.

1. Click Add on the Monitor Resource List page.
2. Select the monitor resource type (multi-target monitor) from the Type box and enter the
monitor resource name (mtw1) in the Name box.

Monitor Resource Definition

Type ‘mu\h’-larget maonitor | - ‘

MName ‘m!wﬂ |

Comment

Get Licence Info

Description

Select the type of monitor resource and enter its name.

< Back || MNext = H Cancel ‘
3. Click Next.
4. The Monitor (common) page is displayed.
Confirm that Monitor Timing is Always and click Next.
Interval 30| sec
Timeout 30| sec
[[] Collect the dump file of the monitor process attimeout occurrence
[] Do Mot Retry at Timeout Occurrence
[] Do Mot Execute Recovery Action at Timeout Occurrence
Retry Count I_O time
Wait Time to Start Monitoring 0| sec
" Monitor(common) AT EITT T
® Aways
) Active
Target Resource
Mice Value Ny U
Choose servers that execute monitoring
| < Back || MNext = H Cancel ‘
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5. The Monitor (special) page is displayed.
From Available Monitor Resources, select the custom monitor resource (genwl) for
checking communication with Service Management APl and two IP monitor resources

(ipwl and ipw2) that are set to both servers. Then, click Add to add them to Monitor
Resource List.

Monitor Resources Ayailable Monitor Resources

Monitor Resource | Type Monitor Resource | Type
genw1 genw
ipw2 Jipw

Monitor(special)

| = Back || Next = H Cancel ‘

6. Click Next.
7. The Recovery Action page is displayed.
Select Execute only the final action for Recovery action, LocalServer for Recovery

Target, and No operation for Final action, and select the Execute Script before Final
Action check box.

Click Script Settings and create a script to be executed when the multi-target monitor
resource detects an error.

Recovery Action Execute only the final action ‘v|

Recovery Target LocalServer

Recovery Script Execution Count

4

[] Execute Script before Reactivation

Maximum Reactivation Count time

q

[ Execute Script before Failover
" Recovery Action [ Execute migration before Failover

Maximum Failover Count time

[ Execute Script before Final Action

Final Action Mo operation ‘vl

Script Settings

| = Back || Finish H Cancel ‘
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8. The script editing dialog box is displayed.

Select Script created with this product and click Edit to edit the script. The following
shows the sample of a script to be created.

Specify the following by referring to "3.1 Creation example." The ports differ depending
on operations.

- Load balancing rule > Backend port of the load balancer

- Load balancing rule > Port of the load balancer

Set the public IP address that you wrote down in "11) Setting the inbound security rules”
to the following:

- Frontend IP (public IP address) of the load balancer

#! /bin/sh

<EXPRESSCLUSTER installation_path>/bin/clpazure_port_checker -h 127.0.0.1 -p
<Backend_port_of the load balancer_of Load balancing_rule>

if [$? -ne 0]

then

clpdown

exit 0

fi

<EXPRESSCLUSTER_installation_path>/bin/clpazure_port_checker -h
<Frontend_IP(public_IP_address) of the load balancer> -p
<Port_of the load_balancer_of Load_balancing_rule>
if [$?7 -ne 0]
then

clpdown

exit 0
fi

For Timeout, specify a value larger than the timeout value of clpazure_port_checker
(fixed to five seconds). In the case of the above sample script, it is recommended to set
a value larger than 10 seconds in order to execute clpazure_port_checker twice.

Click OK.

Edit Script -
Script

) User Application
@) Script created with this product
Eile preaction.sh

View ‘ | Edit | ‘ Replace |
Timegut 10 sec

iewer/Editor tool can be changed

9. Click Finish to finish setting.
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4) Setting the cluster properties

For details about the cluster properties, see “Cluster properties" in Chapter 2, “Functions of the
Builder” in the Reference Guide.

€ Cluster properties

Configure the settings in Cluster Properties to link Microsoft Azure and

EXPERSSCLUSTER.

1. Enter Config Mode from WebManager, right-click a cluster name, and select
Properties.
& [ Cluster1] Cluster Properties -

Alert Senvice rWEbMaﬂager rAlerILug rDeIayWammg rlvlirmrl\gem rMirmrDriver rExtensicm |
' Interconnect rNF’ Resolution rT\meout rF’onNa rF'ortNo.[Mirror) rPonNo.(Log) rMonitor rRecovew ‘

Cluster Name Cluster

Comment ‘

|V‘

Language ‘Engl\sn
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2. Select the Timeout tab. For Timeout of Heartbeat, specify a value calculated by
"A+B+30" ("Time that the multi-target monitor resource requires to detect an error"+30
seconds).

A: Interval of the monitor resource being monitored by the multi-target monitor

resource for NP resolution x (Retry Count+1)

* Among three monitor resources, select the monitor resource whose calculation

result is the largest.

B: Interval of the multi-target monitor resource x (Retry Count+1)
Note: If Timeout of Heartbeat is shorter than the time that the multi-target monitor
resource requires to detect an error, a heartbeat timeout will be detected before
starting the NP resolution processing. In this case, the same service may start doubly
in the cluster because the service also starts on the standby server.

B [ Cluster1 ] Cluster Properties -
Alert Senice r’WehluIanager rA\enLng rDeIayWarning rrmrmrﬂ\gem r’M\rmrDrwer rExlensmn |
Info Interconnect rNF‘ Resolution rTlmeuul rPUF[NU. rPunNu(rv1|rrur) rFunNU (Log) rMumlur rRecuvery |
Server Sync Wait Time J min
Heartbeat
Interval 3| sec
Timeout 120| sec
Server Internal Timeout 180 sec
| oK || Cancel || Apply ‘
3. Click OK.
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5) Applying the settings and starting the cluster

1. After all settings are complete, click the icon to apply the settings under the menu.

File View Edit Help

‘._ﬂ- Config Mode |v| lﬂ@ l@lﬁl
4

1) Clustert

Name

¢ [ Servers Senvers
&3 node1 Groups
&3 node2 Wonitors

¢ (30 Groups
& railover1

(23 Monitors
Type Received Time Time ¥ Server Mame Module Name EventID
4] Il [»

\
2. The dialog box to confirm to restart the manager is displayed.
|5 Cluster Builder

Apply the changes.
To apply the changes, the following operations must be performed.

Restartthe manager

Do you want to perform the operations?

——

3. Click OK.
4. Click OK again on the following dialog box.

Cluster Builder

Cancel |

® The application finished successfully.
Restart the WebManager.
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5. Change the mode to Operation Mode and click Start Cluster from the Service menu.

File View | Senice | Tool Help
|@ Operatio| Suspend Cluster lE‘
Resume Cluster |
Stopped| _, N
L stopp Start Cluster W
Stop Cluster
Restart Manager
Start Mirror Agent
Stop Mirror Agent
e
Type Received Time Time ¥ Server Mame Module Name Event ID
4 Il [»
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4.4 Verifying the created environment

Verify whether the created environment works properly by generating a (dummy) monitoring error
to fail over a failover group.
If the cluster is running normally, the verification procedure is as follows:

1.

2.
3.

4.

Start the failover group (failoverl) on the active node (nodel). In the Status tab on the
Cluster WebUI, confirm that Group Status of failoverl of nodel is Normal.

Change Operation Mode to Verification Mode from the Cluster WebUI pull-down menu.
In the Status tab on the Cluster WebUI, click the Enable dummy failure icon of azureppw1l
of Monitors.

After the Azure probe port resource (azureppl) activated three times, the failover group
(failoverl) becomes abnormal and fails over to nodeZ2. In the Status tab on the Cluster
WebUI, confirm that Group Status of failoverl of node2 is Normal.

Also, confirm that access to the frontend IP and port of the Azure load balancer is normal
after the failover.

Verifying the failover operation in case of a dummy failure is now complete. Verify the operations
in case of other failures if necessary.
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Chapter 5

Cluster Creation Procedure
(for an HA Cluster Using an
Internal Load Balancer)

5.1 Creation example

This guide introduces the procedure for creating a 2-node unidirectional standby cluster using
EXPRESSCLUSTER. This procedure is intended to create a mirror disk type configuration in which
nodel is used as an active server.

The following tables describe the parameters that do not have a default value and the parameters

whose values are to be changed from the default values.

150

Microsoft Azure settings (common to nodel and node2)

Setting item | Setting value
Resource group setting
Name Vnetl
Resource group location Japan East
Virtual network setting
Name Vnetl
Address space 10.5.0.0/24
Subnet name Vnetl-1
Subnet address range 10.5.0.0/24
Resource group name TestGroupl
Location Japan East
Load balancer setting
Name TestLoadBalancer
Type Internal
Virtual network Vnetl
Subnet Vnetl-1
IP address assignment Static
Private IP address 10.5.0.200
Resource group Vnetl
Location Japan East
Backend pool: Name TestBackendPool
Associated to Availability set
Target virtual machine nodel
node2
Network IP configuration 10.5.0.110
10.5.0.111
Health probe: Name TestHealthProbe
Health probe: Port 26001

Load balancing rule: | TestLoadBalancingRule

Name

Load balancing rule: Port | 80 (Port number offering the operation)
Load balancing rule: | 8080 (Port number offering the operation)

Backend port

Microsoft Azure settings (specific to each of nodel and node2)

Setting item Setting value
nodel | node2
Virtual machine setting
VM disk type HDD
User name testlogin
Password PassWord_123
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Resource group name TestGroupl

Location Japan East

Storage account setting

Name clstorageaccl

Performance Standard

Replication Locally-redundant storage (LRS)
Network security group setting

Name | NetSecGroupl

Availability set setting

Name AvailabilitySet1

Update domains 5

Fault domains 3

Diagnostics storage account setting

Name clstorageaccdiagl

Performance Standard

Replication Locally-redundant storage (LRS)

IP configuration setting

IP address | 10.5.0.110 | 10.5.0.111
Blob storage setting

Name Node1Blob | Node2BIlob
Source type New (empty disk)

Account type Standard (HDD)

Size 20

EXPRESSCLUSTER settings (cluster properties)

Setting item Setting value
nodel | node2

Cluster Name Clusterl
Server Name nodel | node2
NP Resolution Tab: Type | Ping
NP Resolution Tab: Ping | 10.5.0.5
Target
NP  Resolution  Tab: | Use Use

<server> column

EXPRESSCLUSTER settings (failover group)

Resource name Setting item

Setting value

Mirror disk resource Name md
Details Tab: Mount Point /mnt/md
Details Tab: Data Partition | /dev/sdc2
Device Name
Details Tab: Cluster Partition | /dev/sdcl
Device Name
Details Tab: File System ext4
Mirror Tab: Execute the initial | On
mirror construction
Mirror Tab: Execute initial mkfs | On
Azure probe port resource | Name azureppl
Probe port 26001 (Value specified for

Port of Health probe)

EXPRESSCLUSTER settings (monitor resource)

Monitor resource name Setting item Setting value
Mirror disk monitor | - -
resource
Azure probe port monitor | Name azureppwl
resource Recovery Target azureppl
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Azure load
monitor resource

balance

Name

aurelbwl

Recovery Target

azureppl
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5.2 Configuring Microsoft Azure

1) Creating aresource group
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a resource group following
the steps below.

1. Select Resource groups or the resource group icon in the menu on the left side of the window.
If there are existing resource groups, they are displayed in a list.

Dashboard v + 7 o 7 & ©

+ Create a resource

All services
All resources
ALL SUBSCRIPTIONS

T Refresh
Dashboard Service Health
Resource groups - Personalized guidance and support when issuss
= in Azure services affect you. Learn more
25 All resources ,1,-@
° Recent =
- i) 1 3
. App Services EJ
m Virtual machines (class... Marketplace Help + support
B virtual machines See maore.

=
sa

SQL databases

Cloud services (classic)
Security Center
Subscriptions

DNS zones

@ Availability sets

. Storage accounts

153



2. Select +Add at the upper left of the window.

Micre ure 2 SOUICes, S s and docs

Resource groups
BEQF 1 L2RY

o= 2dd  EE Editcolumns ) Refresh # 2ssign Tags

Subscriptions:

*
\ All Iocations ~ | | Mo grouping v
=
16items
L1 NAME SUBSCRIPTION LOCATION
) West US
o W) Seuth Central US
gl South Central US
) Japan West
m [.] East Asia
[ ] ) = South Central US
-
- ) e - South Central US
-
™) Narth Euraps
. ) Seuth Central US
L gl South Central US
? ) Japan East
[.] Japan East
®
[’] Japan East
L) ) Japan East
™) Japan East

n
4

3. Specify Resource group name, Subscription, and Resource group location, and click
Create.

rch resources, services and docs

& > Resource group aroup
Resource groups # X Resource group
BEOF LYY Creste an empty resaurce group

= add 22 Edit columns === More

* Resource group name

‘ TestGroupl ‘/|

* Subscription
16items

NAME

+

AR AR I AR A

+

T H e

(3

BB
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2) Creating a virtual network
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a virtual network following
the steps below.

1. Select +Create a resource or the + icon in the menu on the left side of the window.

Dashboard v + ¢ & v @

Create a resource

All services
All resources
ALL SUBSCRIPTIONS

T Refresh
Dashboard Service Health
Resource groups - Personalized guidance and support when issues
= in Azure services affect you. Learn more &3
=
All resources. .@
Recent x
n (1 1 ']
App Services I nJ
Virtual machines (class... Marketplace Help + support
Virtual machines See more.

= SQOL databases
Cloud services (classic)
Security Center
Subscriptions
DNS zones

i Availability sets

= Storage accounts

Select Networking and then Virtual network.

o)

2.

Search resources, services and docs

Azure Marketplace Seeall  Featured See

Get started Virtual network

N
&

Learn mare
Recently created

Compute Load Balancer

Py

| Networking |
Storage Application Gateway
Web + Mobile @ Leam mare
Containers .
Virtual network gateway

Databases & Learn more

Data + Analytics

Local network gateway
Al + Cognitive Services Learn mare
£arn maore
Internet of Things

Enterprise Integration Traffic Manager profile

Learn more

Security + Identity

Developer toals DNS zone
R Learn mare
Menitoring + Management

Add-ons Route table

T

IEQBAE

Blockchain Learn more

ExpressRoute -
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3. Specify Name, Address space, Subscription, Resource group name, Location, Subnet
name, and Subnet address range, and click Create.

\Zure _.-U Search resources, services a

Home > New > Create virtual network

Create virtual network

‘ Wnetl

* Address space @
[ 10500724 V]
10500 - 105.0.253 (256 addresses)

* Subscription

v

( new (@) Use existing

TestGroupl ~
* Location

Japan East w
Subnet
* Name

[ Vrett-1 v]
* Address range @

[ 10500724 v]

10.5.0.0 - 10.5.0.255 (256 addresses)

Pin to dashboard

m Automation options
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3) Creating a virtual machine
Log in to the Microsoft Azure portal (https://portal.azure.com/) and create virtual machines and disks
following the steps below.
Create as many virtual machines as required to create a cluster. Create nodel and then node2.

1. Select +Create aresource or the + icon in the menu on the left side of the window.

Dashboard ¥ + 72 & ~/ @

Create a resource

All services
All resources
ALL SUBSCRIPTIONS

U Refresh
B pashboard Service Health
¥4 Resource groups - Personalized guidance and support when issues
b4 in Azure services affect you. Learn more &
All resources ]
@
° Recent "
n [l 1 3
. App Services ! aJ
m Virtual machines (class... Marketplace Help + support

B virtual machines

=
st

SQL databases
& doud services (classic)
@ Ssecurity Center

? Subseriptions

@ DNS zones
Availability sets

. Storage accounts

2. Select Compute and then See all.

earch resources, services and docs

Azure Marketplace Seeall  Featured See

Get started Windows Server 2016 Datacenter

Quickstart tutoria
Recently created

| Compute | Red Hat Enterprise Linux 7.2
& red Learn more

eamn more
Networking
Storage Ubuntu Server 16.04 LTS
Web + Mobile Quickstart tutorial
Containers

SQL Server 2017 Enterprise Window
Databases Server 2016

. Learn more
Data + Analytics
Reserved VM Instances

Al + Cognitive Services
Learn mare

Internet of Things

Enterprise Integration Service Fabric Cluster
Learn more
Security + Identity

Developer tools Web App for Containers

SOoEED

Menitoring + Management Leam more

Add-ons Function App

Blockchain Quickstart tutoria

n
ES
3
T
n
a
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3. Select CentOS-based 6.9 or CentOS-based 7.4.

Y Filter

* —
[[2 rogue wave x
=
Results
Ly}
NAME PUBLISHER CATEGORY

Cent(Q5-based 7.4 Rogue Wave Software (formerly Ope... Recommended

CentOS-based 7.3 Rogue Wave Software (formerly Ope... Recommended

CentOS-based 6.9 Rogue Wave Software (formerly Ope... Recommended

CentQS-based 74 VM Rogue Wave Software (formerly Ope... Recommended

[
L
L]
=l

CentOS-based 6.8 HPC Rogue Wave Software (formerly Ope... Recommended

50

CentOS-based 7.3 HPC Rogue Wave Software (formerly Ope... Recommended

CentOS-based 7.1 HPC Rogue Wave Software (formerly Ope... Recommended

CentOS-based 6.5 HPC Rogue Wave Software (formerly Ope... Recommended

W T W W W

< & @

]

4. Confirm that Resource Manager is selected for Select a deployment model at the bottom of
the window, and click Create.

R

This distribution of Linux is based on CentQS version 6.9 and is provided by Rogue Wave Software
(formerly OpenLogic). it contains an installation of the Basic Server packages. (0108)

* x Legal Terms

= By clicking the Create button, | acknowledge that | am getting this software from Rogue Wave

ftware (formerly

PUBLISHER CATEGORY

Rogue Wave Software (formerly Ope... Recommended
PUBLISHER

Rogue Wave Software (formerly Ope... Recommended

Learn more

USEFUL LINKS

Rogue Wave Software (formerly Ope... Recommended Pricing details

Rogue Wave Software (formerly Ope... Recommended

Rogue Wave Software (formerly Ope... Recommended

H]

Rogue Wave Software (formerly Ope... Recommended

Rogue |

ve Software (formerly Ope... Recommended

< @& @

Rogue Wave Software (formerly Ope... Recommended

v
I

lect a dej ment model @

]

Rescurce Manager v
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5. The Basics blade is displayed. Specify Name, VM disk type, User name, Password,
Confirm password, Subscription, Resource group name, and Location, and click OK. For
Name, specify nodel for nodel and node2 for node2.

Create virtual machine

* Name

1 Facics > nodel v

Configure basic settings
VM disk typs @

HDD v
* User name

testlogin

3 * Authentication type
Configure optional features SsH public key e ]

~
w ‘é:' Use existing
TestGroup1 v
* Location
Japan East v

6. The Choose a size blade is displayed. Select the size appropriate for the usage purpose of
the virtual machines from the list and click Select. In this guide, A1 Standard is selected.

Create virtual machine

pported disk type Minimum vCPUs Minimum memory (GIiE)
Basic:
1 e v HDD v O 1| O 0

Done

% Recommended | View all

2 Size » D1_V2 Standard D1 Standard Al Standard

Choose virtual machine size

b '
1 wcPu 1 wcPu 11 woeu !

I 1

35 GB 35 GB 1175 6B 1

3 - = = i@ 2 i
Co & Data disks &= Data disks 1 < Data disks 1
24500 % 26500 i 24500 i

Max 10PS Max 10PS 1 Max 10PS 1

' 1

4 B Sk w 0% ! & Load balancing !
' '

¢ Load balancing ¢y Load balancing E E

' '

I 1

i |

I 1

I 1

I '

1 1

7,015.92 7,343.28 | 3,935.76 |

JBY/MONTH (ESTIMATED) JBY/MONTH (ESTIMATED) | 1

JBYMONTH (ESTIMATED)
a
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7. The Settings blade is displayed. Specify Availability set, Storage account, Public IP
address, Network security group, and Diagnostics storage account.

High availability

Availability zone (Preview) @

Done
* Availability set @ 5
3 Settings > MNone
Configure optional features
Storage
Use managed disks @
4 Yes
Network
* Virtual network @
>
Vnet1
""" >
Vnet1-1 (10.5.0.0/24)
* Public IP address @
) >
(new) nodel-ip
* Metwork security group (firewall) @
o >

(new) nodel-nsg

8. Select No for Use managed disks for Storage.

9. Return to the Settings blade and select Availability set. For nodel, the Change availability
set blade is displayed. Select Create new. Specify Name, Fault domains, Update domains,
and click OK. For node2, the Change availability set blade is displayed. Select
"AvailabilitySet1" created for nodel.

5 <, services and docs

availability set Create new

High availability * Name
Availability zone (Preview) @ You can create a new availability set ‘ AvailabilitySet1 J‘
* or select an existing availability set
i in the same location and resource Fault domains @
ones i group as the VM.
= —) 2
) Update domains @

Create new
e} ;

MNone | °
© Storage
e Use managed disks @
No Yes
2
* Storage account @ 5
m devgroupdisks149
=
: Network
L ] * Virtual network @
>
Vnet1
&
* Subnet @
¢ >
Vnet1-1 (10.5.0.0/24)
] * Public 1P 2cdress @ 5
. w) nodel- -
) (new) nodel-ip
= [__oc | (o< |
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10. Select Storage account. For nodel, the Create storage account blade is displayed. Specify
Name, Performance, and Replication, and click OK. For node2, the Choose storage
account blade is displayed. Select "clstorageaccl" created for nodel.

* Name

‘ clstorageaccl u‘
* o These are the storage accounts in the selected subscription and location Japan ——————
. :
= Performance ®
= Standard
S Create new Replication @
Lacally-redundant storage (LRS) ~

HH > -

Japan East, Stan...
. Japan East, Stan...

-

m Japan East, Stan...
" -

Japan East, Stan...
-
s
@ Japan East, Stan...

>
-

¢ Japan East, Stan...
t K -

Japan East, Stan...

>

® - -
= (o< |

11. Return to the Settings blade and select Public IP address.
12. The Choose public IP address blade is displayed. Select None. Ignore the Create public IP
address blade.
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13. Return to the Settings blade and select Network security group. For nodel, the Create
network security group blade is displayed. Specify Name, and click OK. For node2, the

Storage

Use managed disks @

(new) clstorageacc!

Network

* Virtual network @
Vnet1

* Subnet @
Vnet1-1 (10.5.0.0/24)

* Public IP address @
None
* Network security group (firewall) @

(new) nodel-nsg

Extensions

Extensions @

No extensions

Auto-shutdown

Choose network security grou

These are the network security

groups in
subscription and lacation ‘Japan

East’.

Create new
O None

& & & & &

Choose network security group blade is displayed. Select

the selected

tSecGroupl created for nodel.

* Mame
‘ NetSecGroupl u‘
Inbound rules ®
1000: default-allow-ssh
Any
SSH (TCP/22)
+ Add an inbound rule

Outbound rules @

No results

+ Add an outbound rule

14. Return to the Settings blade and select Diagnostics storage account. For nodel, the Create
storage account blade is displayed. Specify Name, Performance, and Replication, and click
OK. For node2, the Choose storage account blade is displayed. Select clstorageaccdiagl
created for nodel.

vices and docs

5

W ® - ® §

0 These are the storage accounts in the selected subscription and location Japan

East',

Create new
-

Japan East, Stan...

Japan East, Stan...

Japan East, Stan...

Japan East, Stan...

Japan East, Stan...

Japan East, Stan...

Japan East, Stan...

* Name
‘ dstorageaccdiagl ./‘
corewindows.net
Performance @
Standard
Replication @
Locally-redundant storage (LRS) v
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15. Return to the Settings blade, and click OK.

1 Done v (new) NetSecGroup1
Extensions
2 v .

No extensions

3 Settings S Auto-shutdown
Configure optional features Enable auto-shutd o

4 e B Monitoring
- - tics @
Enabled

Bootd
Guest 05 =0

¥ Diagnostics sto

(new) clstorageaccdiagl

Backup
Backup @

[l Enabled

16. The Create blade is displayed. Check the contents displayed on the Create blade and click
Create if the contents are correct.

o Validation passed

Offer details
Standard A1
v by Microsoft
Terms of use | privacy policy

For pricing informaticn and to determine which offerings may be purchased using monetary
<, please contact your reseller.

commitment funds or subscriptio

3 Settings v

Done Summary

Basics
4 S > Subscription

CentOS-based 69 Resource group TestGroup!
Location Japan East
Settings
Computer name nodel
Disk type HDD
User name testlogin
Size Standard A1 -

Terms of use

ated with each

By clicking “Create”, | (3) agree to the legal terms and privacy statement(s]
Marketplace offering above, and (b) agree that Microsoft may share my tact information and
transaction details (including usage volume associated with the offering) with the seller(s) of the
Microsoft does not provide rights for third-party products

b4

offering(s) for transactional purp:

[ e [T ——
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4) Setting a private IP address

Log in to the Microsoft Azure portal (https://portal.azure.com/) and change the private IP address
setting following the steps below. Since an IP address is initially set to be assigned dynamically,
change the setting so that an IP address is assigned statically. Change the settings of nodel and

then node2.

1.

2.
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+ Create a resource

All services

Dashboard
Resource groups
£ All resources
° Recent
. App Services
m Virtual machines (class...

B virtual machines

= s0L databases

Cloud services (classic)
Security Center
Subscriptions

DNS zones

i@ Availability sets

. Storage accounts

Resource groups
BEQF 1 L2RY

Subscriptions:

EE Edit columns

T Refresh @ fesign Tags

All resources
ALL SUBSCRIPTIONS

U Refresh

Marketplace

17 items

NAME

W
)
&)
W

&%)

Gl

Gl

5

W
Gl
Gl
W
)

&)

W e - & §

&gl

(&) TestGroupl

Dashboard v + 7 & / & ®

Service Health

Personalized guidance and support when issues

in Azure services affect you. Learn more &

ﬁl O

All locations

SUBSCRIPTION

Select Resource groups or the resource group icon in the menu on the left side of the window.

Help + support

~ | | No grouping

LOCATION

South Central US
Japan West

East Asia

South Central US
South Central US
North Eurcpe
South Central US
South Central US
Japan East
Japan East
Japan East
Japan East
Japan East
Japan East

Japan East
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3.

4.

5.

The summary of TestGroupl is displayed. Select virtual machine nodel or node2 from the item
list.

Groupl
group

* @) Overview
E B Activity log
L s Access control (IAM)
& Tags
SETTINGS
Quickstart

+) Resource costs

ek Deployments

[
L
L]
=l

- Policies
L
i= Properties
ﬂ Locks
@
Automation script
MONITORING
@
fiil Metrics
Alert rules

* 0
Overview
L E Activity log
) sl Access control (JAM)
‘ Tags

¥ Diagnose and solve problems

. SETTINGS
E & Networking

2 Disks
L
- @ size
sl

7 Extensions
@

sbility set

a

& Configuration
t Properties
@ & Locks

Automation script

@ Delete resource group () Refresh = Move L

Subscription {change)

Deployments
3 Succeeded

Subscription ID

All types ~ | | Alllocations ~ || Ne
9 items

NAME TYPE LOCATION

AvailabilitySet] Availability set Japan East
B clstorageacel Storage account Japan East
E5 distorageacediagl Storage account Japan East
) MetsecGroup! Network sacurity group Japan East
i nodel Wirtual machine Japan East
B rodelass Network interface Japan East
Al node2 Virtual machine Japan East
B nodeaso Network interface Japan East
%D Vnetl Virtual network Japan East

e Attach network interface ¥k Detach network interface

I Network Interface: node1435 Effective security rules Topolegy @

Virtual network/subnet: Vnet1/Vnet1-1 Public IP: None Private IP: 10.5.0.4

INBOUND PORT RULES @

@ Network security group NetSecGroup1 (attached to network interface:
node1435)

Impacts 0 subnets, 2 network interfaces

Add inbound port

PRIORITY NAME PORT PROTOCOL SOURCE DESTINATL..  ACTION

1000 default-allow-ssh 22 Tcp Any Any 9 Allow e
65000 AllowVnetinBound Any Any VirtualNet... VirtualNet... @ Allow e
65001 AllowAzureloadBalan... Any Any Azureloa.. Any @ Allow .
65500 DenyAlllnBound Any Any Any Any @ Deny ...

OUTBOUND PORT RULES @

@ Network security group NetSecGroup1 (attached to network interface:
node1435)

Impacts 0 subnets, 2 network interfaces

Add outbound port

PRIORITY NAME PORT PROTOCOL SOURCE DESTINATL..  ACTION

65000 AllowVnetQutBound Any Any VirtualNet... VirtualNet... @ Allow

65001 AllowinternetOutBou... Any Any Any Internet @ Allow . -

Select a network interface displayed in the list. The network interface name is generated

automatically.
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6. Select IP configurations.

IP forwarding settings

*
B Overview
1P forwarding Disabled m
= B Activity log
Virtual network Vnet1
(Y] i Access control (IAM)
= . IP configurations
2t # Ty
* Subnet Vnetl-1(10.5.0.0/24) h
e SETTINGS
. P
[] IP configurations
NAME IPVERSION  TYPE PRIVATE IP ADDRESS PUELIC IP ADDRESS
[ o] DNS servers
@ ipconfigl IPv4 Primary 10.5.0.4 (Dynamic)
Network security group
L -
- Properties
L
& Locks
@
i Automation script
@
? SUPPORT + TROUBLESHOOTING
L Effective security rules
(> Effactive routes
i
e New support request
=

7. Only ipconfigl is displayed in the list. Select it.

8. Select Static for Assignment under Private IP address settings. Enter the IP address to be
assigned statically in the IP address text box and click Save at the top of the window. The IP
address of nodel is 10.5.0.110. The IP address of node2 is 10.5.0.111.

H Save M Discard

The virtual machine associated with this network interface will be restarted to utilize the new
private IP address. The network interface will be reprovisioned and network configuration
settings, including secondary P addresses, subnet masks, and default gateway, will nesd to
be manually reconfigured within the virtual machine. Learn more

Public IP address settings

Public IP address

IS Enabled

Private IP address settings

Virtual network/subnet

Vnet1/Vnet1-1

[ 1050110 v

9. The virtual machines restart automatically so that new private IP addresses can be used.
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5) Adding Blob storage
Log in to the Microsoft Azure portal (https://portal.azure.com/) and add Blob storage to be used for
a mirror disk (cluster partition or data partition). Change the settings of nodel and then node2.

1. Select Resource groups or the resource group icon in the menu on the left side of the window.

Dashboard v + ¢ © v @ ®©

+ Create a resource

All services
All resources
ALL SUBSCRIPTIONS

T Refresh
®=| Dashboard Service Health
¥ Resource groups - Personalized guidance and support when issues
= in Azure services affect you. Learn more &
22 All resources .@
° Recent x
= (1 1 ']
. App Services nJ
B2 virtual machines (class... Marketplace Help + suppart
B virtual machines See more.

-
sa

SQL databases

Cloud services (classic)
Security Center
Subscriptions

DNS zones

@ Availability sets

. Storage accounts

Select TestGroupl from the resource group list.

vices and docs

2.

Resource groups
BEDF 1 L2 kY

= Add S Editcolumns ) Refresh

@ hesign Tags

Subscriptions:

‘ All locations v No grouping ~
17 items
NAME SUBSCRIPTION LOCATION
-
(&gl South Central US
0 &%) = Japan Wast
Py (W) i P Eost Asia
(gl South Central US
= (Call South Central US
= &gl Narth Europe
= Gl South Central US
(&gl South Central US
* &%) Japan East
L Gl Japan East
f (&gl Japan East
® &%) Japan East
Gl Japan East
- (gl L Japan East
B @) TestGroup? Japan East

167



3. The summary of TestGroupl is displayed. Select virtual machine nodel or node2 to which to
add Blob storage from the item list and select Disk.

Groupl
group

@ Delete resource group () Refresh = Move L

Subscription (changs) Deployments
* ) 3 Succeeded
@) Overview
Subscription ID
= B Activity log
LY ] s Access control (IAM)
Al types ~ | | Alllocations ~ | | Ne
& Tags
9items
e SETTINGS NAME TYPE LOCATION
[] Quickstart @i AvailabilitySet] Availability set Japan East
] D Resource costs ES dstorageaccl Storage account Japan East
— oy Deployments E5 distorageacediagl Storage account Japan East
- ) MetsecGroup! Network sacurity group Japan East
- Policies
= ol nodel Wirtual machine Japan East
i= Properties
@ B rodelass Network interface Japan East
ﬂ Locks -
e A node2 Virtual machine Japan East
Automation script n node2680 Network interface Japan East
? %D Vnetl Virtual network Japan East
MONITORING
L]
fiil Metrics
Alert rules

4. Select +Add data disk.

o & it

* . 0s disk
ey STORAGE ACCOUNT

- » NAME SIZE TYPE ENCRYPTION HOS

E Activity log

nadel 30 GiB Standard_LRS Not enabled Rea

Y] M Access control (IAM)

& T Data disks
° ¥ Diagnose and solve problems Mane

+ Add data disk

. SETTINGS
E A& Networking
— = Disks
- @ Sie
=

7 Extensions
L ]

ability set

&

& Configuration
t Properties
@ & Locks

Automation script
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5.

6.

The Attach unmanaged disk blade is displayed. Click Browse right to the Storage container
text box. For Name and Storage blob name, the automatically generated default values are
entered.

* Name

nodel-20180215-104728 v

* Account type @

1023

ESTIMATED PERFORMANCE @
10PS limit 500

Throughput limit (MB/s) 60

* Storage container

B[ eows

* Storage blob name

node1-20180215-104728.vhd v

vices and docs

0 Refresh

+ Storage account

B
NAME TYPE RESOURCE GROUP
clstorageaccl Standard-LRS TestGroupl
clstorageacediagl Standard-LRS TestGroup!

u Standard-LRS
= = Standard-LRS
[ES == = ] Standard-LRS -
[ S Standard-LRS
[ 8 = Standard-LRS =

Standard-LRS

- Standard-LRS =
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7.

Select vhds from the container list and click Select.

services and docs

Storage accounts

o Storage account ) Refresh
Is)

NAME

clstorageacc]

clstorageaccdiag]

Containers

cistorageace]

w Container

Q) Refrech

LAST MODIFIED PUBLIC ACCESS L... LEASE STATE

2/15/2018, 10:32:57 AM Private Leased

The Attach unmanaged disk blade is displayed again. Specify Name, Source type, Account
type, Size, and Storage blob name, and click OK. For Name, specify NodelBlob for nodel

and Node2Blob for node2. For Storage blob name, specify NodelBlob.vhd for nodel and
Node2Blob.vhd for node2.

@J Attach unmanaged disk

* Name
NodelBlobl

type

New (empty disk)

* Account type @
Standard (HDD)

* Size (GiB) @
20

ESTIMATED PERFORMANCE @

ICPS limit 500
Throughput limit (MEB/s) 60
* Storage container

https://clstorageacc1.blob.corewindows.net/vhds

* Storage blob name

Node1Blob1.vhd

7
.
.
v
v
7
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9.

Click Save.

jel

i Overview

= B Activitylog

L1 ) ;.'. Access control (IAM)
& Tags

X Diagnose and solve problems

SETTINGS

Networking

50

7 Extensions
Availability set
& Configuration
Properties

8 Locks

®
&
\ {
®

Automation script

OPERATIONS

Hsave X Discard

0OS disk
STORAGE ACCOUNT
NAME SIZE TYPE ENCRYPTION HOS
nodel 30GiB Standard_LRS Not enabled Re
Data disks
STORAGE ACCOUNT
LUN NAME SIZE TYPE ENCRYPTION HOS
0 Mode1Blob1 v 20 GiB Standard_LRS Mot enabled N

+ Add data disk
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6) Configuring virtual machines
Log in to the created nodel and node2 and specify the settings following the procedure below.
Set a partition for the mirror disk resource. Create a file system in the added Blob storage.
Secure an area in the added disk by using the fdisk command and then create a file system.
For details about the partition for the mirror disk resource, see “Settings after configuring hardware”
in “Partition settings for mirror disk resource (when using Replicator)" in Chapter 1, “Determining a
system configuration” in the Installation and Configuration Guide
If the device name will be changed by restarting the OS, use the by-id name.

1. Check the partition list. In the following example, the last line shows the added disk.
$ cat /proc/partitions
major minor #blocks name

8 16 73400320 sdb
8 17 73398272 sdbl
8 0 31459328 sda
8 1 31456256 sdal
8 32 20971520 sdc

2. Create a cluster partition and data partition in the added disk by using the fdisk command.
Allocate 1 GB (1*1024*1024*1024 bytes) or more to a cluster partition. (If the size is specified
asjust 1 GB, the actual size will be larger than 1 GB depending on the disk geometry difference.
This is not a problem.) Also, do not create a file system in a cluster partition. The following is
an example of creating one partition including all areas of /dev/sdc.
$ sudo fdisk /dev/sdc
Device contains neither a valid DOS patrtition table, nor Sun, SGI or OSF disklabel
Building a new DOS disklabel with disk identifier 0xe3c83b13.

Changes will remain in memory only, until you decide to write them.
After that, of course, the previous content won't be recoverable.

Warning: invalid flag 0x0000 of partition table 4 will be corrected by w(rite)

The device presents a logical sector size that is smaller than the physical sector size. Aligning
to a physical sector (or optimal 1/0) size boundary is recommended, or performance may be
impacted.

WARNING: DOS-compatible mode is deprecated. It's strongly recommended to switch off the
mode (command 'c) and change display units to sectors (command 'u’).

Command (m for help): n
Command action

e extended

p primary partition (1-4)
p
Partition number (1-4): 1
First cylinder (1-2610, default 1):
Using default value 1

Last cylinder, +cylinders or +size{K,M,G} (1-2610, default 2610): +1G
Command (m for help): p

Disk /dev/sdc: 21.5 GB, 21474836480 bytes

255 heads, 63 sectors/track, 2610 cylinders

Units = cylinders of 16065 * 512 = 8225280 bytes
Sector size (logical/physical): 512 bytes / 4096 bytes
I/O size (minimum/optimal): 4096 bytes / 4096 bytes
Disk identifier: 0xe29ed566
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Device Boot  Start End Blocks Id System
/dev/sdcl 1 132 1060256+ 83 Linux
Partition 1 does not end on cylinder boundary.
Partition 1 does not start on physical sector boundary.

Command (m for help): n
Command action
e extended
p primary partition (1-4)
p
Partition number (1-4): 2
First cylinder (132-2610, default 132):
Using default value 132
Last cylinder, +cylinders or +size{K,M,G} (132-2610, default 2610):
Using default value 2610
Command (m for help): p

Disk /dev/sdc: 21.5 GB, 21474836480 bytes

255 heads, 63 sectors/track, 2610 cylinders

Units = cylinders of 16065 * 512 = 8225280 bytes
Sector size (logical/physical): 512 bytes / 4096 bytes
I/O size (minimum/optimal): 4096 bytes / 4096 bytes
Disk identifier: Oxe29ed566

Device Boot  Start End Blocks Id System
/dev/sdcl 1 132 1060256+ 83 Linux
Partition 1 does not end on cylinder boundary.
Partition 1 does not start on physical sector boundary.
/dev/sdc2 132 2610 19904537 83 Linux

Command (m for help): w
The partition table has been altered!

Calling ioctl() to re-read partition table.

Syncing disks.

If you select Execute initial mkfs when creating the cluster configuration data by using Builder,
EXPRESSCLUSTER creates a file system automatically. Note that existing data in the partition
will be lost.
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7) Configuring a load balancer
Log in to the Microsoft Azure portal (https://portal.azure.com/) and add an internal load balancer

174

following the steps below.

For details, see the following websites:

+ Create a resource

All services

Dashboard

Resource groups

25 All resources

Recent

App Services

Virtual machines (class...

Virtual machines

SQL databases

Cloud services (classic)
Security Center
Subscriptions

DNS zones

@ Availability sets

. Storage accounts

Azure Load Balancer overview
https://docs.microsoft.com/en-us/azure/load-balancer/load-balancer-overview

Create an Internal load balancer in the Azure portal:
https://docs.microsoft.com/en-us/azure/load-balancer/load-balancer-get-started-ilb-arm-portal

All resources

ALL SUBSCRIPTIONS

@

= B »

U Refresh

See maore.

Select +Create a resource or the + icon in the menu on the left side of the window.

2 © @
x O > © @ ()

Dashboard ¥ + ¢ o /7 & @

Service Health

Personalized guidance and support when issues
in Azure services affect you. Learn more B

ﬁ] O

Marketplace Help + support
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2.

Select Networking and then Load balancer.

Azure Marketplace Seeall  Featured Ses
Get started > Virtual network
Learn more

Recently created
Compute Load Balancer

& [
Networking |
Storage Application Gateway
Web + Mobile @ Learn more

Containers

Virtual network gateway
Databases & Learn more

Data + Analytics

Local network gateway
Al + Cognitive Services G Learn more

Internet of Things

Enterprise Integration Traffic Manager profile
Learn more
Security + Identity

Developer tools DNS zone
R Learn more
Monitoring + Management

Acd-ons Route table
«Q
Blockchain Learn more

- Ex_pressR_cute . -
The Create load balancer blade is displayed. Specify Name.

Select Internal for Type.

For Virtual network and Subnet, select the virtual network and subnet created in "2)
Creating a virtual network."

Specify Subscription, Resource group, and Location, and click Create. Deploying the load
balancer starts. This processing takes several minutes.

* Name

‘ TestLoadBalancer ./‘

‘:' Public

() Standard {Preview)

Vnet1 ?
o >
Vnet1-1 (10.5.0.0/24)
* |P address assignment
(®) Static () Dynamic
* Private IP address
[ 105.0.200 v
* Subscription
~
(®) Use existing
TestGroupl ~ .

Pin to dashboard

m Automation options
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8) Configuring a load balancer (configuring a backend pool)

1. Associate a virtual machine registered to the availability set to the load balancer. After the load
balancer has been deployed, select Resource groups or the resource group icon in the menu
on the left side of the window.

o x > & 0 0 = <

Dashboard v + ¢ © v @ ®©

+ Create a resource

All services
All resources
ALL SUBSCRIPTIONS

T Refresh
Dashboard Service Health
Resource groups - Personalized guidance and support when issues
= in Azure services affect you. Learn more &3
22 All resources .@
Recent w
= ] 1 “]
App Services nJ
Virtual machines (class... Marketplace Help + suppaort
Virtual machines See more.

SQL databases

Cloud services (classic)
Security Center
Subscriptions

DNS zones

@ Availability sets

. Storage accounts

2. Select the resource group to which the created load balancer belongs from the resource group
list.

earch resaurces, services and docs

Resource groups
BEDF 1 L2 kY

= Add S Editcolumns ) Refresh @ 2ssign Tags

Subscriptions:

*
‘ All locations ~ No grouping ~
=
17 items
Y] NAME SUBSCRIPTION LOCATION
. -

(&gl South Central US
0 &%) = Japan Wast
Py (W) i P Eost Asia

(gl South Central US
= (Call South Central US
= &gl Narth Europe
= Gl South Central US
a

(&gl South Central US
L ] :

&%) Japan East
L Gl Japan East
f (&gl Japan East
® &%) Japan East

Gl Japan East
Tl '
= (gl L Japan East
= (¥ TestGroupl Japan East
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3. The summary of the selected resource group is displayed. Select the created load balancer
from the item list.

rch resources, services and docs

s] = 2dd  ESeditcolumns @ Deleteresource group ) Refresh =3 Move # Assign Tags
Subscription (changs) Deployments
* e 5 Succeeded
] Overview
Subscription ID
= B Activity log
LY ] s Access control (IAM)
Al types ~ | | Alllocations ~ | | Ne
& Tags
11 items Show all resources
° SETTINGS NAME TYPE LOCATION
[] Quickstart @i AvailabilitySet] Availability set Japan East
] D Resource costs S clstorageaccl Storage account Japan East
— oy Deployments S clstorageacediagl Storage account Japan East
B ) MetsecGroup! Network sacurity group Japan East
- Policies
= ol nodel Wirtual machine Japan East
i= Properties
Y B rodelass Network interface Japan East
ﬂ Locks -
e A node2 Virtual machine Japan East
A Automation script l node2680 Network interface Japan East
? (; TestLoadBalancer Load balancer Japan East
MONITORING
& &= Vnetl Virtual network Japan East
fiil Metrics
f]
- Alert rules
=

4. Select Backend pools.

0 o add ) Refresh
* |,’)
& Overview
VIRTUAL MACHINE VIRTUAL MACHI... NETWORK INTERFACE PRIVATE IP ADDRESS
= E Activity log
No results.
Y] M Access control (IAM)
‘ Tags

¥ Diagnose and solve problems

SETTINGS

Frontend IP configuration

@i Backend pools

t Health probes

=
sl
Load balancing rules
@
5 Inbound NAT rules
a
Properties
t 8 Locks
@ A Automation script
il
: MONITORING
|

Click Add.

The Add backend pool blade is displayed. Specify Name.

For Associated to, select Availability set.

Specify Availability set.

Click Add atarget network IP configuration.

10 Specify the target virtual machine for Target virtual machine and Network IP configuration.
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11. Repeat steps 9 and 10 as many times as the number of target virtual machines.
12. Click OK.

Add backend pool
Test

Balancer

* Name

[ TestBackendPoo v]

AvailabilitySet1
number of virtual machines: 2

Target network IP configurations

Only VMs within the current availability set can be chosen. Once a VM is chosen, you can select a
network IP configuration related to it.

Virtual machine: node1 i}

Network IP configuration: node1435/ipconfig1 (10.5.0.110)

* Target virtual machine @ m
node2 -
size: Standard_A1, network interfaces: 1

*h ork IP ¢ ration @
ipconfig! (10.5.0111) v

‘ + Add a target network IP configuration
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9) Configuring a load balancer (configuring a health probe)

1. Selec

® - &« & = § @B & © =

obes.
h resources, services and docs
bes
TestLoadBalancer - Health probes
Load balancer
o =+ Add
2
& Overview
NAME PROTOCOL PORT USED BY
B Activityleg
No results.

;ﬂ Access control (JAM)
& Tags

K Diagnose and solve problems

SETTINGS
Frontend IP configuration
§ Backend pools
1t Health probes
Load balancing rules
&8 Inbound NAT rules
Properties
ﬂ Locks

@ Automation script

MONITORING

B Diagnostics logs -

2. Click Add.
3. The Add health probe blade is displayed. Specify Name.
4. Specify Protocol and Port, and click OK.

d docs

‘ TestHealthProbe J‘

1P version

L)

seconds
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10)

dBalan

Configuring aload balancer (setting the load balancing rules)
1. Select Load balancing rules.

v— TestloadBalancer - Load balancing rules

v=——  Load balancer

® - &« & = § @B & © =

® Overview

B Activityleg

;ﬂ Access control (JAM)
& Tags

K Diagnose and solve problems

SETTINGS
Frontend IP configuration
§ Backend pools
1 Health probes
Load balancing rules
&8 Inbound NAT rules
Properties
ﬂ Locks

@ Automation script

MONITORING

B Diagnostics logs -

2. Click Add.
3. The Add load balancing rule blade is displayed. Specify Name.
4. Specify Port and Backend port, and click OK.

O

NAME LOAD BALANCING RULE BACKEND POOL HEALTH PROBE

No results.

ices and docs

* Frontend IP address @

(LoadBalancerFrontEnd) v
uop
* Part
80
* Backend port @
[ 8oso v
Backend pool @
TestBackendPool (2 virtual machines) v
Health probe @
TestHealthProbe (TCP:26001) v
Session persistence @
None ~
Idle timeout (minutes) @
O 4
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11) Adjusting the OS startup time, checking the network setting, checking the root file system,
checking the firewall setting, synchronizing the server time, and checking the SELinux

setting.
For each procedure, see “Settings after configuring hardware" in Chapter 1, “Determining a system

configuration” in the Installation and Configuration Guide.

12) Installing EXPRESSCLUSTER
For the installation procedure, see the Installation and Configuration Guide.
After installation is complete, restart the OS.

13) Registering the EXPRESSCLUSER license
For the license registration procedure, see the Installation and Configuration Guide.
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5.3 Configuring the EXPRESSCLUSTER
settings

Configure the following on the WebManager cluster generation wizard.
For the WebManager setup and connection procedures, see Chapter 5, “Creating the cluster
configuration data" in the Installation and Configuration Guide.

This section describes the procedure to add the following resources and monitor resources:

« Mirror disk resource

« Azure probe port resource

« Azure probe port monitor resource

» Azure load balance monitor resource

« PING network partition resolution resource (for NP resolution)
For the settings of other resources and monitor resources, see the Installation and Configuration Guide
and the Reference Guide.

1) Creating a cluster
Start the cluster generation wizard to create a cluster.

€ Creating a cluster

1. Access WebManager. Then, the following dialog box is displayed.
Click Start cluster generation wizard.
B Confirm -

The cluster is not constructed

‘ Start cluster generation wizard ‘

| Import cluster configration file ‘

Close

2. The following dialog box is displayed.
Click Start Cluster Generation Wizard for standard edition.
| &) Confirm -

Start Cluster Generation Wizard

| Start Cluster Generation Wizard for standard edition ‘

| Start Cluster Generation Wizard for simple edition ‘

Close
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3. The Cluster Definition page is displayed.

Enter a desired name in Cluster Name.

Select an appropriate language in Language. After the setting is applied, the display
language of WebManager is changed to the selected language.

Cluster Definition

Cluster Mame |C\uster1 ‘
Cluster

Comment | ‘

Language |Eng\ish "|

Management |P Address | ‘

Description

Start generating the cluster.

Enter the cluster name, and then select the language (locale) of the environment that runs WebManager.

Ifusing the integrated WebManager to manage multiple clusters, specify a unique cluster name to identify the cluster.
The management IP address is a floating IP address used for 3 WebManager connection. If establishing connections by
specifying each server IP address, the management IP address can be omitted.

To continue, click [Nexi]

<gack |[ wen> ][ cancar |

4. The Server Definition page is displayed.
The instance connected to WebManager is displayed as a registered master server.
Click Add to add the remaining instances (by specifying the private IP address of each
instance).

Server Definition
‘Server Definition List

Order Name
(Master Server  |node1

" Basic Settings

Down

Server Group

‘Server Group Definition ‘
Description
Click "Add" to add servers constructing the cluster.
Click"Up~ or "Down" to change the server priority.
Click "Seftings™ to configure the server group when using the server group.

| < Back || Next = | ‘ Cancel ‘

5. Click Next.

183



6. The Interconnect page is displayed.
Specify the IP addresses (IP address of each instance) to be used for interconnect. In
addition, select mdc1 for MDC as a communication path of a mirror disk resource to be
created later.

Interconnect

Interconnect List
Pnon‘tyl Type ‘ MDC | node1 | node2 Add
i |Kemnel Mode | [mdc1 |+ [105.0.110 [+ 1050111 |+

Interconnect

[ 1 1D Down

Description

Configure the interconnect among the servers constructing the cluster.Click "Add" to add interconnect and select the type.
For "Kernel mode”, "User mode”, "BMC™, "DISK™ and "COM" settings, configure the route which is used for heartbeat. For
“Mirror Communication Only” setting, configure the route which is used only for data mirroring communication.
Configuring more than one routes is recommended.

Click "Up” or "Down"” to configure the priority.

For "Mirror Communication Only” settings, click each server column cell to configure IP addresses.

For the communication route which is used for data mirroring communication, select the mirror disk connect name to be
allocated to the communication route in MDC column,

| < Back || MNext = H Cancel ‘

7. Click Next.

8. The NP Resolution page is displayed.
To execute NP resolution by using a ping, click Add to add a line to the NP resolution
list. Click a cell of the Type column and select Ping. Click the cell of the Ping target
column and set the IP address of the device to which to send a ping. Be sure to specify
the IP address of a server other than cluster servers within the Microsoft Azure network.
Click a cell of each server column and select Use or Not use.

MNP Resolution
NP Resolution List
Type T Ping Target | node1 | nods? ‘ |ndd
PFing |*]10505 |use | *Juse ]
" NP Resclution
Description

Configure network partition (NP) resolution function.

In case Ping method NP resolution, click "Add” to add Ping NP resolution resource and click Ping target column cell to
configure IP address of Ping destination

Click each server column cell to configure "Use” or "Do not use”

The detailed settings can be verified and changed by clicking "Properties”

Click "Tuning™ to configure the actions at NP occurrence.

| < Back H Next = H Cancel ‘

9. Click Next.
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Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

2) Adding a group resource

€ Defining a group
Create a failover group.

1. The Group List window s displayed.
Click Add.

Group
Group List

MName Type

%

Group Resource

Description

Configure failover group to be 3 unit of fail over.

Click "Add" to add a group.

Click "Properties” to configure the properties of the selected group.
Click"Group Resource” to add resource to the selected group.

| <Back || Mext> H Cancel ‘
2. The Group Definition window is displayed.
Specify a failover group name (failoverl) for Name.
Type |faihwer ‘V|

[] Use Server Group Settings

MName |fa\|ovsr1 ‘

Basic Settings Comment [ |

Description

Select group type.

If using virtual machine resources to cluster virtual machines, select "Virtual machine” as the type In other cases, select
“Failover”.

If using server group, check the "Use Server Group™

<gack | [ nee> ][ cancar |

3. Click Next.
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5. The Group Attribute Settings page is displayed.

4. The Servers that can run the Group page is displayed.

Click Next without specifying anything.

Servers that can run the Group

Failover is possible on all servers|

Servers that can run the Group

Ayailable Servers
Seners Servers
- nodel
o node2
<Add
* Startup Servers
4] i D

Description

Select the server which can run the group and configure the priority of the servers.

In case that all the servers which are registered to the cluster can start the group, check "Failover is possible at all servers”
on. The priority order is the order which was set when the server was registered to the cluster.

In case setting individually the server which can start the group, check “Failover is possible at all servers” off. Select the server
which can start the group from the "Available Servers” list on the right side, and click "Add™ to add the server to "Servers that
can run the Group” list. Click "Up” or "Down” to change the priority order.

[ <Back |[ mea= || cancel |

Click Next without specifying anything.

Group Attribute Settings
Startup Aftribute
@) Auto Startup ) Manual Startup
Failover Attribute
(@) Auto Failover
@ Use the startup senver settings
(2 Failover dynamically
[ Perform a Forced Failover
[ Prioritize failover policy in the senver group
Group Attributes [ Perform a Smart Failover
(3 Prioritize failover policy in the server group
[[] Enable only manual failover among the server groups
) Manual Failover
Failback Attribute

) Auto Failback ® Manual Failback

Description

Configure starting failover group or actions of fail over.

In case not automatically starting the group at cluster startup, set "Startup Attribute™ to "Manual Startup™

In case selecting the fail over destination considering the status of the monitor resource of each server at failure occurrence,
select "Failover dynamically” in “Auto failover™. In case failover using the server group settings and prioritizing the server inside
the same server group, select "Prioritize the failover policy inside the server group™.

| -a:m: || hext = H Cancel ‘




Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

6. The Group Resource page is displayed.
On this page, add a group resource following the procedure below.

Group Resource
Group Resource List

Name Type

;

Group Resources

Description

Click"Add" to add resources.
Click "Properties” to configure the properties ofthe selected resource.

[ <gack |[ Fmsn || cancel |
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€ Mirror disk resource
Create a mirror disk resource.
For details, see “Understanding mirror disk resources” in Chapter 4, “Group resource details”

in the Reference Guide.

1. Click Add on the Group Resource List page.

2. The Resource Definition of Group window is displayed.
Select the group resource type (mirror disk resource) from the Type box and enter the
group name (md) in the Name box.

Group Resource Definitions
e R -
Name ‘md |
Comment ‘ |
Description
Selectthe type of group resource and enter its name.
< Back || Mext = H Cancel ‘
3. Click Next.
4. The Dependent Resources page is displayed.
Click Next without specifying anything.
Dependent Resources Ayailable Resources
Name Resource type < Add Name
= AWYS Elasticl...
- |AWS virtual ip
- \Azure probe p.
- floating ip res
— virtual ip reso
Dependency
| < Back || Mext = H Cancel ‘
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Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

5. The Recovery Operation at Activation Failure Detection and Recovery Operation
at Deactivation Failure Detection page is displayed.
Click Next.

Execute Script before or after Activation or Deactivation

Recovery Operation at Activation Failure Detection

Retry Count 0f time
Failover Threshold 1) time
Final Action No operation (not activate next resource) |v|

[[] Execute Script before Final Action

rRecovery Operation at Deactivation Failure Detection
Retry Count at Deactivation Failure 0] time

Final Action Stop the cluster service and shutdown OS |v|

Recovery Operation [] Execute Script before Final Action

| < Back || MNext = H Cancel ‘

6. The Details Settings page is displayed.
Enter the device name of the partition created in "6) Configuring virtual machines" in
Data Partition Device Name and Cluster Partition Device Name. Specify Mount
Point and File System. Click Finish to finish setting.

Common r &3 node r &3 node2 |

Mirror Parition Devics Name |fdeMINMP1 |v‘
Mount Point [roewima |
Data Pariition Devics Name iaewsaca [~]
Cluster Partition Devics Name Jigevacs [~]
File Systsm [exs [~]

Wirror Disk Connect

" Details

| < Back || Finish H Cancel ‘
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€ Azure probe port resource

When EXPRESSCLUSTER is used on Microsoft Azure, EXPRESSCLUSTER provides a

mechanism to wait for alive monitoring from a load balancer on a port specific to a node in which
operations are running.

For details about the Azure probe port resources”, see “Understanding Azure probe port

resources." in Chapter 4, “Group resource details” in the Reference Guide.

1. Click Add on the Group Resource List page.

2. The Resource Definition of Group window is displayed. Select the group resource
type (Azure probe port resource) from the Type box and enter the group name
(azureppl) in the Name box.

Group Resource Definitions

Type ‘Azure probe portresource

MName ‘amrepm

Comment ‘

Description

Select the type of group resource and enter its name.

Get Licence Info

| < Back || Next = H Cancel ‘

3. Click Next.

4. The Dependent Resources page is displayed

* Dependency

Follow the default dependen

Dependent Resources

. Click Next without specifying anything.

Available Resources

Name Resource type

< Add

Remove =

Mame

| < Back || Next= H Cancel ‘




Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

5. The Recovery Operation at Activation Failure Detection and Recovery Operation
at Deactivation Failure Detection page displayed. Click Next.

Execute Script before or after Activation or Deactivation

rRecovery Operation at Activation Failure Detection

Retry Count 5| time
Failover Threshold 1) time
Final Action No operation (not activate next resource) |v|

[[] Execute Script before Final Action

~Recovery Operation at Deactivation Failure Detection
Retry Count at Deactivation Failure 0] time

Final Actign Stop the cluster service and shutdown 0S8 |v|

Recovery Operation [] Execute Script befare Final Action

[ <gack |[ mea- || cancel |

6. For Probeport, enter the value specified for Port when configuring a load balancer
(configuring health probe).

Prabeport 26001

" Details

[ <gace |[ Fmsn || cancer |

7. Click Finish.
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3) Adding a monitor resource

192

€ Azure probe port monitor resource

The port monitoring mechanism for alive monitoring is provided for the node in which the
Microsoft Azure probe port resource is running.

For details about the Azure probe port resources", see “Understanding Azure probe port
resources" in Chapter 4, “Group resource details” in the Reference Guide.

Adding one Azure probe port monitor resource creates one Azure probe port monitor resource
automatically.

Azure load balance monitor resource

The mechanism to monitor whether the port with the same port number as the probe port is
open or not is provided for the node in which the Microsoft Azure probe port resource is not
running.

For details about the Azure load balance resource, see “Understanding Azure load balance
monitor resources" in Chapter 5 “Monitor resource details” in the Reference Guide.

Adding one Azure probe port resource creates one Azure load balance monitor resource
automatically.



Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)

4) Applying the settings and starting the cluster

1. After all settings are complete, click the icon to apply the settings under the menu.

File View Edit Help

‘.;} Config Mode |v| lﬂ@ l@lﬂl
4

1) Clustert
¢ [ Servers Senvers
&g node1 Groups
& node2 Wonitors

¢ 23 Groups
Efanuvem

(23 Wonitors

Name

Type Received Time Time ¥ Server Mame Module Name EventID

4] 0 [
2. The dialog box to confirm to restart the manager is displayed.
|5 Cluster Builder

Apply the changes.
To apply the changes, the following operations must be performed.

Restartthe manager

Do you want to perform the operations?

——

| Cancel |
3. Click OK.
4. Click OK again on the following dialog box.
Cluster Builder

® The application finished successfully.
Restart the WebManager.

5. Change the mode to Operation Mode and click Start Cluster from the Service menu.

File View §en|ice|IooI Help

(7 Operatio| Suspend Cluster

Resume Cluster
1A Stopped 1
Start Cluster L

Stop Cluster

Restart Manager
Start Mirror Agent
Stop Mirror Agent

Type Received Time Time ¥ Server Name Module Name Event 1D
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5.4 Verifying the created environment

Verify whether the created environment works properly by generating a (dummy) monitoring error
to fail over a failover group.
If the cluster is running normally, the verification procedure is as follows:

194

1.

2.
3.

4.

Start the failover group (failoverl) on the active node (nodel). In the Status tab on the
Cluster WebUI, confirm that Group Status of failoverl of nodel is Normal.

Change Operation Mode to Verification Mode from the WebManager pull-down menu.

In the Status tab on the Cluster WebUI, click the Enable dummy failure icon of azureppw1l
of Monitors.

When the time specified for Interval elapses, the failover group (failoverl) enters an error
status and fails over to node2. In the Status tab on the Cluster WebUI, confirm that Group
Status of failoverl of node2 is Normal.

Also, confirm that access to the frontend IP and port of the Azure load balancer is normal
after the failover.

Verifying the failover operation in case of a dummy failure is now complete. Verify the operations
in case of other failures if necessary.



Error Messages

Chapter 6 Error Messages

For the error messages related to resources and monitor resources, see the following:
+  Chapter 12, “Error messages” in the Reference Guide.

195



Chapter 7 Notes and Restrictions
7.1 HA cluster using Azure DNS

7.1.1 Notes on Microsoft Azure

* There is a tendency for the performance difference (performance deterioration rate) to increase
in a multi-tenant cloud environment compared to a physical environment or general virtualization
environment (non-cloud environment). Therefore, pay careful attention to this point when
designing a performance-oriented system.

»  Even if a virtual machine is just shut down, its status is Stopped and billing continues. Execute
Stop on the virtual machine setting window of the Microsoft Azure portal to change the virtual
machine state to Stopped (Deallocated).

+  An availability set can be set only when creating a virtual machine. To move a virtual machine to
and from the availability set, it is necessary to create an availability set again.

*+ To set up EXPRESSCLUSTER to work with Microsoft Azure, a Microsoft Azure organizational
account is required. An account other than the organizational account cannot be used because
an interactive login is required when executing the Azure CLI.

7.1.2 Notes on EXPRESSCLUSTER

Please refer the following for notes for EXPRESSCLUSTER on Azure:
EXRESSCLUSTER X Getting Started Guide

*  “Communication port number" in Chapter 5, “Notes and Restrictions”

*  “Azure DNS resources" in Chapter 5, “Notes and Restrictions”

+  “Setting up Azure DNS resources" in Chapter 5, “Notes and Restrictions”
EXRESSCLUSTER X Reference Guide

. “Notes on Azure DNS resources” in Chapter 4, “Group resource details”

. “Notes on Azure DNS monitor resources” in Chapter 5, “Monitor resource details”

Virtual machines are paused for up to 30 seconds for Azure memory preserving maintenance.

Please refer the following for details about memory preserving maintenance.

https://docs.microsoft.com/en-us/azure/virtual-machines/linux/maintenance-and-updates

Therefore, itis recommended to set Heartbeat Timeout parameter on Timeout tab in Cluster Properties

more than 30 sec.

In addition to Heartbeat Timeout, please also note the following.

* Please set Heartbeat Timeout parameter less than OS reboot time.

*  When changing Shutdown Monitor Timeout parameter on Monitor tab in Cluster Properties from
the default value (Use Heartbeat Timeout), please set the parameter less than Heartbeat Timeout.

Please refer the following about the above:

EXRESSCLUSTER X Getting Started Guide

+  “Adjusting OS startup time” in Chapter 5, “Notes and Restrictions”

EXRESSCLUSTER X Reference Guide

+  “Timeout tab” in Chapter 2, “Functions of the Builder”

+  “Monitor tab” in Chapter 2, "Functions of the Builder"
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Notes and Restrictions

7.2 HA cluster using a load balancer

7.2.1 Notes on Microsoft Azure

* There is a tendency for the performance difference (performance deterioration rate) to increase
in a multi-tenant cloud environment compared to a physical environment or general virtualization
environment (non-cloud environment). Therefore, pay careful attention to this point when
designing a performance-oriented system.

+  Even if a virtual machine is just shut down, its status is Stopped and billing continues. Execute
Stop on the virtual machine setting window of the Microsoft Azure portal to change the virtual
machine state to Stopped (Deallocated).

* An availability set can be set only when creating a virtual machine. To move a virtual machine to
and from the availability set, it is necessary to create an availability set again.

7.2.2 Notes on EXPRESSCLUSTER

Please refer the following for notes for EXPRESSCLUSTER on Azure:

EXRESSCLUSTER X Getting Started Guide

*  “Communication port number" in Chapter 5, “Notes and Restrictions”

*  “Azure probe port resources" in Chapter 5, “Notes and Restrictions”

+  “Setting up Azure probe port resources" in Chapter 5, “Notes and Restrictions”

. “Setting up Azure load balance monitor resources" in Chapter 5, “Notes and Restrictions’
EXRESSCLUSTER X Reference Guide

*  “Notes on Azure probe port resources” in Chapter 4, “Group resource details”

. “Notes on Azure probe port monitor resources” in Chapter 5, “Monitor resource details”

. “Note on Azure load balance monitor resources” in Chapter 5, “Monitor resource details”

Virtual machines are paused for up to 30 seconds for Azure memory preserving maintenance.

Please refer the following for details about memory preserving maintenance.

https://docs.microsoft.com/en-us/azure/virtual-machines/linux/maintenance-and-updates

Therefore, itis recommended to set Heartbeat Timeout parameter on Timeout tab in Cluster Properties

more than 30 sec.

In addition to Heartbeat Timeout, please also note the following.

. Please set Heartbeat Timeout parameter less than OS reboot time.

*  When changing Shutdown Monitor Timeout parameter on Monitor tab in Cluster Properties from
the default value (Use Heartbeat Timeout), please set the parameter less than Heartbeat Timeout.

Please refer the following about the above:

EXRESSCLUSTER X Getting Started Guide

+  “Adjusting OS startup time” in Chapter 5, “Notes and Restrictions”

EXRESSCLUSTER X Reference Guide

+  “Timeout tab” in Chapter 2, “Functions of the Builder”

*  “Monitor tab” in Chapter 2, "Functions of the Builder"
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