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Preface
Who Should Use This Guide

The ExpressCluster X Reference Guide is intended for system administrators. Detailed information for setting
up a cluster system, function of the product, maintenance related information, and how to troubleshoot the
problems are covered in this guide. The guide provides supplemental information to the Installation and
Configuration Guide.

How This Guide is Organized

Section |
Chapter 1

Chapter 2
Chapter 3

Chapter 4

Detailed functions of ExpressCluster

Functions of the WebManager

Provides information on function of the ExpressCluster WebManager.
Function of the Builder

Provides information on function of the ExpressCluster Builder.
ExpressCluster command reference

Provides information on commands available to use in ExpressCluster.
Compatible command reference

Provides information on the commands that are compatible to the commands used in the older versions of
ExpressCluster.

Section |1
Chapter 5

Chapter 6
Chapter 7
Chapter 8

Chapter 9

Section 111
Chapter 10

Chapter 11

Chapter 12

Appendix

Appendix A
Appendix B

Resource details

Group resource details

Provides information on group resource which configures a failover group.

Monitor resource details

Provides information on monitor resource which works as a monitoring unit in ExpressCluster.
Heartbeat resources

Provides information on heartbeat resource.

Details of the network partition resolution resource

Provides information on the network partition resolution resource.

Other monitor settings

Provides information on other monitor settings.

Maintenance information

The system maintenance information

Provides maintenance information for ExpressCluster.

Troubleshooting

Provides instruction on how to troubleshoot the problem.

Error messages

Provides explanation on error messages displayed during ExpressCluster operation.

Glossary
Index
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ExpressCluster X Documentation Set

The ExpressCluster X manuals consist of the following five guides. The title and purpose of each guide is
described below:

Getting Started Guide
This guide is intended for all users. The guide covers topics such as product overview, system requirements,
and known problems.

Installation and Configuration Guide

This guide is intended for system engineers and administrators who want to build, operate, and maintain a
cluster system. Instructions for designing, installing, and configuring a cluster system with ExpressCluster are
covered in this guide.

Reference Guide

This guide is intended for system administrators. The guide covers topics such as how to operate
ExpressCluster, function of each module, maintenance-related information, and troubleshooting. The guide is
supplement to the Installation and Configuration Guide.

Integrated WebManager Administrator’s Guide

This guide is intended for system administrators who manage a cluster system using ExpressCluster with the
Integrated WebManager and for system engineers introducing the Integrated WebManager. Details on the
actual procedures required when introducing a cluster system using the Integrated WebManager are described
in this guide.

WebManager Mobile Administrator's Guide

This guide is intended for system administrators who manage a cluster system using ExpressCluster with
WebManager Mobile, and for system engineers who are introducing WebManager Mobile. Details on the
actual procedures required when introducing a cluster system using WebManager Mobile are described in this
guide.
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Conventions

In this guide, Note, Important, Related Information are used as follows:

Note:

Used when the information given is important, but not related to the data loss and damage to the system and

machine.

Important:

Used when the information given is necessary to avoid the data loss and damage to the system and machine.

Related Information:
Used to describe the location of the information given at the reference destination.

The following conventions are used in this guide.

Convention Usage Example
Indicates graphical objects, such as In User Name, type your name
Bold fields, list boxes, menu selections, On the File me:nu click Open batabase
buttons, labels, icons, etc. ' '
Angled
bracket Indicates that the value specified
within the inside of the angled bracket can be | clpstat -s[-h host_namel
command omitted.
line
Indicates path names, commands,
Monospace | system output (message, prompt, | . .\p oo am £iles\EXPRESSCLUSTER
(courier) etc.), directory, file names,
functions and parameters.
Monospace | Indicates the value that a user .
bold actually enters from a command Enter the following:
. . clpcl -s -a
(courier) line.
Monospace Indicates that users should replace
italic italicized part with values that they | clpstat -s [-h host name]
(courier) are actually working with.
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Contacting NEC

For the latest product information, visit our website below:

http://www.nec.com/global/prod/expresscluster/
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http://www.nec.com/global/prod/expresscluster/

Section | Detailed functions of
ExpressCluster

This section explains the details of ExpressCluster functions. Specifically, the function of the ExpressCluster X
WebManager and the Builder is described. It also gives the description of the available commands on
ExpressCluster.

Chapter 1 Functions of the WebManager
Chapter 2 Function of the Builder

Chapter 3 ExpressCluster command reference
Chapter 4 Compatible command reference
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Chapter 1 Functions of the WebManager

This chapter describes the functions of the WebManager.

This chapter covers:

WiINdOW OF the WEDIMIBNAGET ........oouiiiiiiiiiiiee ettt b e bbbt n b b nne 26
Checking the status of each object in the tree view of WebManager............ccocveiiieniiieicicne e 39
Checking the cluster status by the WebManager liSt VIEW ..o 69
Checking alerts using the WEDMAaNAGET ..ot 77
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Window of the WebManager

This chapter provides information about the WebManager window.

Note:
For the language used on the WebManager screen, see "Cluster properties Info tab".

Main window of the WebManager

The WebManager window consists of two bars and three views.

Toolbar Menu bar
Tree view

File fliew Senice 7ol Help
l¢™ pperation Made H IQ |‘ = ‘@i 21 | |
.cster ’, Cluster: cluster | Details
[ Servers

o senvert senver! sener?

server2 ) @
¥ Groups Group Status

Wf_a\lovem failoverd [Online [Offline
¢ (8 Monitors Monitor Status

userw userw [Normal [Normal
List view
Alert view
av
Type Received Time Time ¥ WI' Name Module Name Event ID Message
! 2012/03/03 03:20:45.716 2012/03M15 08:21:23.736 Ervert m 71 Detected a |«
My |2012/03/03 03:33:56.554 2012/103/14 18:33:56.297 sener2 m 71 Detected a. | »|

il 1 [T]
Menu bar

The menu bar has the five menus described below. The contents of these menus differ depending
on the config mode and operation/reference mode. The menu items displayed in the
operation/reference mode are described later in this chapter. For details about the menus
displayed in the config mode, see the next chapter.

File menu
View menu
Service menu

Tool menu

* ¢ 6 o o

Help menu

ExpressCluster X 3.1 for Windows Reference Guide
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Toolbar

If you click one of the five icons or the drop-down menu on the toolbar, you can perform the
same operation as when selecting the corresponding item on the menu bar.

Icon/menu Description Refer to:
(ﬂ_ﬂl Changes the WebManager to the operation mode. Changing the
Operation  This is the same as clicking View on the menu bar and then \c,)\:)itr)gﬂti?)?]ar?]irde
Mode selecting Operate Mode. (Page 28)
| Changes the WebManager to the config mode (online Changing the
c i;: version of the Builder). WebManager
onfig i
Mode This is the same as clicking View on the menu bar and then (()F[)J;r]aetlgg)mode
selecting Config Mode.
Changes the WebManager to the reference mode. Changing the
Reference  This is the same as clicking View on the menu bar and then WebMt.anagez
Mode selecting Reference Mode operation mode
) (Page 28)
? Changes the WebManager to the verification mode. This is Changing the
Verification the same as gl!cklr]g View on the menu bar and then WebM_anager
mode selecting Verification mode. operation mode
(Page 28)
Searches for an alert. Searching for
This is the same as clicking Tool on the menu bar and then an alert by
[ <] selecting Alert Search. using the
WebManager
(Page 29)
Collects logs. This is the same as clicking Tool on the menu  Collecting logs
bar and then selecting Collect Cluster Logs. by using the
WebManager
(Page 32)
Performs reloading. This is the same as clicking Tool onthe  Updating the
o menu bar and then selecting Reload. WebManager
information
(Page 34)
Displays the option. This is the same as clicking Tool onthe  Changing the
menu bar and then selecting Option. WebManager
screen layout
(Page 35)
Displays the time information. This is the same as clicking Checking the
o Tool on the menu bar and then selecting Timelnfo. time
When the time information has been updated, the icon ;?O?I:n;ﬁélon
changes accordingly. The icon reverts to its original form
] hen the time inf tion dialod is displaved WebManager
when the time information dialog is displayed. (Page 35)
Displays Integrated WebManager. This is the same as Executing
clicking Tool on the menu bar and then selecting Integrated  Integrated
WebManager. WebManager
from the
WebManager
(Page 37)

Section | Detailed functions of ExpressCluster
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Tree view

Allows you to see a status of each cluster’s resources such as server and group resources. For
more information, refer to “Checking the status of each object in the tree view of WebManager”
on page 39.

List view

The upper part of the view provides information on each cluster resource selected in the tree view.
The lower part lists the start/stop statuses and comments of each server, group resource, and
monitor resource. If you click Details located on the upper right of the view, further information
will be displayed in a dialog. For more information, see “Checking the cluster status by the
WebManager list view” on page 69.

Alert view

Shows messages describing ExpressCluster operating status. For further information, see
“Checking alerts using the WebManager” on page 77.

Changing the WebManager operation mode

28

The WebManager has the following four operation modes.

& Operation mode
This mode allows the user to see the status of and operate the cluster.
Select Operate Mode on the View menu or the toolbar to switch to the operation mode.
However, if you used the reference mode password for login when starting the WebManager or
connected to the WebManager from a client that is not allowed to perform operations, it is not
possible to switch to the operation mode.

& Reference mode

This mode allows the user to see the cluster status, but not to operate the cluster.
Select Reference Mode on the View menu or the toolbar to switch to the operation mode.

& Config mode
This mode allows the user to set up the cluster and change the settings. The WebManager in the
config mode is called Builder (online version). For details about operations in the config mode,
see the next chapter. Select Config Mode on the View menu or the toolbar to switch to the
Config Mode. However, if you connected to the WebManager from a client that is not allowed
to perform operations, it is not possible switch to the Config Mode.

& Verification mode
This mode allows the user to generate a simulated fault in specified monitor resources.
Select Verification mode on the View menu or the toolbar to switch to the Verification mode.
However, if you connected to the WebManager from a client that is not allowed to perform
operations, it is not possible to switch to verification mode.
If you switch from the verification mode to another mode, a dialog box asks if you want to
cancel the simulated fault status of all the monitor resources. Select Yes to place all the monitor
resources in the simulated fault status back in the normal monitored status. Select No to switch
to another mode while keeping the monitor resources in the simulated fault status.

Note: When the pop-up window is displayed for Operation Mode, Reference Mode, or
Verification Mode in the WebManager, and if switching to Config Mode is performed, the open
pop-up window closes.

The operation performed on the pop-up window continues.
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Searching for an alert by using the WebManager

You can search for an alert by using the WebManager. Searching in this method is useful to view
only a specific type alert.

Note:
For the information on alert logs, see “Checking alerts using the WebManager” on page 77.

To search for an alert, click on the Tool menu or click the alert search icon (1 [) on the toolbar.
The window for specifying alert log search conditions is displayed.

@) Digplay anly tha specified number of alars: a0

) Filtering Settings:

O O
O O
Filter by Date
m === == =
m == = == =
The nurmber of alets to be displayed per page: 50
Ok | ‘ Cancel ‘

To search only the specified number of past alert logs:
1. Select Display only the specified number of alerts.

2. Enter the number of past alert logs to search, and click OK. Past alert logs are
displayed as many as you have specified.
Note:
The maximum value to enter is the number configured in Max Number to Save Alert
Records. To configure Max Number to Save Alert Records, right-click the cluster

icon in the Builder and click Properties on the shortcut menu. In the properties dialog
box click the Alert Log tab.

To search by specifying search conditions:
1. Click Select the filter option.
2. Enter the search conditions in each field and start searching.
Alert Type: Select the type of alerts.

Module Name: Enter the module type.
The values you can enter are as follows.

Module Name Category

pm Whole ExpressCluster

rc Group/resource related

rm Monitor resource related

nm Heartbeat resource related

lankhb Kernel mode LAN heartbeat resource
bmchb BMC heartbeat resource

disknp DISK network partition resolution resource

Section | Detailed functions of ExpressCluster
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Module Name Category

fip Floating IP resource

vcom Virtual computer name resource
vip Virtual IP resource

cifs CIFS resource

diskw Disk RW monitor resource

sdw Disk TUR monitor resource
hdtw Hybrid disk TUR monitor resource
db2 DB2 monitor resources

db2w DB2 monitor resources

ftp FTP monitor resources

ftpw FTP monitor resources

http HTTP monitor resources

httpw HTTP monitor resources

imap4 IMAP4 monitor resources
imap4w IMAP4 monitor resources

odbc ODBC monitor resources
odbcw ODBC monitor resources
oracle Oracle monitor resources
oraclew Oracle monitor resources
oracleas OracleAS monitor resources
oracleasw OracleAS monitor resources
0ss OfficeScan SV monitor resources
0SSW OfficeScan SV monitor resources
otx WebOTX monitor resource
otxw WebOTX monitor resource
pop3 POP3 monitor resources
pop3w POP3 monitor resources

psql PostgreSQL monitor resources
psqlw PostgreSQL monitor resources
smtp SMTP monitor resources
smtpw SMTP monitor resources
sqlserver SQL Server monitor resources
sqlserverw SQL Server monitor resources
tux Tuxedo monitor resources

tuxw Tuxedo monitor resources

was Websphere monitor resources
wasw Websphere monitor resources
wls Weblogic monitor resources
wisw Weblogic monitor resources

ExpressCluster X 3.1 for Windows Reference Guide
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Module Name Category

jra JVM monitor resources

jraw JVM monitor resources

sraw System monitor resources

psw Process name monitor resources

diskperf Disk performance information management module

diskagent Disk agent monitor resource

sdfunc Disk function related

mdadmn Mirror disk related

hdadmn Hybrid disk related

armemd Compatible commands

event Event log

Icns License related

logemd Message output command

ptun Parameter tuning related

lamp Network warning light alert related

mail Mail alert related
Server Name Type in the name of a server whose alerts you want to see.
Event ID Type in an event ID whose alerts you want to see.

For more information on the event ID, refer to Chapter 12, "Error messages" in this
guide.

Start Time, Stop Time: Specify the Start Time and Stop Time to narrow down the
search condition using the time of the event occurrence.

Enter the number of alerts to display on one page in The number of alerts to be
displayed per page and click OK. Research results are displayed based on the time an
alert occurred.

If the results of research are displayed on more than one page, move the page by
clicking Back, Next, and Jump.

Section | Detailed functions of ExpressCluster
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Collecting logs by using the WebManager

Clicking Collect Cluster Logs on the Tool menu or clicking the Collect Cluster Logs icon (_*))
on the toolbar opens the log collection dialog box.

Select severs and its pattern to collect logs

Server Name Pattern
serveri Pattern1 -
server2 Pattern1 -
[ ok || cancet |[ o || Detaut |
Check box
Select check boxes of the servers that have the logs you want to collect.
Pattern
Select the information to be collected. Specify one of Type 1 to Type 3 as the log collection
pattern.
Type 1 Type 2 Type 3
(1) Default collection information v v -
(2) Event log v v
(3) Watoson log v v
(4) User dump v i} j
(5) Diagnosis program report v - -
(6) Registry v v -
(7) Script v v i
(8) Logs of ESMPRO/AC and ESMPRO/UPSC v v -

For detailed information of (1) to (8), see “Collecting logs (clplogcc command)” in Chapter 3,
“ExpressCluster command reference” on page 318.

OK

Starts log collection and displays the dialog box of log collection progress.
Cancel

Closes this dialog box.

Info

Displays the information for each pattern.

Default

Resets the selections of servers and collect patterns to default values.

ExpressCluster X 3.1 for Windows Reference Guide
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Server Mame IP Address Status Progress Result
senverl 10.0.01 Compressing I 7% Mormal
server? 10002 Compressing I 7% Mormal

| update || apot | [ [close |
The dialog box of the log collection progress
Update

Updates the dialog box of the log collection progress.

Abort
Aborts the log collection.

Close

Closes the Log Collection Progress dialog box. Log collection is continued.

At this time, the display of Collect Logs in title view has changed to Progress. Click Progress to
display the Log Collection Progress dialog box again.

Collect Logs Results

Result Description
Normal Log collection succeeded.
Abort Log collection was cancelled by user.

Invalid Parameters

Internal error may have occurred.

Communication Error

Connecting error occurred.

Timeout

Timeout occurred.

Busy

Server is busy.

Compression Error

Error occurred when compressing a file.

File 1/O Error

File 1/O failed.

Not Enough Free Space

There is not enough available space on the disk.

Unknown Error

File does not exist.

When the log collection completes, the browser displays a dialog box that asks where you want

to save the logs. Download the logs to any location.

Section | Detailed functions of ExpressCluster
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| £| Save ==

SaveIn: | Documents |'| E

File Name: |Iog.cah| |
Files of Type: |cabﬁ|e(*.cab) |V|
| Save | | Cancel |

Note:

Logs may not be downloaded properly if nothing is changed for more than 10 minutes.

Note:
If other modal dialog is displayed while collecting logs, the file saving dialog for the log
collection will not be displayed. To display the file saving dialog, close the modal dialog.

Updating the WebManager information

34

Click Reload on the Tool menu or click the reload icon ( @ ) on the toolbar to update the
information displayed in the WebManager.

Note:

If the client data update method of the WebManager is set to Polling, the information displayed
in the WebManager is regularly updated and the latest status is not immediately displayed even if
the status has changed. To display the latest information, click the Reload icon or Reload in the
Tool menu after performing an operation.

To configure the automatic reload interval of the WebManager, Open Cluster Properties dialog
- WebManager tab. Click Tuning button and configure the Reload Interval.

Some objects may be displayed in gray when communications to the connecting destination is
disabled or ExpressCluster is not working at the access destination.
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Changing the WebManager screen layout

The screen layout of the WebManager can be changed by clicking the split bars or by dragging
the bars.

The split bars divide the views in the WebManager.

T

On the bar, click & to maximize the view. Click ™ to minimize.

To change the display items on the tree view, click Option on the Tool menu or option icon

(") on the tool bar.
The following dialog is displayed. Check items you want to display.

|£:| Option Settings @
[] Display the shortcut of started groups under each sernver

Diispaly the heartbeart resource and NP resolution resource under each server

| Ok || Cancel |

Checking the time information from the WebManager

Check the time information from the WebManager by clicking Time info on the Tool menu or
by clicking the time information icon ([ ) on the toolbar.

Time information displayed on the Server tab

|22 Tirne Info @
Server rGroup rMDnitor |
\ semver] | Server?
Cluster Joined
cluster \201 20315 11:51:04.507 (GMWT+049:00) |2012J’03J’15 11:5112.968 (GMT+09.00)
| Clear || Update || Close |

& Cluster joined
Displays the most recent time at which each server joined the cluster.

Section | Detailed functions of ExpressCluster
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36

Time informat

ion displayed on the Group tab

|22 Time Info

( Server r Graup rM

onitor |

Tailover

| server] | Server?

|Last Activation

||Failover

[201200315 11:51:15.283 (GMT+02:00) [2012/03M14 14:35.50.084 (GMT+00:00)

|[Last Activation Errar

ErT

fip

rmid

| server] | Server?

|Last Deactivatinn

|Failcver

[2012/03i14 14:35:32. 648 (GMT+09:00) [2012/03115 11.33:16.578 (GMT+09.00)

||Last Deactivation Errar

([zppli

fip

el

Clear || Update || Close, |

& Last activation
Displays the time at which the failover group was last activated on each server.

& Last activation error
Displays the time at which an activation failure of a group resource was last detected on

each serve

r.

& Last deactivation
Displays the time at which the failover group was last deactivated on each server.

&  Last deactivation error
Displays the time at which a deactivation failure of a group resource was last detected on

each serve

r.
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Time information displayed on the Monitor tab

|2 Time Info @
(Senrer erup rMDnitDr |
\ server] | server?

Last Errar Detection
applive 201200315 11:67:15.324 (GMT+09:00; |-
i - N
il
rmice

| Clear || Update || Close, |

& Last error detection
Displays the time at which each monitor resource last transitioned from normal status to
abnormal status on each server.

Note:
Message receive monitor resources is notdealing.

Clear

Deletes the time information displayed on the current tab.
Update

Acquires the time information for all the tabs.

Close

Closes the time information dialog box.

Note:
If the Client Data Update Method of the WebManager is set to Polling, when clear button was
pushed , Lighting up Time info on the Tool menu. But it's no problem as cluster..

Executing Integrated WebManager from the WebManager

To execute Integrated WebManager from the WebManager, click Integrated WebManager on
the Tool menu or Integrated WebManager icon () on the tool bar.

Section | Detailed functions of ExpressCluster
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Operating a cluster and cluster services on the WebManager

To operate cluster services on the WebManager, select the relevant items below from the Service
menu.

Suspend Cluster
Suspends a cluster. This menu can be selected only when all the servers in a cluster are running.

Resume Cluster
Resumes a suspended cluster. This menu can be selected only when all the servers in a cluster
are suspended.

Start Cluster
Starts a cluster. This menu can be selected only when a cluster is stopped.

Stop Cluster
Stops a cluster. This menu can be selected only when a cluster is running.

Restart Manager
Restarts a manager.

Confirming the license from the WebManager

38

To confirm the license from the WebManager, click License Information on the Help menu.

| £ Detailed License Infa @
License List
Product Mame £ Type Trial Starts Trial Expires Remaining Days
EXFRESSCLUSTER ¥ 3.1 for Windows Retail Yersion |- - -
EXPRESSCLUSTER X Replicator 3.1 for Windows Retail Yersion |-
License List

Displays the licenses registered on the connection destination server.

You can change the display order by selecting a specific field name on the title bar of the list.
By default, the licenses are sorted in ascending order of Product Name.

OK button

Closes the Detailed License Info dialog box.
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Checking the status of each object in the tree view
of WebManager

You can see the status of the objects that configure the cluster on the WebManager by following
the steps below.

1.

Start the WebManager. (http://Management IP address or cluster server IP
address:port_number (default value is 29003))

On the left pane of the window, a tree is displayed. Check the status by looking at each icon

and object color.

Note:

The configurations of the tree depend on the versions and option products of

ExpressCluster.

The colors of the icons displayed in the WebManager tree view

The following table shows icons and their meanings:

No. Icon Status Description
(1) Cluster All servers, group resources, and
; :@ Normal monitor resources are in a normal
status.
One or more servers, or group
; :@ Warning resources, or monitor resource has an
error or is in a warning status.
All servers are down or in the error
Error
I status.
(2) | Allservers |ei- Normal All servers have been started.
" . One or more servers is down or in the
|r : Warning )
== pending status.
|-| Unknown No information is acquired.
3) Individual server Online The server is running normally.

E{H

Suspension (Network
Partition Unsolved)

The network partition cannot be
solved, because the disk network
partition resolution resource is in the
error status.

K

Suspension
(Isolated)

The server has been rebooted after it
was shut down a way other than
Suspend Cluster or a cluster
shutdown.

Offline or Unknown

The server is not working, or no
information is acquired.

Section | Detailed functions of ExpressCluster
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No. Icon Status Description
4) Individual server |:::| Online The server is running normally.
(Virtual
machine) @ The network partition cannot be
Suspension (Network | solved, because the disk network
Partition Unsolved) partition resolution resource is in the
error status.
The server has been rebooted after it
Suspension was shut down a way other than
(Isolated) Suspend Cluster or a cluster
shutdown.
Offline or Unknown The seryer I§ not W_orklng, or no
information is acquired.
(5) Kernel-mode @ Normal The resource can communicate with
LAN heartbeat o all servers.
resource
e Warnin One or more servers in the cluster
- 9 cannot be accessed.
x Error The resource is not working normally.
<l Unknown No status is acquired.
P Not Used Th¢=T heartbeat resource is not
registered.
(6) BMC heartbeat ,@. Normal The resource can communicate with
resource L all servers.
s . Wwarnin One or more servers in the cluster
) 9 cannot be accessed.
X Error The resource is not working normally.
> Unknown No status is acquired.
- Not Used The heartbeat resource is not
registered.
(7 Disk network @ Normal The resource can communicate with
partition all servers.
resolution
resource . One or more servers in the cluster
@ Warning cannot be accessed.
ﬁ Error The resource is not working normally.
@ Unknown No status is acquired.
@ Not Used The disk network p_artltlon resolution
resource is not registered.

40

ExpressCluster X 3.1 for Windows Reference Guide




Checking the status of each object in the tree view of WebManager

No. Icon Status Description
(8) COM network E,I'-aJ Normal The resource can communicate with
partition - 1oy all servers.
resolution
resource g . One or more servers in the cluster
ﬂ‘m Warning cannot be accessed.
g Error The resource is not working normally.
B Unknown No status is acquired.
e q
Bl The network partition resolution
Al Not Used resource is not registered.
9) PING network ,@ Normal The resource can communicate with
partition & all servers.
resolution
resource - Warnin One or more servers in the cluster
- 9 cannot be accessed.
x Error The resource is not working normally.
i Unknown No status is acquired.
» Not Used The PING network partition resolution
) resource is not registered.
(10) | Majority Network @ The resource can communicate with
Partition & Normal all servers.
Resolution
Resource - . One or more servers in the cluster
- Warning cannot be accessed.
K Error The resource is not working normally.
il Unknown No status is acquired.
The Majority Network Partition
@ Not Used Resolution Resource is not registered.
(11) | All groups |-| Normal All groups are running normally.
h'-| warnin One or more groups are not running
r_ 9 normally.
|- Error No groups are working normally.
|-| Unknown No information is acquired.
(12) | Individual group ﬁl;ﬂ Online The group has been started.
ﬂ Error The group has an error.
E Offline or Unknown _The group 1s stoppgd, or no
information is acquired.

Section | Detailed functions of ExpressCluster

41




Chapter 1 Functions of the WebManager

The service resource is stopped, or no

No. Icon Status Description
(13) | Application . . The application resource has been
resource % Online started.
X Error The application resource has an error.
- Offline or Unknown The application resource is stopped,
= or no information is acquired.
(14) Floating IP (‘9 . The floating IP resource has been
resource & Online started.
X Error The floating IP resource has an error.
P Offline or Unknown The floating IP resource is stopped/ no
) information is acquired.
(15) | Mirror disk % Online The mirror disk resource has been
resource started.
E Error The mirror disk resource has an error.
% Offline or Unknown The mirror disk resource is stopped, or
no information is acquired.
(16) Registry Online The registry synchronization resource
synchronization has been started.
resource
x Error The registry synchronization resource
has an error.
The registry synchronization resource
Offline or Unknown is stopped, or no information is
acquired.
(17) | Script resource Online The script resource has been started.
X Error The script resource has an error.
- Offline or Unknown The script resource is stopped, or no
= information is acquired.
(18) | Disk resource @ Online The disk resource has been started.
ﬁ Error The disk resource has an error.
Offline or Unknown The disk resource is stopped, or no
@ information is acquired.
(19) | Service resource Online The service resource has been
started.
x Error The service resource has an error.

Offline or Unknown

information is acquired.
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No. Icon Status Description
(20) Print spooler . . The print spooler resource has been
resource % Online started.
M Error The print spooler resource has an
error.
— . The print spooler resource is stopped,
= Offline or Unknown or no information is acquired.
(21) | Virtual computer @ . The virtual computer name resource
name resource & Online has been started.
x Error The virtual computer name resource
has an error.
. The virtual computer name resource is
@ Offline or Unknown stopped, or no information is acquired.
(22) | Virtual IP (3 . The virtual IP resource has been
resource & Online started.
K Error The virtual IP resource has an error.
o Offline or Unknown The virtual IP resource is stopped, or
i no information is acquired.
(23) | CIFS resource @ Online The CIFS resource has been started.
K Error The CIFS resource has an error.
2 Offline or Unknown The CIFS resource is stopped, or no
" information is acquired.
(24) | NAS resource @ Online The NAS resource has been started.
M Error The NAS resource has an error.
Hj Offline or Unknown The NAS resource is stopped, or no
information is acquired.
(25) Hybrid disk Online The hybrid disk resource has
resource been started.
E Error The hybrid disk resource has an error.
. The hybrid disk resource is stopped,
@' Offline or Unknown or no information is acquired.
(26) | Virtual . . The virtual machine resource has
machine % Online been started.
resource The virtual machine resource has an
x Error error.
The virtual machine resource has
= Offline or Unknown been stopped, or no information has
been acquired.
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No. Icon Status Description

27 All monitor All monitor resources are runnin

27) 1 [ Normal 9

resources = normally.
#’\I_l One or more monitor resources have
r_ Warning an error, or monitoring is suspended
on a server.

|ﬁ Error All monitor resources have errors.

Normal (Dummy
Failure)

In the normal status, dummy failure
enabled.

Warning (Dummy
Failure)

In the warning status, dummy failure
enabled.

Error (Dummy
Failure)

In the error status, dummy failure
enabled.

b =

]

Normal (Recovery
Action Disabled)

In the normal status, the recovery
action is inhibited.

;-

Warning (Recovery
Action Disabled)

In the warning status, the recovery
action disabled.

)

Error (Recovery
Action Disabled)

In the error status, the recovery action
disabled.

In the normal status, the recovery

=5

= Normal (Dummy action disabled and dummy failure
Failure and Recovery | enabled.
Action Disabled)

-t

Th

Warning (Dummy
Failure and Recovery
Action Disabled)

In the warning status, the recovery
action disabled and dummy failure
enabled.

&

Error (Dummy
Failure and Recovery
Action Disabled)

In the error status, the recovery action
disabled and dummy failure enabled.

Unknown

No information is acquired.

L If recovery action triggered by monitor resource error is disabled, "Recovery Action Disabled" is indicated
next to the monitor. If a monitor resource for which a dummy failure occurred exists, "Failure Verification" is

indicated.
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No. Icon Status Description
(28) Appl_ication @ Normal The application is running normally.
monitor
resource’ - -
;) There are one or more servers with
# Warning application problems, or monitoring is
suspended on a server.
x Error All servers have application errors.
Q Dummy Failure Dummy Failure is enabled.
ﬂ Unknown No information is acquired.
(29) | Disk RW monitor @ Normal The disk is running normally.
resource
;) There are one or more servers with
# Warning disk problems, or monitoring is
suspended on a server.
x Error All servers have disk errors.
Q Dummy Failure Dummy Failure is enabled.
ﬂ Unknown No information is acquired.
(30) Floa_ting P @ Normal The floating IP address has no error.
monitor
resource’ -
;) One or more servers cannot
# Warnin communicate with the floating IP
9 address, or monitoring is suspended
on a server.
x No servers can communicate with the
Error .
floating IP address.
Q Dummy Failure Dummy Failure is enabled.
j} Unknown No information is acquired.

2 If a dummy failure has occurred, "Dummy Failure" is indicated.
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No. Icon Status Description
(31) | IP monitor @ The IP address of a target has no
2 Normal
resource error.
One or more servers cannot
,;) . communicate with the IP address of
Warning L
the target, or monitoring is suspended
on a server.
m Error No servers can communicate with the
IP address of the target.
Q Dummy Failure Dummy Failure is enabled.
ﬁ Unknown No information is acquired.
(32) Mirror connect @ Normal The mirror connect is running
monitor resource normally.
;) One of the servers has mirror connect
# Warning problems, or monitoring is suspended
on a server.
x A mirror connect error has occurred on
Error
both servers.
p Unknown No information is acquired.
(33) Mirr(_)r disk @ Normal The mirror disk is running normally.
monitor resource
;) Warning Mirroring is now being recovered, or
# monitoring is suspended on a server.
m The mirror disk has an error. Mirror
Error .
recovery is needed.
p Unknown No information is acquired.
(34) NIC Link @ Normal The NIC of a target has no error.
Up/Down
monitor . -
resource? ;) _ One of servers has a problem with the
# Warning NIC of the target, or monitoring is
suspended on a server.
m All servers have errors with the NIC of
Error
the target.
ﬂ- Dummy Failure Dummy Failure is enabled.
p Unknown No information is acquired.
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No. Icon Status Description
(35) | Multi target @ Normal Multi target monitor resource is
monitor running normally.
resource’
Monitoring is suspended on a server,
f;) Warnin or one or more monitor resources
9 registered in the multi target monitor
resource have errors.
x Error Multi target has an error.
Q Dummy Failure Dummy Failure is enabled.
ﬂ Unknown No information is acquired.
(36) | Registry @ Normal The registry synchronization is running
synchronization normally.
monitor
resource ’;) Warning Monitoring is suspended on a server.
m Error The registry synchronization has an
error.
Q Dummy Failure Dummy Failure is enabled.
ﬂ Unknown No information is acquired.
(37) DiSk,TUR @ Normal The disk is running normally.
monitor
resource’ - -
There are one or more servers with
-*):) Warning disk problems, or monitoring is
suspended on a server.
x Error All the servers have disk errors.
Q Dummy Failure Dummy Failure is enabled.
ﬂ Unknown No information is acquired.
(38) | Service monitor @ Normal The service is running normally.
resource
’;) Warning Monitoring is suspended on a server.
m Error The service has an error.
Q Dummy Failure Dummy Failure is enabled.
ﬂ Unknown No information is acquired.
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No. Icon Status Description
(39) Print spooler @ N The print spooler monitor is running
; ormal
monitor normally.
resource’
';) Warning Monitoring is suspended on a server.
x Error The print spooler has an error.
ﬂ- Dummy Failure Dummy Failure is enabled.
p Unknown No information is acquired.
(40) | Virtual computer @ Normal The virtual computer name is running
name monitor normally.
resource’
f;) Warning Monitoring is suspended on a server.
m The virtual computer name has an
Error
error.
Q Dummy Failure Dummy Failure is enabled.
p Unknown No information is acquired.
(41) | Viral IP @ Normal The virtual IP is running normally.
monitor
resource’ -
f;) Warning Monitoring is suspended on a server.
m Error The virtual IP has an error.
Q Dummy Failure Dummy Failure is enabled.
ﬁ Unknown No information is acquired.
(42) | CIFS monitor @ Normal The CIFS is working normally.
resource
;;) Warning Monitoring is suspended on a server.
m Error The CIFS has an error.
Q Dummy Failure Dummy Failure is enabled.
ﬂ Unknown No information is acquired.

48

ExpressCluster X 3.1 for Windows Reference Guide




Checking the status of each object in the tree view of WebManager

No. Icon Status Description
(43) | NAS monitor @ Normal The NAS is working normally.
resource
,;) Warning Monitoring is suspended on a server.
x Error The NAS has an error.
5} Dummy Failure Dummy Failure is enabled.
ﬂ Unknown No information is acquired.
(44) Hybrjd disk @ Normal The Hybrid disk is working normally.
monitor resource
e . Mirroring is now being recovered, or
-*;) Warning monitoring is suspended on a server.
m The hybrid disk has an error. Mirror
Error )
recovery is needed.
ﬂ Unknown No information is acquired.
(45) | Hybrid disk TUR @ Normal The disk is working normally.
monitor
resource’ -
e One of servers has a problem with the
,;) Warning disk, or monitoring is suspended on a
server.
m Error All the servers have disk errors.
5} Dummy Failure Dummy Failure is enabled.
ﬂ Unknown No information is acquired.
(46) | Custom monitor @ Normal No error is detected by monitor script.
resource
e There is a server where monitoring is
,;) Warning suspended, or an error has been
detected in one of the servers.
m Error Monitor script has detected an error.
5} Dummy Failure Dummy Failure is enabled.
ﬂ Unknown No information is acquired.
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Dummy Failure

Dummy Failure is enabled.

Unknown

No information is acquired.

No. Icon Status Description
(47) | VM monitor @ Normal The VM is running normally.
resource
The virtual machine is not working on
-*;) Warning one or more servers, or monitoring is
suspended on a server.
x Error The VM has an error.
ﬂ Unknown No information is acquired.
(48) | Message @ Normal No error message has been received.
receive
monitor Change to "A server has received an
resource -*;) Warning error message, Or monitoring is
suspended on a server".
m Error An error message has been received.
ﬁ Unknown No information is acquired.
(49) | DB2 monitor @ Normal The DB2 is working normally.
resource
';) Warning Monitoring is suspended on a server.
m Error The DB2 has an error.
Q Dummy Failure Dummy Failure is enabled.
p Unknown No information is acquired.
(50) | FTP monitor @ Normal The FTP is running normally.
resource
f;) Warning Monitoring is suspended on a server.
m Error The FTP has an error.
Q Dummy Failure Dummy Failure is enabled.
p Unknown No information is acquired.
(51) | HTTP monitor @ Normal The HTTP is running normally.
resource
;;) Warning Monitoring is suspended on a server.
m Error The HTTP has an error.
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No. Icon Status Description
(52) | IMAP4 monitor @ Normal The IMAP4 is running normally.
resource
,;) Warning Monitoring is suspended on a server.
m Error The IMAP4 has an error.
Q Dummy Failure Dummy Failure is enabled.
ﬂ Unknown No information is acquired.
(53) | ODBC monitor @ Normal The ODBC is running normally.
resource
’;) Warning Monitoring is suspended on a server.
m Error The ODBC has an error.
Q Dummy Failure Dummy Failure is enabled.
ﬂ Unknown No information is acquired.
(54) | Oracle monitor The Oracle monitor resource is
2 Normal .
resource running normally.
’;) Warning Monitoring is suspended on a server.
m E The Oracle monitor resource has an
rror
error.
Q Dummy Failure Dummy Failure is enabled.
ﬂ Unknown No information is acquired.
(55) | OracleAS The OracleAS monitor resource is
. Normal .
monitor running normally.
resource’
’;) Warning Monitoring is suspended on a server.
m The OracleAS monitor resource has
Error
an error.
Q Dummy Failure Dummy Failure is enabled.
ﬂ Unknown No information is acquired.
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No. Icon Status Description
(56) | OfficeScan CL @ Normal OfficeScan client is running normally.
monitor
resource’ Monitoring i ded
;) Warning onitoring is suspended on some
# server.
x Error OfficeScan client has an error.
ﬂ- Dummy Failure Dummy Failure is enabled.
p Unknown No information is acquired.
(57) | OfficeScan SV @ Normal OfficeScan server is running normally.
monitor
resource’ Monitoring | ded
;) Warning onitoring is suspended on some
# server.
m Error OfficeScan server has an error.
ﬂ- Dummy Failure Dummy Failure is enabled.
p Unknown No information is acquired.
(58) | POP3 monitor @ ) ) )
resource? Normal The POP3 monitor resource is running
normally.
;;) Warning Monitoring is suspended on a server.
x The POP3 monitor resource has an
Error
error.
Q Dummy Failure Dummy Failure is enabled.
ﬂ Unknown No information is acquired.
(59) Post_greSQL @ Normal The PostgreSQL is running normally.
monitor
resource "
';) Warning Monitoring is suspended on a server.
x Error The PostgreSQL has an error.
Q Dummy Failure Dummy Failure is enabled.
p Unknown No information is acquired.
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No. Icon Status Description
(60) | SMTP monitor The SMTP monitor is running
2 Normal
resource smoothly.
r;;) Warning Monitoring is suspended on a server.
x Error The SMTP resource has an error.
é:} Dummy Failure Dummy Failure is enabled.
p Unknown No information is acquired.
(61) SQL. Server @ Normal The SQL Server is running normally.
monitor
resource’ -
,;) Warning Monitoring is suspended on a server.
m Error The SQL Server has an error.
5} Dummy Failure Dummy Failure is enabled.
ﬂ Unknown No information is acquired.
(62) | Tuxedo monitor @ Normal The Tuxedo is running normally.
resource
r;;) Warning Monitoring is suspended on a server.
m Error The Tuxedo has an error.
‘I;l Dummy Failure Dummy Failure is enabled.
p Unknown No information is acquired.
(63) Web_sphere @ Normal The WebSphere is running normally.
monitor
resource’
,;) Warning Monitoring is suspended on a server.
x Error The WebSphere has an error.
é:} Dummy Failure Dummy Failure is enabled.
p Unknown No information is acquired.
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No. Icon Status Description
(64) | weblogic @ Normal The WebLogic is running normally.
monitor
resource’ -
f;) Warning Monitoring is suspended on a server.
m Error The WebLogic has an error.
Q Dummy Failure Dummy Failure is enabled.
ﬁ Unknown No information is acquired.
(65) Web.OTX @ Normal The WebOTX is running normally.
monitor
resource’ "
;;) Warning Monitoring is suspended on a server.
m Error The WebOTX has an error.
Q Dummy Failure Dummy Failure is enabled.
ﬂ Unknown No information is acquired.
(66) | JVM monitor @ Normal JAVA VM is running normally.
resource’
Warning Monitoring is suspended on a server.
o~
x Error The load on the JavaVM exceeds the
configured value.
Q Dummy Failure Dummy Failure is enabled.
p Unknown No information is acquired.
(67) | System monitor @ Normal System Resource Agent is running
resource’ normally.
Warning Monitoring is suspended on a server.
o~
x Error System Resource Agent has an error.

Dummy Failure

Dummy Failure is enabled.

Unknown

No information is acquired.
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No. Icon Status Description
(68) Process name Normal The specified process is running
monitor normally.
resource’
Warning Monitoring is suspended on a server.
Error The specified process is suspended.

Dummy Failure

Dummy Failure is enabled.

v[6[x[¢]®

Unknown

No information is acquired.
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Operations from the WebManager

You can operate a cluster by right-clicking (1) a cluster, (3) an individual server, (10) an
individual group, or (24) a VM resource and choosing an operation.

Objects of the cluster

When you right-click the cluster object, the following shortcut menu is displayed.

| i clus
$ Shutdown
' Reboot
[
T [l Semnice bk
o ManagementGroup
4 Shutdown

Shuts down all running servers. When you select Shutdown, the following dialog box is
displayed for confirmation.

- Thiz cluster will be terminated.
Do you weant to continue?

]2 Cancel

The server that cannot communicate with the server (all LAN heartbeat resources are
stopped) connected to the WebManager does not shut down.

¢ Reboot

Reboots all running servers. When you select Reboot, the following dialog box is displayed
for confirmation.

? Are you sure you swant to reboot "cluster'?

1] Cancel
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& Service

If you select Service, Suspend Cluster, Resume Cluster, Start Cluster, Stop Cluster and
Restart Manager are displayed on the shortcut menu.

Server object
When you right-click the servers object, the following shortcut menu is displayed.

L cluster

9 Sernve==
o= =9 o Mirror Disks

= %3 s\ Error Mirror Disks
¢ [ Groups

& Mirror Disk List

If you select this operation, the following dialog box of the mirror disk list is displayed, and
the list of all mirror disk resources and hybrid disk resources is displayed.

Wirrar Disk Mame | Synchronization Mode | Difference Copy sarver] serverd

milt Synchranous Possihle Abnormal Ahnormal

q Il [ I»
| Update | | Details | | Close |

e Detail (Starts Mirror Disk Helper)

Starts the Mirror Disk Helper dialog box for the selected mirror disk resource/hybrid
disk resource.

server Serverd

= — 1

Disk copy is executed fram serverd to sener?, and mirraring is restated.

Execute | | Detail

For information on using the Mirror Disk Helper, see “Mirror disk helper” on page 80.
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& Error Mirror Disk List

Lists mirror disk resources and hybrid disk resources with an error in the dialog box.

Errar found in following mirror disks:

FP MHame Errar Type
mid 1 Mirrar Abnarmal

<] I IC

Description:
Mirrar recovery or forced mirror recovery is necessary. Bun the mirrar
helper to execute mirmar FreCOVE Ry,

Details Zlose

If there is a mirror disk with an error listed below in the cluster, the above dialog box will be
displayed automatically.

The description provides what you should do for the error.
Error type Description

Mirror Error Mirror recovery or forced mirror recovery is necessary. Run the
Mirror Helper and perform mirror recovery.

If a communication status error occurs during mirror disk
connect, check the communication status.

Mirror Error Only one server is running, and the latest data of a mirror disk is

(Single Server not completed. To continue the operation, run the Mirror Helper

Run) and execute mirror recovery. Be careful since the server that is
currently running will be the latest data when the mirror recovery
is executed.

When you select Details, the Mirror Disk Helper is activated.
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Individual server objects

When you right-click an individual server object, the following shortcut menu is displayed.

[ﬂ cluster
o [ Servers
o= senverd
o= servel Shutdown
¥ Grnups Repoot
°-§Eh-1ana =
¢ Efailnus Recove
@hc
@ m
¢ (@ Monitors | CPU Frequency Settings »
hdtw o
haw Reset Statistical Data
mdnw
mdw

Senice [

4 Shut down

Shuts down the selected server. When you select this operation, the following dialog box is
displayed for confirmation.

E Warning: If the server is shut down, it rmay enter the "Suspension (Isolated)" status after rebooting.
The group cannot be started on the serverwhose status is "Suspension {Isolated)”.

In arder to recowver the server to the "Marmal” status, you need to execute "Recover” aperation an it.

Do you want to continue?

‘ 0]78 H Cancel |

¢ Reboot

Reboots the selected server. When you select this operation, the following dialog box is
displayed for confirmation.

? Are you sure you swant to reboot "semer2t?

1] Cancel

¢ Recover

Recovers the selected server. When you select this operation, the following dialog box is
displayed for confirmation.

bl

fire vou sure you want to recover “zerver2”?

1] Cancel
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& Service

Starts and stop the selected service. If you select this operation, the following dialog box is
displayed for confirmation.

Izl Warning: If the senvice is stopped, the server may enter the "Suspension (Isolated)” status after restarting the service.
The group cannot be started on the server whose status is "Suspension (Isolated)”.
In order to recover the server to the "Normal” status, you need to execute "Recover” operation on it.

Do you want to continue?

& Reset Statistical Data

Resets the selected statistical data of the server. If you select this operation, the following
dialog box is displayed for confirmation.

? Areyvou sure to reset the statistical data for "server2™?

1] Cancel

& CPU Frequency Settings
Configures the CPU frequency control function of the selected server.

e  Highest Frequency
Sets the CPU frequency to the highest.

? Are you sure vou want to set the CPLU frequency of "server2" as the highest?

k] Cancel

e  Lowest Frequency
Lowers the frequency to turn it to power-saving mode.

? Are you sure you want to set the CPLU frequency of "server?” as the Iowest?

21k Cancel

e Auto
Restores the CPU frequency control to the control by ExpressCluster.

? Arg ol sure you want to cantrol GPLU freguency of "server?” automatically?

1] Cancel

This function cannot be used when Use CPU Frequency Control is not checked on the
Power Saving tab of Cluster Properties.
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Individual group objects
When you right-click an individual group object, the following shortcut menu is displayed.

When group type is failover.

[ﬂ cluster

o [ Servers

9 Groups
o= E ManagementGroup
¢ & failove=t

hl Start
@ n Stop
- [ Monitors

© nanw! 1OV

When group type is virtualmachine.

ﬂ cluster

9 Serers
o senert
o sener?
? Groups
o ﬁ failower
vitualmmarhine

o (8 Manif Start
Stop

Mowe
Migration

& Start (enabled only when the group is stopped)

Starts up the selected group. The dialog box for choosing a server that starts up the selected
group is displayed.

Select a server. |Semver] -

Gk Cancel

& Stop (enabled only when the group has been started up or when it has an error)

Stops the selected group. When you select this operation, the following dialog box is
displayed for confirmation.

? Are you sure you want to stop “failover1™?

K Cancel
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& Move (enabled only when the group has been started up)

Moves the selected group. The dialog box for choosing a server to which you want to move
the selected group is displayed.

Select a serer: |semer] -

] Cancel

& Migration (Only selectable when group type is virtualmachine and it is running.)

Stop the virtual machine temporarily which is managed by the virtual machine resource of

the selected group, and move the group to another server. The dialog is displayed to select
the server to which the selected group is moved.

Select a server:. |Semver] -

] Cancel

The temporarily stopped virtual machine is resumed on the destination server.

Individual group resource objects (except mirror disk resources and hybrid disk resources)

When you right-click an individual group resource object, the following shortcut menu is
displayed.
L cluster
o [ Servers
o= igdl server
o= igHl server?
9 Groups
- W ManagementGroup
# Managementll
o W failowver
o (i@ Monitors Stop

&  Start (enabled only when the group is stopped)

Starts up the selected group resource.

The dialog box for selecting the server that starts up the selected group is displayed.

Select a server: |serverd -

Ok Cancel
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& Stop (enabled only when the group has been started up or when it has an error)

Stops the selected group resource. When you selected this operation, the following dialog
box is displayed for confirmation.

? #ire you sure you want to stop “applil®?

] Cancel

Objects of mirror disk resource and hybrid disk resource
When you right-click a mirror disk resource object, the following shortcut menu is displayed.

L cluster
o (i Servers
9 Groups
o= EE' ManagementGroup

¢ Eﬁfailnuer*l

& hdd
@ mq Details
o (i@ Monitors

Stop

& Details
Starts up the Mirror Disk Helper for the selected mirror disk resource/hybrid disk resource,
and the following dialog box for the Mirror Disk Helper is displayed.

semer] SEMNErZ

=) =)

Mirrar disk is in the normal status now.
Both ofthe servers are not using the mirror disk.
Click the icon to select the operation you want to execute.

For information on using the Mirror Disk Helper, see “Mirror disk helper” on page 80.
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Monitor resource objects

When you right-click a monitor resource object, the following shortcut menu is displayed.

When operation mode is selected

When verification mode is selected

ﬂ cluster

o Senvers

o Groups

¢ Monitors
apf Resume
fipy Suspend
m
mdw1
vipw1

ﬂ cluster

7 [mm Monitors
app Resume
fipw| Suspend
midn
midhv
vipw

o [ Servers
o [l Groups

Disable Dummy Failura

& Resume (enabled when the resources are stopped temporarily)

Resumes all the currently configured monitor resources. This operation is not performed for
those monitor resources for which the suspending/resuming of monitoring is not possible. A
dialog box for selecting the server on which the monitor resources will be resumed is

displayed.
Please selectthe severs:
Server Name
serverl
oK || cancel || Defaur
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& Suspend (enabled when the resources are monitoring)

Suspends all the currently configured monitor resources. This operation is not performed for
those monitor resources for which the suspending/resuming of monitoring is not possible. A
dialog box for selecting the server on which the monitor resources will be stopped
temporarily is displayed.

Please selectthe severs:

Server Name
senverl

[ ok || cancer || Defaut

Note: When an attempt is made to enable dummy failure, and if one or more servers cannot be
connected, an error is displayed. Dummy failure cannot be enabled on a server that cannot be
connected.

& Stop Dummy Failure (enabled only when dummy failure is started)

Stops the dummy failure that has been set for all monitor resources. The following dialog
box for selecting the server on which dummy failure in the monitor resources is to be

stopped is displayed.

Please selectthe severs:

Server Name
serverl

oK || cancel || Defaut
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Individual monitor resource objects

When you right-click an individual monitor resource object, the following shortcut menu is
displayed.

When operation mode is selected

ﬁ cluster

o [ Servers

o (@ Groups

[ Monitors
appliw
fipwl | Resume
mdnw
mdw
vipw

Suspend

When verification mode is selected

ﬁ cluster
& [ Servers
& (@ Groups
7 [ Monitors
appliw1
fipw1 | Resume
mdnw1 Suspend
madw
vipw1 Enable Dummy Failure
Dizable Dummy Failure

& Resume (enabled when the resource is stopped temporarily)

Resumes a selected monitor resource. The dialog box for choosing the server on which the
selected monitor resource is resumed.

Flease select the severs:

Server Mame
server]
serer?
1| ll [ »
] Cancel Diefault
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& Suspend (enabled when the resource is monitoring)

Resumes the selected monitor resource. The dialog box for choosing the server on which the
selected monitor resource is stopped temporarily.

FPlease select the severs:

Server Name
server]
server?
4| ll [ »
oK || cancel || Defaul

& Start Dummy Failure (enabled when verification mode is not executed)

Generates a simulated fault in a selected monitor resource. A simulated fault can be
generated only on a server on which Resource Status on Each Server of the relevant
monitor resource is other than Error or Dummy Failure.

Note, however, that the following monitor resources cannot be selected:
Mirror connect monitor resource

Mirror disk monitor resource

Hybrid disk monitor resource

Message receive monitor resource

VM monitor resource

The following dialog box for selecting the server on which A dummy failure is generated.
for a selected monitor resource is displayed.

FPlease selectthe severs:

Server Marme
serer]
server?
4 Il [ »
] Cancel Default

Section | Detailed functions of ExpressCluster
67



Chapter 1 Functions of the WebManager

& Stop Dummy Failure (enabled when verification mode is executed)

Stops the dummy failure generated in a selected monitor resource. The following dialog box

for selecting the server on which the dummy failure is to be stopped for a selected monitor
resource is displayed.

Please select the severs:

Server Name
senvert

ok || cancel || Desaut

ExpressCluster X 3.1 for Windows Reference Guide



Checking the cluster status by the WebManager list view

Checking the cluster status by the WebManager list

view

T

he detailed information on the selected object in the tree view of the WebManager can be

displayed in the list view.

To display information on the whole cluster

1. Start the WebManager. (http://Management IP address or cluster server IP
address:port_number (default value is 29003))
2. Inthis tree view, click the object icon [ﬂ for the cluster. In the list view in the right pane of
the window, the group status and monitor resource status of each server are displayed.
File \iew Semrice Tool Help
|&™ Operation Mode | w ‘&“—viiﬁ” ]@
?ﬂgséegrwers : Cluster: cluster | Details
o= senert server] senverz
g senverz
? Groups Group Status
o & railovert railovert [Online [Offline
¢ @ Monitors Monitor Status
usemnw userw [Normal [Normal
‘Tvype Received Time Time ¥ Sernver Name Module Name EventID Message
& 2012/03/03 03:20:45.716 2012/03/15 08:21:23.736 senverl m il Detected a.] -
l& 2012/03/03 03:33:56.554 2012/03/14 18:33:56.297 sernver2 m i1 Detecte‘d a.]l
q i ]
3. Click Details to display the following in the dialog box.
Info
Alert Service r Mirror Disk r Disk rAuto Recovery |/ Fower Saving |/.NM manitar rMDnitor |
Info |/ Heartheat iF |/ Timeout r Fort Mumber |/ Recovery |/ Delay ¥Warning
Froperties Walue
Mame cluster
Comment
Status MNaormal
Name: Cluster name
Comment: Comment for the cluster
Status: Status of the cluster
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Heartbeat I/F
[ Alert Service | Mirror Disk | Disk | Auto Recovery | Power Saving | JvMmanitar | Monitar |
Info

Heartheat IIF |/ Timeout r Fart Mumber r Fecowery r Delay Warning

Properies YWalue
Server Down Maotification Oh
Cast Method Unicast
Server Down Notification: When you set this to On, one server is allowed to tell the

other servers that it is being shut down by the commands
from WebManager or command line, so that a failover occurs
independently of the heartbeat timeout settings.

Note: Even if Server Down Notification is set to On, failover is performed after a heartbeat timeout
when shutdown is performed with a method other than the WebManager or a command.

Cast Method: Configures the Heartbeat Cast Method (Unicast / Broadcast);
Broadcast is unavailable when the IP address of the Heartbeat
I/F is configured with IPv6.

Timeout

Alert Service | Mirror Disk | Disk | Auto Recovery | Power Saving | JvMmanitar | Monitar |
Info |/ Heartbeat IIF |/ Tirmeout r Fart Mumber r Fecowery r Delay Warning

Properties YWalue
Server Sync YWait Time 1]
Heartheat Timeout 30000
Heartbeat Interval 3000
Server Internal Timeout 180
Timeout Ratio 1
Server Sync Wait Time: Time to wait for the other servers to start up (in seconds)
Heartbeat Timeout: Heartbeat timeout (in milliseconds)
Heartbeat Interval: The interval for sending heartbeats (milliseconds)
Server Internal Timeout: Internal communication timeout (in seconds)
Timeout Ratio: Current timeout ratio

Port Number
AlertService | Mirror Disk | Disk | Auto Recovery | Power Saving | JvM monitor | Monitar |
Info r Heartheat I/F r Timeout r Fort Blumber r Recavery r Cielay Warning

Properties YWalue
Server Internal Port Mumber 25001
Diata Transfer Port Mumber 29002
Kermel Mode Heartheat Port Rumber 29106
Client Service Port Rumber 29007
Webianager HTTP Port Mumber 25003
Alert Sync Part Murmhber 28003
Disk Agent Port Rumber 28004
Mirror Driver Part Mumhber 290045
I
Server Internal Port Number: Port number for internal communication
Data Transfer Port Number: Port number for data transfer
Kernel Mode Heartbeat Port Number: Port number for kernel-mode heartbeat
Client Service Port Number: Port number for client service
WebManager HTTP Port Number:  Port number for WebManager
Alert Sync Port Number: Port number for alert synchronization
Disk Agent Port Number Port number for disk agent
Mirror Driver Port Number Port number for mirror driver (Only when

Replicator/Replicator DR is used)
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Recovery

Heartbeat IIF

Fﬂ\lertSewice |/ Mirror Disk |/ Disk i/.-\kuto Recovery |/ Power Saving |/J‘u"|'v'| maonitor |/rv10nit0r |
Info r

r Timeout

r Port Mumber r Recovery r Delay Warning

Properties

Value

Max Reboot Count

1]

Max Reboot Count Reset Time

]

Use Forced Stop

Off

Forced Stop Action

BMC Power Off

Forced Stop Timeout (sec)

3

Restrain the shutdown action if only one server is alive (when acti...

Off

Restrain the shutdown action if only one server is alive (when de..

Off

Restrain the shutdown action if only ene server is alive (when mo...

o

Max Reboot Count:

Max Reboot Count Reset Time
Use Forced Stop

Forced Stop Action

Forced Stop Timeout

Maximum reboots count

Time to reset maximum reboot count (in seconds)

Whether or not to perform the forced stop function

Action of forced stop function

Wait time until activation of failover group starts after forced
stop has been performed (in seconds)

Restrain the shutdown action if only one server is alive (when active group resource abnormality

detected)

Whether to disable shutdown at activation failure in the case
of the last one server

Restrain the shutdown action if only one server is alive (when deactive group resource

abnormality detected)

Whether to disable shutdown at deactivation failure in the
case of the last one server

Restrain the shutdown action if only one server is alive (when monitoring resource abnormality

detected)

Delay Warning

Whether to disable shutdown at monitoring failure in the case
of the last one server

FAIEH Senice r tirrar Disk r Disk rAuto Recoveny r Fower Saving rJVM rmanitar rnﬂnnitnr |

Info |/ Heartheat IF r Timeout r Fart Murmhber r Recovery |T Dielay Wyarning |
Prapetties value '
Heartheat Delay Warning a0
hanitar Delay Warning a0
COM DelayWarning a0

Heartbeat Delay Warning:
Monitor Delay Warning:
COM Delay Warning

Alert Service

Heartbeat delay warning (%)
Monitor delay warning (%)
COM communication delay warning (%)

Alert Service |/ Mirror Disk r Disk rAutU Fecovery |/ Fower Saving |/J\-fn|1 monitor rMDnitnr |

S

Heartbeat iF r Timeout |/ Foart Mumber |/ Recovery r Celay Warning
Froperties Value
E-mail Address
Uze Metwork Warning Light Off
Use Chassis ldentify Off
Enahle Alert Setting Off

E-mail Address:

Use Network Warning Light
Use Chassis Identify

Enable Alert Setting

Destination mail address

Whether or not to use a network warning light
Whether or not to use chassis ID lamp association
Whether or not to enable setting

Section | Detailed functions of ExpressCluster
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Mirror disk (Only when Replicator/Replicator DR is used)

Alert Service r firror Disk r Disk |’Aut0 Fecovery r Fower Saving rJVM monitar |’M0nit0r |
Info r Heartbeat IiF r Timeout r Fort Mumber r Recovery r Delay Warning

Froperies Walue
Auto First Mirrar Construction On
Auto Mirror Recovery on
Collect Mirror Statistics On
Mirrar Disk Disconnection Retry Threshold 10
Mirror Disk Disconnection Retry Intereal 3
Mirrar Digk Digconnection Final Action Digcannect forcefully

Auto First Mirror Construction: Whether or not to perform auto mirror initial

construction.

Whether or not to perform auto mirror recovery.

Whether or not to perform mirror statistics

collection

Mirror Disk Disconnection Retry Threshold: Mirror disk disconnection retry threshold

Mirror Disk Disconnection Retry Interval: Mirror disk disconnection retry interval (in
seconds)

The final action at mirror disk disconnection

Auto Mirror Recovery:
Collect Mirror Statistics:

Mirror Disk Disconnection Final Action:

Disk
Alert Service | Mirmor Disk | Disk | Auto Recovery | PowerSaving | JvMmanitar | Manitar |
Info r Heartheat I/F r Tirmeout |/ Fort Murnber r Recovery |/ Delay Warning
Properies Walue
Shared Disk Digconnection Retry Threshold |10
Shared Disk Disconnection Retry Interval 3
Shared Disk Disconnection Final Action Disconnect forcefully

Shared Disk Disconnection Retry Threshold  Shared disk disconnection retry threshold
Shared Disk Disconnection Retry Interval Shared disk disconnection retry interval (in
seconds)

Shared Disk Disconnection Final Action Shared disk disconnection final  action

Auto Recovery

AlertService | Mirror Disk | Disk | Auto Recovery | Power Saving | JvM monitor | Monitar |
Info r Heartheat [/F r Timeout r Fort Bumber r Recowery r Cielay Warning

Auto Recovery on

Properties Value H

Auto Recovery The setting whether server recovery is automatically
performed after cluster server is rebooted from "Suspension

(Isolated)."

Power Saving

Alert Service rMirrurDisk |’Disk rAutu Recovery rPowerSaving rJVM maonitor rMUnitor |
Info r Heartheat iF r Timeout r Fort Mumber r Recovery r Celay Warning |

Use CPLU Freguency Control Off

Froperties Walue H

Use CPU Frequency Control

Whether or not to use CPU frequency control
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JVM monitor

Alert Service r Mirror Disk r Disk rAuto Recovery r FPower Saving rJ\-’M manitar rMDnitnr |

A

Infa Heartbeat /F | Timeout

[

Port Mumber

[

Recovery

[

Delay Warning

Properties

Walue

Java Install Path

CAProgram FilesiJavaydkl 6.0_34

haximum Java Heap Size (ME)

7

Load Balancer Connection Setting Cff
Log Level IMF O
Generation Count for Stored Log Files 10
Loy Rotation Type File Size
Log File Maximum Size (<B) 3072
Time of First Log Rotation ao0:0o
Log Rotation Interval (Hours) 24
Resource Measurement: Retry Count 10
Resource Measurement Threshold for Abnormal Judg.. |8
Resource Measurement: Default Interval G0
Resource Measurement: Interval for Full GC 120
WehLogic Monitoring: Retry Count 3
WehLogic Monitoring: Threshaold for Abnormal Judgme.. |5
WiehLogic Monitoring: Regquest Count Measurement In... |60

WehlLogic Monitoring: Interval for Average measurement

Management Part 25500
Caonnection Retry Caunt 3
Tirne until Reconnect <]
flanagement Port for Load Balancer Linkage 28540
Health Check Linkage Function Off
Directory containing HTML files

HTML File Mame

HTWML Renamed File Name

Retry count for renaming 3
ait time for retry 3
flanagement IF Address 10.0.0.1
Cannection Port 443

Java Installation Path

Maximum Java Heap Size (MB)

Load Balancer Connection Setting
Log Level

Generation Count for Stored Log files
Log Rotation Type

Log File Maximum Size (KB)

Time of First Log Rotation

Log Rotation Interval (Hours)
Resource Measurement: Retry Count
Resource Measurement: Error Threshold

Resource Measurement: Default Interval
Resource Measurement: Interval for GC

WebLogic Monitoring: Retry Count
WebLogic Monitoring: Error Threshold

Java installation path

Maximum Java heap size (MB)

Load balancer linkage settings

Log level

Number of generations of log files to be stored
Log rotation type

Maximum log file size (KB)

Time of the first log rotation

Log rotation interval (hours)

Resource measurement: Measurement retry count

Resource measurement: Error Threshold
Resource measurement: Interval for memory and
thread measurement (sec)

Resource measurement: Interval for Full GC
measurement (sec)

WebLogic monitoring: Measurement retry count

WebLogic monitoring: Error Threshold

WebLogic Monitoring: Request Count Measurement Interval

WebLogic monitoring: Interval for measuring the
number of requests (sec)

WebLogic Monitoring: Interval for Average measurement

Management Port

Connection Retry Count

Time until Reconnect

Management Port for Load Balancer Lin

Health Check Linkage Function

Directory containing HTML files
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WebLogic monitoring: Interval for measuring the
average (sec)

Management port number

Connection retry count

Time to wait for reconnection (sec)

Management port number for load balancer
linkage

Whether or not to use the health check linkage
function

HTML storage directory
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HTML File Name HTML file name

HTML Renamed File Name Renamed HTML file name

Retry Count for renaming Retry count if renaming fails

Wait time for retry Time to wait for a renaming retry (sec)
Management IP Address BIG-IP LTM management IP address
Connection Port Communication port number for BIG-IP LTM
Monitor

Alert Service | Mirrar Disk | Disk | Auto Recovery | Power Saving | JvMmanitor | Monitor |
Info r Heartbeat IIF r Timeout r Fort Mumber r Recovery |/ Delay Warning |

FProperies YWalue
Collect Systern Resource Information off
Collect System Resource Information Whether or not to collect System Resource
Information
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Checking the whole status of the server in the WebManager list
view

1. Start the WebManager.

2. Inthe tree view, select the object icon for the entire server ‘i In the upper part of the list
view in the right pane, the heartbeat status and network partition resolution status list of
each server are displayed.

[ﬁ cluster : Servers Name: Servers | Server Group List
? ﬁ Semnvers
o= sernver] sernveri semnver2
o= g senver2
g g G3roups Heartbeat Status
& [l Monitors lankho Normal Normal
lankhb2 Mormal Normal
lankhb3 Mormal Normal
MNetwork Partition Resolution Status
pingnp [Normal [Normal

Additionally, click Server Group List to display the information of the server group on the

pop up dialog.

SenverGroup Mame

Senver Mame

sval

senert

svg2

seners

Section | Detailed functions of ExpressCluster
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Checking the status of individual server in the WebManager list

view

1. Start the WebManager.

2. If the object .E of a server is selected in the tree view, Comment, Version, Product,
Internal Version, Install Path and Status of the server are displayed.

Server Mame: server]

Details

Properties Walue
Comment
iual Infrastructure
Froduct EXFRESSCLUSTER ¥ 3.1 for Windows
Internal Version 11.15
Install Path CAProgram Files\EXPREESCLUSTER
Status Onling
Heartheat Status
lankhb Mormal
lankhhz [Jarmal

Metwork Patition Resolution Status

Comment:

Virtual Infrastructure
Product

Internal Version:
Install Path:

Status:

Comment for the server
Virtual infrastructure name
Name of the product

Internal version

Install path of ExpressCluster
Status of the server

3. Click Details to display the following in the dialog box.

Properties Yalue
Mame servert
Wirror Disk Connect IP Address mdc[1] 182 168.0.1
Metwork Warning Light IP Address(Type)
EWC IP Address
CPU Fraguency Status -
Mo shutdown when double activation detected Off

Name:

Mirror Disk Connect IP Address mdc[1]*:
Network Warning Light IP Address(Type):

BMC IP address:
CPU Frequency Status:

Server name

IP address of mirror disk connection

IP address of network warning light

BMC IP address

Current setting status of CPU frequency control

No shutdown when double activation detected:

Whether to disable shutdown when activation of
both disks is detected

Checking the status of the whole monitor in the WebManager list

view

1. Start the WebManager.

2. Inthe tree view, select the object icon for the entire monitor rﬁ. In the list view, Monitor
Name and a list of server statuses are displayed.

® The I/F number of the mirror disk connection is entered to the number in the parentheses.
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Checking alerts using the WebManager

You can view alerts in the bottom part of the WebManager.

Eeach field of the alert view is configured as follows.

(1) Alert type icon (5) Alert sender module

/— (6) Event ID

(2) Alert received time

-

Received Time \ Time & | Serer Mame \ Module Name | EventID | Message
20050914 11:11:08.123 2005/09/14 11:11:06.367 |server! m 26 Status of mdw1 changed normally.
20050914 11:11:03.197 2005/09/14 11:11:02.962 |server! m 26 Status of mdnw1 changed narmally.
2005/0914 11:11:04.327 200909714 11:11:01.857 |servert rm 26 Status of mow?2 changed normally.
2005/0914 11:10:59.204 20090914 11:10:58.917 |servert nrm 3 Resource lanhh2 of server server2 up
2005/0914 11:11:01.680 20090914 11:10:58.917 |servert nrm 3 Resource comhbl of server server2 up
2005/0914 11:11:01.607 200909714 11:10:58.917 |server! nrm 3 Resource lanhb1 of server server2 up
2005/0914 11:10:59.844 200909714 11:10:57 460 |servert mdadmn ] Building of switch mirrar disk has finished successfully (Device: md2)
2005/09M14 11:10:59.394 2005/09/14 11:10:56.902 |server! nrm 3 Resource lankhb2 of server server2 up.
2005/0914 11:10:57 139 200509714 11:10:56.902 |server! nrm 1 Server Sener2 up,
2005/09M14 11:10:58 283 2005/09/14 11:10:56.902 |server! nrm 3 Resource lankhb1 of server server? up
2005/08M14 11:10:57 024 2005/09/14 11:10:56.807 |server! mdadmn 3] Building of switch mirrar disk has finished successfully (Device: md1)
2005/09M14 11:10:52 268 2005/09/14 11:10:53.485 |server! mow 7 Recaovery mode is FAST mode (Device: md1)
2005/08M14 11:10:53.007 2005/09/14 11:10:51.533 |server! mow 7 Recaovery mode is FAST mode (Device: md2)
2005/08M14 11:10:51 F13 2005/09/14 11:10:51 577 |servert mow 17 Recaovery started (Device: md2)
2005/08M14 11:10:51 130 2005/08/14 11:10:50.838 |server! mow 17 Recovery started (Device: md1)
2005/09i14 11:09:57 655 |2005/09/14 11:08:57.317 |servert rm 1 Manitar picvw2 start

(4) Alert sender

(3) Alert sent

(7) Alert

For the meanings of alert messages, see “Messages reported by event log and alert” in
Chapter 12, “Error messages” in this guide. For information about searching alert messages,
see “Searching for an alert by using the WebManager” on page 29.

Section | Detailed functions of ExpressCluster
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Alert view fields

The meaning of each of the fields in the alert view of the WebManager are the following.

(1)

)

)

(4)

()

(6)

(7)

Alert type icon

Alert type Description

=)

Informational message

Warning message

o | =

Error message

Alrert received time

The time the alert was received. The time in the server to which the WebManager connects
is applied.

Alert sent time

The time the alert was sent from a server. The time in the alert sender server is used.
Alert sender server

The name of a server that sent the alert.

Alert sender module

The name of a module that sent the alert.

For a list of module name types, see “Searching for an alert by using the WebManager” on
page 29.

Event ID
The event ID number set to each alert.
Alert message

The alert messages.

Alert view operation

78

By clicking an item on the bar showing name of each field, you can change the alert order.

|ReceiveTime ﬂ| Time | Server Mame | Module MName | EventID| Message

Whenever you select an item, the &% or & mark is displayed in each field.

Mark Purpose
rAN Sorts alerts in the ascending order of the selected field.
LT Sorts alerts in the descending order of the selected field.

By default, alerts are displayed in the Time descending order.
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When you right-click this bar, the following pop-up window is displayed so that you can select
the items to be displayed. All items are selected by default.

Received Time | Time W Serer Mame

'\,u PR N RN P Nl A LI:IU:IU.I'-\J-\J ET‘&{F]E I'|‘-\_|:-\Jl_|.|' (o ) =CTVETS
W |2008i08/22 21:16:10.637 42:38.972 serverd
% 200209722 21:16:10.560 M Received Time  [47:37 653 serverd
i) [2008/08/22 21:15:55.830) ® Time 47:15.635 serverd
(L) [2008/09/22 21:115:55.725 42115586 serverd
() |2008ma/2z 71155614 CorErName senerd
(i) [2008i09/22 21:15.:55 555 ¥ Module Name — F45:97 533 serverd
(L) [2008/09/22 200:42:08.602 ® Event ID 42:09.484 servert
_ % [2008i00/23 30:4144.408) 5y 41:44.088 servert
W [2008i08/22 20:41:44.310 e et 144074 servert
W [2008i08/22 20:41:43.571 2008/08/22 20:41:43.440 servert

When you double-click the displayed alert, the fol
check the detail of the alert,

lowing window is displayed where you can

|£: Alert Log Detail Information

Detail Information

-

Type: Error

Received Time: 2011/09M12 12:25:56.175
Time: 20110912 12:26:23.177
Server Name: semver2

Module Name: mdadmn

Event 1D: 2421

Message:

[&]

The mirror disk connect of the mirror disk md1 has been
disconnected.

When you right-click the alert, the following pop-up window is displayed where you can select
the type of the alert to be displayed. All items are selected by default.

W

[znnsmgxzz 21:16:10.637

16:10.569
¥ Infa 15:55 630
Miarning (1555725
¥ Error 159859614
coomom ez =1, 15:55.955
2008008/22 20:42:09.602
2008008/22 20:41:44 408

©)
%
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Mirror disk helper

Overview of the mirror disk helper

The Mirror Disk Helper is a tool to help the recovery of mirror disk/hybrid disk. It is used by
starting up from the WebManager. The following shows the layout of the Mirror Disk Helper.

For mirror disk resource

(4) Mirror disk status (5) Progress bar (when execution)

(1) Resource name
semveri semner?

B8 | | > | o8 |

A

Disk copy is executed from server] to server2, and mirroring is pestarted

Execute Detail Close

(4) Mirror disk status

(2) Execute I ,
(3) Detailed information

ExpressCluster X 3.1 for Windows Reference Guide
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For hybrid disk resource

(6) Current Server (5) Progress bar (when execution)

\ (1) Resource name (7) Server group name
|52 Mirror Disk N)
semver! SEI’\"EQ

Full disk copy is executed from se

(2) Execute (3) Detailed information

(4) Mirror disk status

The Mirror Disk Helper can be started by the mirror disk list or a mirror disk resource/hybrid
disk resource of a group.

Section | Detailed functions of ExpressCluster
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The following is the description of the each field of the Mirror Disk Helper.

(1)

)

Resource name
Displays the name of the mirror disk resource/hybrid disk resource.
Execute

When you click Execute, mirror recovery is started as displayed in the following dialog box.
If there is any difference between the mirror disks in both servers, the mirror recovery is
started.

sener serer?

00:01

& | ) |

Disk copy is heing executed now to restart mirroring.
Bioth ofthe semers are not using the mirror disk.
Click the icon to select the operation you want to execute.

If there is no difference between the mirror disks in both servers, the following dialog box is
displayed.

P Diata on two dizks are identical. fre vou sure
F | to execute a mirror recovery”

] Cancel

If you click OK, full copy of the mirror begins.

If Auto Mirror Recovery is set to On, mirror recovery begins automatically. However,
mirror recovery does not begin automatically if there is no difference between both servers
or if there are errors in the mirror disks on both servers.
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(3) Detailed information

When you click Details, detailed information is displayed.

For mirror disk resource

senver sener2
Property Value (Status) Property Value (Status)

Server Mame server Server Mame sernver2

Difference Copy Impossible Difference Copy Impossible

Activation Status Active Activation Status Inactive

Media Error Mormal Media Error Mormal

Mirror Break Occurred at: — Mirror Break Occurred at: —

Last Updated: — Last Updated: —

Mecessary Copy Amount (%) |0 Mecessary Copy Amount (%) |0

Partition Usage Rate (%) 18 Partition Usage Rate (%) 19

Partition Size (M bytes) 970 Partition Size (M bytes) 970

4] Il [ T» | Ii [T»
Server Name: Server name
Difference Copy: Whether differential copying of the mirror disk

resource is possible

Activation Status: Active status of the mirror disk device on the server
Media Error: Media error of the mirror disk resource
Mirror Break Occurred at: Mirror break time
Last Updated: The time that the data was updated the last time

Necessary Copy Amount (%):

Partition Usage Rate (%):
Partition Size (M bytes):

Section | Detailed functions of ExpressCluster

Amount of data to be copied again to resume
mirroring

Partition usage rate

Partition size
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For hybrid disk resource

svgl svg2
ST S
=) =)
Property Value (Status) Property Value (Status)
Server Group Name svgl Server Group Name svg2
Current Server Name semver] Current Server Name senver2
Difference Copy Impossible Difference Copy Impossible
Activation Status Active Activation Status Inactive
Mirror Break Qccurred at: — Mirror Break Occurred at: —
Last Updated: - Last Updated: -
Mecessary Copy Amount (%) [0 Mecessary Copy Amount (%)|0
Partition Usage Rate (%) 2 Partition Usage Rate (%) 2

] It

[r] [ Il ID

Server Group Name:

Current Server Name:

Differential Copy:

Activation Status:

Mirror Break Occurred at:

Last Update:

Necessary Copy Amount (%):

Partition Usage Rate

(%):

Server group name

Name of the server that uploads and manages the disks
in the server group.

Whether differential copying of the mirror disk
resource is possible

Active status of the mirror disk device on the server
Mirror break time

The time that the data was updated the last time
Amount of data to be copied again to resume mirroring
Partition usage rate

Last Data Update Time is displayed when only one of the servers is updated. Mirror
Break Time is displayed when mirror connect is disconnected.

Partition Usage Rate is displayed for the server of which resources are active.
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(4) Mirroring disk status

The following table shows the mirroring disk status of servers:

You can select what to perform for the mirror disk by clicking the icon.

Icon Mirroring disk status Mirror color*
% Mirroring status is normal. The server is inactive. Green
@.‘t’} Mirroring status is normal. The server is active. Green

Mirror recovery or forced mirror recovery is underway.
g . Yellow
The server is inactive.
Mirror recovery or forced mirror recovery is underway.
. . Yellow
The server is active.
. There might be a difference, but it has not been
=3 determined which has the latest information. Mirror Orange
recovery is required.
% The server has an error. Mirror recovery is required. Red
'&i The server is stopped or its status is unknown.
. . Gray
Information on the server status cannot be acquired.
%} Both systems are active. Blue
ﬁ:’} Cluster partition has an error. Black

® To see the mirror color, run the clpmdstat command.

Section | Detailed functions of ExpressCluster
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Q)

(6)

Progress bar

When performing the mirror recovery, the progress bar shows an arrow from a source server
with the latest data to a copy destination server.

How far the mirror recovery has progressed and expected time required for copying are
displayed in the progress bar.

Servert Semver?

%} | Full Copy > %

Disk copy is being executed now to restart mirraring.
Both ofthe servers are not using the mirror disk.
Click the icon to select the operation you want to execute.

Current server (only hybrid disk resource)

Current server displays the current server that updates and manages the disks. You can

check the status of each member server of the server group by clicking the drop-down arrow.
The current server is represented in the bold font. The server represented in gray font is in
the down state.

When performing mirror recovery or cancelling access restrictions, you can select a server
from the list shown by clicking the drop-down arrow to change a current server.
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Recovering a mirror (forcefully)

1. Mirror recovery

If there is a difference between the mirror disks on both servers:

senerd SEMErZ

e [ Fulcopy > By

Digk copy iz executed from server] to zervers, and mirroring is restarted.

If there is a difference between the mirror disks on both servers, and one of the servers has
an error, the progress bar direction is fixed. When you click Execute, mirror recovery starts.

When you click Execute, mirror recovery starts. If any group is active, the server with the
active group becomes the source server. When it is possible to recover differences, only the
difference is recovered. If it is impossible to recover differences, whole partition area is
recovered.

If there is no difference between the mirror disks on both servers:

If there is no difference, full copy of the mirror is performed.

serverl SErvers

'&} | Full Copy > %

Full digk copy iz executed fraom serverl to server2.

If there is no difference between the mirror disks of both servers, and both servers are
running normally, the progress bar is displayed. When you click Execute, mirror recovery
starts.

Section | Detailed functions of ExpressCluster
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If the status of both servers is Error:

If both servers have errors, click Details to determine a source server. When you click
Details, the following detailed information is displayed.

serveri server2

& &

Property Value (Status) Property Value (Status)
Server Name server] Server Name senver2
Difference Copy Impossible Difference Copy Impossible
Activation Status Inactive Activation Status Inactive
Media Error Maormal Media Error Maormal
Iirror Break Occurred at: 2010/08/26 15:04:20 Wirror Break Occurred at: 2010/08/26 15:04:44
Last Updated: 2010/08/26 15:04:20 Last Updated: 2010/08/26 15:05:04
Mecessary Copy Amount (%) (19 Mecessary Copy Amount (%)[19
Partition Usage Rate (%) 19 Partition Usage Rate (%) 19
Partition Size (M bytes) 970 Partition Size (M bytes) 970
4] I [T» 4] I D

Mirror disk is not mirroring now.

There is no server that contains the latest data.

Both of the servers are not using the mirror disk.

Click the icon to selectthe operation you want to execute.

[Eow ] (B

Check the Last Data Update Time, and choose a server with the latest data as the source
server. Note that the time you see here is of the OS.

If you select an icon whose status is mirrored disk as the source, the progress bar is
displayed. Click Execute to start mirror recovery.
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2. Forced mirror recovery only for a single server

When one server has an error while the other is in the unknown status or stopped, the Mirror
Disk Helper is displayed.

semver sernver2

=) =)

Property Value (Status) Property Value (Status)
Server Name senverl Server Name sener2
Difference Copy Possible Difference Copy Possible
Activation Status Inactive Activation Status Unknown
Wedia Error Marmal IMedia Error Marmal
Mirror Break Occurred at: 2010/08/26 15:04:20 Mirror Break Occurred at: —
Last Updated: 2010/08/26 15:04:20 Last Updated: —
Mecessary Copy Amount (%) |1 Mecessary Copy Amount (%)|—
Partition Usage Rate (%) 19 Partition Usage Rate (%) —
Partition Size (M bytes) 970 Partition Size (M bytes) 970
4] I D | I D

Mirror disk is not mirroring now.

It is unclear which server contains the latest data.

Mirror disk on server is inactive.

Mirror disk on server2 is unknown.

Click the icon to selectthe operation you want to execute.

| Execute | | Simple |

When you click the icon of the server with an error, the following is displayed:

server] sener2

== =)

Property Value (Status) Property Value (Status)
Server Name server] Server Name senver2
Difference Copy Possible Difference Copy Possible
Activation Status Inactive Activation Status Unknown
IMedia Error Maormal Iedia Errar Maormal
Mirror Break Occurred at: 2010/08/26 15:04:20 Mirror Break Occurred at: -
Last Updated: 2010/08/26 15:04:20 Last Updated: —
Mecessary Copy Amount (%) |1 Mecessary Copy Amount (%) —
Partition Usage Rate (%) 19 Partition Usage Rate (%) —
Partition Size (M bytes) a70 Partition Size (M bytes) a70
4] Ii [T» 4] Ii IC

Data for serverd is the latest.

| Execute | | Simple |

When you click Execute, forced mirror recovery of only one server starts.

Section | Detailed functions of ExpressCluster
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Stopping mirror recovery

What is similar to the following is displayed during mirror recovery:

server] Server?

0059

= 7% > =

Disk copyis heing executed now to restart mirraring.
Both ofthe servers are not using the mirror disk.
Click the icon to select the operation you want to execute.

When you click the icon of the server where data will be copied to or from, the following is
displayed:

server] serers

== ==

Disk copy will be interrupted.

Execute | | Dretail

When you click Execute, the following dialog box is displayed. If you click OK, mirror
recovery stops. The server where data is copied from becomes normal status and copied to
become error status:

? mdl is recovering now. Are yau sure to stop?

] Cancel

ExpressCluster X 3.1 for Windows Reference Guide
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Canceling access restriction

Canceling the access restriction can be performed only when the status of server is error. When
the status of one server is normal and other server is error, the following is displayed:

semer

=)

Mirrar diskis not mirraring now:.

zerver]! contains the latest data.

Both ofthe semers are not using the mirrar disk.

Click the icon to selectthe operation you want to execute.

Semerd

=)

Close

When you double-click the icon of the server with error, the following is displayed:

servert

=

Semer?

==

The access restriction of mirrar disk on server2 will he released.

Execute | | Detail

Close

When you click Execute, access restriction is cancelled in the server with an error.

To perform mirror recovery, click the icon of the server for which the access restriction is
cancelled, perform access restriction, and then follow the procedures in “Recovering a mirror

(forcefully)™ on page 87.

Note:

When the Auto Mirror Recovery is enabled and one of the servers is operating normally, it
is necessary to disable Auto Mirror Recovery in advance or suspend the mirror disk monitor
resource or hybrid disk monitor resource so that Auto Mirror Recovery does not operate
when the access restriction is cancelled in the server that is abnormal.
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Manually stopping and starting the WebManager

Once ExpressCluster is installed, the WebManager automatically starts and stops along with the
operating system.

If you wish to stop and start the WebManager specifically, just stop or start the service for the
WebManager from the Services console of Administrative Tools.

When you do not want to use the WebManager
If you do not want to use the WebManager for security reasons, change the settings of Services
of Management Tool of your OS or that of the Builder not to start the WebManager.

To specify the settings by using Service of Management Tool, change the Startup Type of the
ExpressCluster Manager service to Manual.

The WebManager can be configured on the WebManager tab in Cluster Properties of the
Builder. For information on how to configure and apply the settings, see “WebManager tab” on
page 160.

Setting limitations on the connection and operation
of the WebManager

The limitation in connection and operation of the WebManager can be configured in Cluster
Properties in the Builder. For details, see “WebManager tab” on page 160.

ExpressCluster X 3.1 for Windows Reference Guide
92



Setting limitations on the connection and operation of the WebManager

Type of limitation

There are two ways to set usage limitations:
& Limiting the access by using client IP addresses

¢ Limiting the operation by using a password

Limiting the access by using client 1P addresses

This function limits the clients who can access the WebManager and operations on the
WebManager by using client IP addresses.

Add IP addresses to IP Addresses of the Accessible Clients on the WebManager tab in
Cluster Properties of the Builder. For details, see “WebManager tab” on page 160.

When setting the limitation of the connection of the WebManager, if you attempt to access to the
WebManager from the IP address that is not added to IP Addresses of the Accessible Clients,
the following error messages are displayed.

Example: when using the Internet Explorer

@ You are not authorized to view
this page

You might not have permission to view this directory or
page using the credentials you supplied.

If you believe you should be able to view this directory or
page, please try to contact the Web site by using any e-
mail address or phone number that may be listed on the
10.0.0.1.:29003 home page.

vou can click g Search to look for information on the

Internet.

HTTP Error 403 - Forbidden
Internet Explorer

When connecting to the WebManager from the client of which the operation is limited,
WebManager becomes Reference only and is not able to switch to Operation Mode nor
Verification mode.
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The limitation by using a password
This function limits viewing and operations on the WebManager by using a password.

To configure this limitation: in Cluster Properties of the Builder, click the WebManager tab
and then Control connection by using password. For details, see “WebManager tab™" on page
160.

Once password limitation of the WebManager is set, the following authorization dialog box is
displayed when trying to access the WebManager by setting a password.

Permisssion: | Operation Mode b

Password: || |

| QI || Cancel |

I Java fpplet Window

You can log on to the WebManager by selecting Operation Mode or Reference Only in
Authorization and entering a correct password.

The authorization dialog box is not displayed when the password limitation is not configured
(you can log on to the WebManager without authorization).

You cannot log on to the WebManager if you enter a wrong password three consecutive times.

When you log in with Reference Only selected for Permission, the WebManager is placed in
reference mode. When you attempt to switch to operation mode, config mode, or verification
mode in this status, the above authorization dialog is displayed, and you are requested to enter a
password for Operation Mode.

Combination of the IP address and password

The operational limitations when using both IP addresses and passwords are the following:

Password limitation

Unable to
(_:Iu_ent 1 eSS Operable mode Reference only operate_/we_w
limitation (authorization

failed)
Operable Mode Operable mode Reference only Unavailable
Reference Only Reference only* Reference only Unavailable
Cannot Access Cannot access Cannot access Cannot access

* Authorization cannot be selected.
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Operating a cluster by using the WebManager
Cluster shutdown and cluster shutdown reboot

For information on how to perform cluster shutdown and cluster shutdown reboot from the
WebManager, see “Objects of the cluster” on page 56.

Mirror disk resource and hybrid disk resource

For information on how to use the mirror disks, hybrid disk resources, and Mirror Disk Helper
from the WebManager, see “Server object” on page 57 and “Objects of mirror disk resource and
hybrid disk resource” on page 63.

Recovering servers

When Auto Return is set to Off on the Auto Recovery tab in Cluster Properties of the Builder,
and a server is shut down or rebooted without using the cluster shutdown command, the server is
started in the suspension (isolated) state. A server in this status does not run as a part of the
cluster system. Thus, you need to return the server to the cluster system after you have finished
the necessary maintenance work on the server. For more information on how to return a server to
a cluster system by using the WebManager, see “Individual server objects” on page 59.

Shutting down and rebooting an individual server

For information on how to shut down and reboot an individual server from the WebManager, see
“Individual server objects” on page 59.

Starting, stopping, and moving an individual group

For information on how to start, stop, and move an individual group from the WebManager, see
“Individual group objects” on page 61.

Starting and stopping a group resource

For information on how to start and stop a group resource from the WebManager, see “Individual
group resource objects (except mirror disk resources and hybrid disk resources)” on page 62.

Resuming, suspending, and stopping dummy failure of monitor
resources
For information on how to resume, suspend, or stopp dummy failure of a monitor resource from

the WebManager, see “Individual group resource objects (except mirror disk resources and
hybrid disk resources)” on page 62.

Resuming, suspending, starting dummy failure, and stopping
dummy failure of an individual monitor resource
For information on how to resume, suspend, start or stop dummy failure of a monitor resource

from the WebManager, see “Individual group resource objects (except mirror disk resources and
hybrid disk resources)” on page 62.
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*

L 2

Information displayed by the WebManager does not always reflect the latest status. To acquire
the latest information, click the Reload icon on the toolbar or Reload in the Tool menu.

If a server fails while the WebManager is acquiring information, the information acquisition
fails, which may result in the failure to show some objects.

Wait for the next automatic update, or click the Reload icon on the toolbar or Reload in the
Tool menu to reacquire the latest information.

The ExpressCluster logs cannot be collected from two or more WebManagers simultaneously.

If you work on the WebManager when no connectivity is established, it may take a while to
regain control.

While the mouse pointer is the hourglass which indicates that the OS is processing something,
moving the cursor outside the browser may return to the arrow icon even if the process is still
underway.

If a proxy server is used, configure the proxy server so that the port number of the WebManager
can be relayed.

When a reverse proxy server is used, the WebManager does not run normally.

When you update ExpressCluster, close the browser. Clear the cache of Java and restart the
browser.
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Error messages on the WebManager

The following is a list of error messages displayed when using the WebManager.

Level

Message

Cause

Solution

Info

Alert Service is
already started.

The status of the alert
service became normal.

Error

Alert service is
inactive.

Starting the alert service
failed.

Check the configuration
of alert-related modules.

Error

Could not start the
group because
necessary responses
have not been made.

No status can be acquired
because the ExpressCluster
is now being started up.

Try reloading the status
later.

Error

Could not connect to
the server.

Connecting the
WebManager to the

ExpressCluster server failed.

Check if the destination
server is running.

Error

Connection Timeout.

Internal timeout occurred.

Internal timeout may
occur when a
time-consuming task is
performed. Check the
status after the timeout
and if there is no
problem, operations can
be continued.

Error

Connection is
terminated.

The connection between the
WebManager and the
ExpressCluster is
disconnected.

Check if the connection
destination server has
failed.

Error

Could not activate
some resources.

Failed to start some
resources under the group.

Solve the problem that
caused the resource
error.

See the alert log for the
detailed information on
the error.

Error

Could not deactivate
some resources.

Failed to stop some
resources under the group.

Solve the problem that
caused a resource error.
For details on the error,
see the alert log.

Error

Failed to collect logs
from the server.

Failed to collect logs.

Some servers may have
been shut down during the
log collection. Some servers
may not be able to be
accessed due to error.

Retry log collection.

If logs from a certain
server cannot be
collected, run the
clplogcc command on
the server to collect logs.

Error

Failed to connect to
server({0} : {1}).

Failed to connect to the
WebManager.

Check if the
ExpressCluster Web
Alert service is running
on the server.

Error

Failed to find group
online server.

Failed to detect the server
whose group is online.

The server status may
have changed during the
operation. Reload the
status.

Error

Failed to get data for
the cluster tree view
from the server.

Failed to acquire the cluster
configuration.

Check if ExpressCluster
is running on the server
by using a command.
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Level Message Cause Solution
Error Failed to get the latest | 1) The alertlog.alt file does 1) Temporarily store all
alert log. not exist or is corrupted. the files under the
2) The maximum number of | /installation_path/alert/lo
the alert viewer records in g on the server, and then
the cluster configuration restart the alert
data is over the limitation. synchronization service.
(Up to 999) 2) Check the maximum
number of the alert
viewer records set in the
Builder.
Error Failed to get property | Failed to acquire a cluster Run a command on the
from the server. property value. server to check if
ExpressCluster is
running.
Error Failed to search the Failed to open alert log files | Temporarily store the
alert logs. on a server. files under the
/installation_path/alert/lo
g on the server, and then
restart the alert
synchronization service.
Error The response content | Connection to the server is Check the server
is invalid. disconnected. operating status and
network connectivity.
Error Failed to move group | Moving the group failed. Solve the problem that
“Group Name” to [Group Name] group_name | failed to move the group.
server “Server Name”. | [Server Name] server_name | For the detailed
information on the error,
see the alert log.
Error The group is already The group which is the Try reloading the group
started. target of the operation has status later to update it,
already been started. and then perform
Another manager or operations on the group.
command on the server may
have performed operations
on the same group.
Error The group is already The group which is the
stopped. target of the operation has
already been stopped.
Another manager or
command on the server may
have performed operations
on the same group.
Error Group is updating its The status of the group
status. which is the target of the
operation is changing.
Another manager or
command on the server may
have performed operations
on the same group.
Error Internal error. An internal WebManager Perform reloading.
error occurred. If the same error occurs
even after reloading,
restart the
ExpressCluster Web
Alert service.
Error Invalid configuration Failed to acquire the cluster | Check the information on
data. configuration data. the cluster configuration.
Error Invalid group name. An internal error of the Perform reloading.
WebManager occurred. If the error occurs even
Error Invalid group name or | An internal error of the after reloading, restart
server name. WebManager occurred. the ExpressCluster Web
Error Invalid parameter. An internal error of the Alert service.

WebManager occurred.
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Level

Message

Cause

Solution

Error

Invalid server name.

An internal error of the
WebManager occurred.

Error

An error occurred in
server or group
operation.

Some operations failed.

Run a command to
check the server status.
If there is no problem,
operations can be
continued.

Error

Operatable group
does not exist.

The operation to the group
failed.

Solve the problem that
caused the failure of the
operation to the group.
For the detailed
information on the error,
see the alert log.

Error

Enter the number of
alert logs displayed on
each page.

The number of the alert log
filter result to be displayed

(for example, the number of
logs in a window) is not set.

Specify the number of
the alert log filter result
to be displayed.

Error

Enter the event ID.

The ID for alert log search is
not set.

Specify the ID for alert
log search.

Error

Enter the module
name.

The name of the module for
the alert log search is not
set.

Specify the name of a
module for the alert log
search.

Error

Enter the number of
searches.

The number of alert logs to
be searched is not set.

Specify the number of
alert logs to be searched
for.

Error

Enter the page
number.

The page to show the
results of the alert log
research is not set.

Specify the page to
show the results of the
alert log research.

Error

Enter the server
name.

The name of a server for
alert log search is not set.

Specify the name of the
server to be searched
for.

Error

The selected server is
invalid.

The server specified as the
destination for moving the
group is invalid.

Wait for a while to
perform reloading to
update the group status,
and then perform the
operation to the group.

Error

Specified server is not
active.

The server that initiated the
operation is not active.

Wait for a while to
perform reloading to
update the group, and
then perform the
operation.

Warning

The cluster tree
obtained from the
server may not be
complete.

An error occurred while
acquiring the server status.

Try reloading later.

Error

The number of alert
logs per page you
have entered is not in
the specified range

(1~{0}).

The specified number of
alert log filter results
displayed per page is out of
the range.

Specify a value between
1 and 300.

Error

The value in “To" is
incorrect.

The time specified for end of
alert log search is invalid.

Set a correct time.

Error

Event ID entered is
less than 1.

The ID set for alert log
search is smaller than one.

Specify a value of 1 or
greater.

Error

There are no groups
that can be started.

Failed to start up a group.

Solve the problem that
caused the failure of the
operation to the group.
For the detailed
information on the error,
see the alert log.
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Level Message Cause Solution

Error There are no groups Failed to stop the group. Solve the problem that

that can be stopped. caused the failure of the
operation to the group.
For details on the error,
see the alert log.

Error There are groups that | Some operations failed. Run a command to
failed to start. check the server status.

If there is no problem,
operations can be
continued.

Error There are groups that | Some operations have Run a command to
failed to stop. failed. check the server status.

If there is no problem,
operations can be
continued.

Warning The number of The ID set for alert log Specify a value of 1 or
searches entered is search is smaller than one. greater.
less than 1.

Error Page number entered | The number of pages Specify a value of 1 or
is less than 1. specified for the alert log greater.

search is smaller than one.

Error The page number The number of pages Specify the number that
entered is greater specified for alert log search | is smaller than the total
than the total page is greater than the total page | page number.
number. number.

Warning The properties got Failed to acquire some Try reloading later.
from server may not information.
be completed.

Error There are servers that | There is a server that may Check if the server is
failed to stop. have failed to shut down the | down. If it is not down,

cluster. check that
ExpressCluster is
running.

Error The value in "From" is | The time set for start of alert | Set a correct time.
incorrect. Enter the log search is invalid.
correct value.

Error The value set in The time set for start of the Set a correct time.
“From” is later than alert log search is later than
the value in “To”. the time set for end.

Info The total number of The number of total pages of | To apply added alerts to
pages has been alert log filter results is the search results, close
changed. The server updated. the window displaying
alert log will be New alerts may have been the search results and
updated. issued while the search perform search again.

results were being
displayed.

Error Failed to get mirror An internal error of the Disk | Make sure that the Disk
disk list from server. Agent occurred. Agent is working. If the

Communication from the Disk Agent is not started,
WebManager server to the reboot the server.
ExpressCluster Web Alert

service failed.

The process on the server

timed out.
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mirror since mirror
status has changed.

because the mirror status is
changed after the Mirror
Disk Helper dialog box was
displayed.

Level Message Cause Solution

Error Failed to get mirror The Disk Agent failed to Check if the Disk Agent

status. acquire mirror disk status. is active. If the Disk
An internal error of the Disk | Agent is not started,
Agent occurred. reboot the server.
Communication from the
ExpressCluster Web Alert
service to the Disk Agent
has failed.
The process in the server
timed out.

Error Failed to recover the An error occurred while Make sure that the Disk
mirror. performing mirror recovery. Agent is operating. If the

Disk Agent is not started,
restart the server.

Error Detected disk error A disk error was detected Run the clpmdstat
while recovering the during the mirror recovery. --mirror command to
mirror. check disk error status

on each server.

Error Failed to recover the Mirror recovery failed Close this error message

dialog box, and the
information will be
updated.

Confirmation

Data on two disks are
identical. Are you sure
to execute a mirror
recovery?

The mirror disks on both
servers have no difference.
Do you want to continue
mirror recovery?

Confirmation

{0} is recovering now.
Are you sure to stop?

Do you want to stop mirror
recovery?

logs. Try again after
log collection is
completed.

Error Failed to stop Failed to stop the mirror The server may be

recovery. recovery. heavily loaded. Start up
the Mirror Disk Helper
again.

Error Failed to get recovery | Acquiring information on the | The server may be
status. progress of mirror recovery heavily loaded. Start up

failed. the Mirror Disk Helper
again.

Error The local applet A mismatch between the Exit the browser. Clear
version does not Java applet and the server the cache of Java and
match the server's. occurred because the Java restart the browser.
Close the browser and | cache remains.
clear the applet
cache.

Error Failed to recover Data partition size of the Specify a server as a
since NMP size of source server is larger than | source whose data
"{0}" is smaller than that of the destination server | partition size is smaller.
"{a}". when recovering a mirror.

The recovery is stopped.
Initial mirror may not have
been configured properly.

Error Failed to get server Failed to get a server list. Check log collection
list. from another

WebManager is running
or not. Restart after
another log collection
completes.

Error Server is collecting The server is collecting logs. | Try again after other log

collections are
completed.
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Level Message Cause Solution

Error Failed to collect logs An error occurred while Check the result in

from the server. collecting logs. dialog box showing the
progress of log collection
(See “Collecting logs
(clplogcc command)”).

Error Failed to Login An internal error occurred Try logging on to the

(Internal error) when logging on to the WebManager again.
WebManager. Start the ExpressCluster
Web Alert service if the
error still occurs.

Error Failed to login. Incorrect password was Try logging on to the
entered three consecutive WebManager again with
times. a correct password.

Error Incorrect password. Incorrect password was Enter a correct
entered. password.

Error Authorization failed. Password was changed Try logging on to the
while accessing the WebManager again.
WebManager.

Error Authorization failed. An internal error occurred Try logging on to the

(Internal error.) when accessing to the WebManager again.
WebManager. Reboot the
ExpressCluster Web
Alert service if the error
still occurs.

Error Failed to connect to Failed to communicate with Check if the
the server. the WebManager. ExpressCluster Web

Alert service is working
on the server.

Check if connecting to
the server can be
performed successfully.

Error Failed to get the list of | Disk Agent failed to get the Check if the Disk Agent
mirror disk error. information on the mirror is operating. If the Disk

disk. Agent is not operating,
Internal error of the Disk restart the server.
Agent occurred.

The access to the Disk

Agent from the

ExpressCluster Web Alert

service failed.

The processing timed out on

the server.

Error Failed to get the data | Failed to get the cluster data | Check if ExpressCluster
for the cluster tree of the destination server. is operating by running a
view from the server. Failed to get all cluster data | command on the

in the cluster tree view. destination server
Check if all cluster
management IPs in the
tree view are running
normally.

Error Another user is Auto-search has already Retry auto-search later.
performing been performed from the
auto-search now. Try | other manager.
it again later.

Error Internal error. An internal error of the Perform the auto-search

WebManager has occurred.

again. If an error still
occurs, restart the
ExpressCluster Web
Alert service.
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Level

Message

Cause

Solution

Error

Not connected to the
server now. The
settings will be
displayed when the
connection recovers.
Wait for a moment.

Because communication
with WebManager failed, the
changed setting is applied
as soon as the connection is
recovered.

Confirm that the
ExpressCluster Web
Alert service is operating
on the server side.

Confirm that the server
is connected normally.

Error

Failed to recover the

server "{0}".
Click the Reload
button, or try again

later.

The displayed server status
might not be the latest
status.

The status of the server that
was changed by a different
operation is not reflected on
the display.

Click the Reload button,
and retry the operation
once the status has
been updated.

Error

Failed to migrate
group "{0}" to server

{1}

The displayed group status
might not be the latest
status.

Operation from a different
WebManager or operation
by means of the clpgrp
command might not have
been reflected in the group
status on the display.

Click the Reload button,
and retry the operation
once the status has
been updated.

Error

Failed to disable
dummy failure of
monitors.

Click the Reload
button, or try again
later.

The displayed cluster status
might not be the latest
status.

Operation from a different
WebManager or operation
by means of the
clpmonctrl command
might not have been
reflected in the cluster status
on the display.

Click the Reload button,
and retry the operation
once the status has
been updated.

Error

Failed to disable a
part of dummy failure
of monitors.

Click the Reload
button, or try again
later.

The displayed cluster status
might not be the latest
status.

Operation from a different
WebManager or operation
by means of the
clpmonctrl command
might not have been
reflected in the cluster status
on the display.

Click the Reload button,
and retry the operation
once the status has
been updated.

Error

Failed to enable
dummy failure of
monitor "{0}".

Click the Reload
button, or try again
later.

The displayed cluster status
might not be the latest
status.

Operation from a different
WebManager or operation
by means of the
clpmonctrl command
might not have been
reflected in the cluster status
on the display.

Click the Reload button,
and retry the operation
once the status has
been updated.
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Level Message Cause Solution
Error Failed to disable The displayed cluster status | Click the Reload button,
dummy failure of might not be the latest and retry the operation
monitor "{0}". status. once the status has
Click the Reload . . been updated.
: Operation from a different P
button, or try again X
WebManager or operation
later.
by means of the
clpmonctrl command
might not have been
reflected in the cluster status
on the display.
Error Failed to get the Failed to obtain the license | Check to see the
license information. information. license.
Shut down and then
reboot the cluster.
Error The license Part of the license Check to see the
information obtained information could not be license.
from the server may obtained.
be incomplete. Shut down and then
reboot the cluster.
Error The request to Some servers failed to Check the status of the
resume the cluster resume the clusters. server which failed to
failed on some resume the clusters.
servers.
Error Failed to get the time | The time information could Click the Reload button,
info from the server. not be obtained. and retry the operation
once the status has
been updated.
Error

Failed to clear the
time info.

Failed to clear the time
information.

Click the Reload button,
and retry the operation
once the status has
been updated.
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Chapter 2 Function of the Builder

This chapter provides information on functions of the ExpressCluster X Builder.
This chapter covers:

OVErview OF the BUITAET ........cooii e e 106
Details 0N the BUIIET SCIEEN........c.eiiieiiitiricieit ettt 109
POP-UP MBNU....eti e r bbbt e e n et r ettt e s e e e nenn e an e 117
Using a tool bar of the BUIIAET ..o 118
Using the menu bar of the BUIIAET ..o 119
L3000 T=T 0T SRS 119
WIBW IMIEIIU ..ottt sttt ettt sttt ettt e e e ee et e st e e Rt e s e me e s e ne e e b e e EeeR e e b e ensenteneenbenEeabeareeneeneeneeteneeaneas 128
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ParamMELEr GELAIIS .......eoiitiicie bbb bbbt 133
CIUSEEE PIOPEITIES ...ttt sttt b bbb bbbt et b et b e s b etk e bt e bt e b et bbb nn e 133
SEIVEIS PIOPEITIES ...ttt ettt bbb b et b e bbb et b e e et bt b bt et b et et n e 189
PAFAMETELS TIST ...ttt bbb ettt nbe e 202
Upper [imits OF regiStration ...........ooviiiiiiiieie bbb 237
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Overview of the Builder

The ExpressCluster X Builder is a tool for creating and changing the cluster configuration data
(config and/or script) for the ExpressCluster Ver3.0 or later.

There are two versions of the Builder; online version and offline version.

& Online version

To start the Builder, click Config Mode on the View menu or select the config mode icon | >
from the dropdown menu on the toolbar.

You can also directly connect to the server to create a cluster or change its configuration and
distribute the cluster configuration data.

& Offline version
With the offline version Builder, you can create or change the cluster configuration data on the
machine which cannot connect to a server.
To distribute the cluster configuration data, you need to use the c1lpcfctrl command.

Note:
In this guide, Builder refers to both the online version of Builder, which runs in WebManager
config mode, and the offline version of Builder, which runs on the management PC.

“Host name” used in this guide represents the short name that excludes the domain name from a
frequently qualified domain name (FQDN).

The table below describes the icons in “Using the menu bar of the Builder” and “Parameter
details.”

These icons represent the operations required to apply the changes of items to the cluster.

Icon Priority How to change Refer to
ShutdownReboot 1 Shut down and reboot cluster The Installation and

Configuration Guide
Chapter 8, “Preparing to
operate a cluster system.”

2 Stop and restart the cluster daemon The Installation and
Configuration Guide
Chapter 8, “Preparing to
operate a cluster system.”

3 Suspend and resume the cluster The Installation and
daemon Configuration Guide
Chapter 8, “Preparing to
operate a cluster system.”

4 Stop and resume the group The Installation and

(Stop and resume the resource) Configuration Guide
Chapter 8, “Preparing to
operate a cluster system.”

MStopRestart 5 Stop and resume the WebManager The Reference Guide
Stop and resume the alert log Chapter 1 “Function of the
WebManager”
(No icon) 6 Upload only The Installation and

Configuration Guide
Chapter 8, “Preparing to
operate a cluster system.”

To form a new cluster, refer to the Installation and Configuration Guide.
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Considerations for using the Builder

& The following products' cluster configuration data is not compatible.
A Builder other than that of ExpressCluster X3.1 for Windows
The Builder of the ExpressCluster for Linux
The Builder of the ExpressCluster for Windows Value Edition

& Cluster configuration data created using a later version of this product cannot be used with this
product.

& Cluster configuration data of ExpressCluster X1.0/2.0/2.1/3.0/3.1 for Linux can be used with
this product.

You can use such data by clicking Import from the File menu in the Builder.

& If you close the Web browser (by clicking Exit on the File menu or by clicking X on the
window frame), the dialog box to confirm to save is displayed.

l Are you sure you want te navigate away frem this page?
N,

The settings that have not been applied will be destroyed,

Press OK te continue, or Cancel te stay on the current page.

| (84 | | Cancel

When you continue to edit, click the Cancel button.

Note:
This dialog box is not displayed if JavaScript is disabled.

¢ Reloading the Web browser (by clicking Reload on the Tool menu or the Reload icon on the
toolbar) , the dialog box to confirm to save is displayed.

l Are you sure you want to navigate away frem this page?
N,

The settings that have not been applied will be destroyed,

Press OK te continue, or Cancel te stay on the current page.

| (84 | | Cancel

When you continue to edit, click the Cancel button.

Note:
This dialog box is not displayed if JavaScript is disabled.

& Do not specify a number smaller than 30 seconds for Reload Interval on the WebManager tab
(See “WebManager tab” on page 160 for details). If you have to set a smaller number for this
field than the default value, test thoroughly to see if it works properly before you start the
operation.
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Limitations on using the Builder

108

*

If you change the screen resolution while the Builder is running, the Java VM stack trace
(example: NullPointerException) may be logged on the Java console. The Builder can keep
running.

If you press Esc while a pull-down menu of your browser is displayed, the Java VM stack
trace (example: NullPointerException) may be logged on the Java console. The Builder can
keep running.

In some cases, you cannot use the keyboard because the keyboard focus of the Builder
becomes disabled (the focus changes to the Web browser). Click the Builder window and get
the focus back to the Builder.

When you are using the multi-display function, do not run the Builder on the secondary
display. Otherwise, it may not work properly. For example, the screen is not displayed. Use
the Builder on the primary display.

On the Alert Log tab (see “Alert Log tab” on page 167), for Max. Number to Save Alert
Records, if you set a number smaller than the current one, all alert logs will be deleted. Take
into account the available disk space, and specify the number before you start the operation.

In the environment where Internet Explorer is used, disable Protected Mode on the security
setting of Internet Explorer.

The JIS 2004 unique characters supported by Microsoft Windows Vista™ are not supported.
You cannot enter or view any character added by JIS 2004.

The Builder does not run normally through the Reverse Proxy server.
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Details on the Builder screen

This topic explains the Builder screen layout.

Overview of the ExpressCluster X Builder

The screen layout of the Builder is displayed below.

Toolbar

Menu bar

File View Edt—Help
/3% Config Mode * |= W W

i cluster 4 Mame
¢ (0] Servers Hservers

=3 server Groups

&5 server2 Monitars
% (0] Groups

5"5 failover
5"5 ManagementGroup
{Z0 Monitors

Tree view

Table

The tree view on the left pane shows the cluster objects in the hierarchical order. If you select an
object from the tree view, its subordinate objects are displayed in the table view on the right

pane.
Tree view
The following objects are displayed in the tree view:
Hierarchy | Object Contents Table view when the object is selected
1 @ Represents the cluster. Displays cluster names.
2 E‘Groups Represents a set of groups in the | Displays groups.
clusters
3 ;-E Represents each group. Displays group names.
2 mMonitors Represents a set of monitor Displays monitors.
resources in the clusters
2 mServers Represents a set of servers in Displays servers.
the clusters
3 =3 Represents an individual server. Displays server names.
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Table view

Table for cluster name selection

Displays objects in the root hierarchy.

File View Edit Help

E} Config Mode

T cluster
¢ |20 Servers
=5 senvert
=5 server2
¢ |20 Groups
] failoverd
2] failover2

|23 Monitors

ManagementGroup

MISIEIRCIL]

Mame

"semrvers

Groups

Monitors

Table for group selection

Group list
Displays the failover priorities of the groups.
File View Edit Help
/54 Config Mode |V| = % %
J7 cluster : Group |’ Start Dependency r Stop Dependency
3
? I:]én;eerriem | Name Type senver] senver2 Comment
&5 senver2 |failover failover 1 2
+ E5Groups |Failover2 failover 1 2
2 failoverd ManagementGroup  |cluster 1 2
E failover2
ManagementGroup
(2 Monitors

Overview
Displays the group names in alphanumerical order.

Column name

Name

Type

Server names

(The number of columns
dynamically increases or

decreases according to
the number of servers)

Comment

Displays the group type.

Represents the startup order of groups on the servers
displayed by column names.

The top priority is represented with “1.”

This is blank if the startup priority is the same as that of the
server. This is blank for the WebManager group.

Displays comments specified for the groups.

Start Dependence

The dependencies included in the group start dependence are listed.
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File View Edit Help

|3+ Config Mode |V| = o[
17 cluster : Group || StanDependency | Stop Dependency
3
? Dén;eerriem | Diepth Mame Dependent Group Name
& server2 |0 failover1 none
+ EjGmu llo failover2 none
i DS 0 ManagementGroup none
5] failoverd
;‘Bfailoverz
5‘5 ManagementGroup
(T3 Monitors
Column name Overview

Depth Represents the target start order of groups in the name cells.
If start dependence is not applied to any group, “0” is displayed.
Groups are displayed in the depth order.
Name Displays group names.
Bependent Group Displays the group start dependence names in the name cells.
ame

If start dependence is not applied to any group, “none” is
displayed.

If there are multiple start dependence groups, they are displayed

on separate rows.

The levels of depth are illustrated below. Arrows (->) in the figure represent group start
dependence targets.

Depth=2

group3

group5

Depth=1

group2

group4

groupl

The dependencies represented by this figure are listed below.

Depth Name Dependent Group Name
0 groupl none

1 group2 groupl

1 group4 groupl

2 group3 group2

2 group5 group4
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Stop Dependence

The dependencies included in the group stop dependence are listed.

File View Edit Help

E Config Mode

-] [l [s]%

I3 Monitors

55 ManagementGroup

& cluster 4 Group |  start Dependency | Stop Dependency
Servers
t I:]E.-_] senverd | Depth Name Dependent Group Name
&3 server2 o failover1 none
¢ [CJ Grou [0 failover2 none
P fa?lsovem 0 ManagementGroup none
;*5 failover2

Column name

Overview

Depth

Represents the target stop order of groups in the name cells.

If stop dependence is not applied to any group, “0” is displayed.

Groups are displayed in the depth order.

Name

Displays group names.

Dependence Group

Name

Displays the group stop dependence names in the name cells.

If stop dependence is not applied to any group, “none” is displayed.

If there are multiple stop dependence groups, they are displayed
on separate rows.

The levels of depth are illustrated below. Arrows (->) in the figure represent group stop
dependence targets.

Depth=2 Depth=1 Depth=0

group3

group5

group2 groupl

group4

The dependencies represented by this figure are listed below.

Depth Name Dependence Group Name
0 groupl none

1 group2 groupl

1 group4 groupl

2 group3 group2

2 group5 group4
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Table for group name selection

Resources
Group resources in the selected group are listed.
File View Edit Help
[Foomauors |~ [al[®] [w]%
45 cluster :f Resources | Entire Dependency
¢ (30 Servers =
&5 semverd _Name i _Type R_eso_urc:e Information Comment
5 server2 appli1 application resource |application.exe,
Cl Groups fip1 floating ip resource  |192.168.17.73
¥ Efa?lover‘l hd1 hybrid disk resource |H:
E ManagementGroup md1 mirror disk resource |M:
vl
(T3 Monitors
Column name Overview
Name Displays group resource names in alphanumerical order.
Type Displays a group resource type.
Resource Displays objects to be activated or deactivated for the group
Information resource.
Comment Displays comments specified for the group resource.

Dependency List

Dependency among group resources in a selected group is listed.
File View Edit Help

[ comtaose |-
i cluster : Resources | Entire Dependency
Sernvers
Te &5 serverl Depth Mame Dependent Resource Name Type
&3 server? 0 fipd none
¢ (T3 Groups 0 hd1 none
9 0 md1 none
Efaﬂoveﬁ . -
%] ManagementGroup 1 applit - cifs resource
(T3 Monitors — floating ip resource

— hybrid disk resource
- mirror disk resource
— nas resource

— reqgistry synchroniza...
— disk resource

— print spooler resour...
— virtual computer na...
— virtual ip
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Column name Overview
Depth Represents the target activation order of group resources in the
name cells.
If a group resource does not depend on any group resource, “0” is
displayed.
Group resources are displayed in the depth order.
Name Displays the group resource name.
Dependent Displays the group resource names that the group resources in
Resource Name the name cells depend on.

If a group resource does not depend on any group resource,
“none” is displayed.

When following the default dependency, “--” is displayed.

If there are multiple dependent resources, they are displayed in
separate rows.

Type Displays the group resource type in Dependent Resource Name.
When following the default dependency, the dependent type is
displayed.

The levels of depth are illustrated below. Arrows (->) in the figure represent the group resource
activation order.

Depth=0 Depth=1
[} Jo
diskl fip1
C] .......................... ,D ,,,,,,,
disk2 fip2

The dependencies in this figure are listed below. These are not the default dependencies, but
specified with resource names.

Depth | Name Dependent Resource Name | Type

0 diskl none -

0 disk2 none -

1 fipl disk1 disk resource

1 fip2 disk2 disk resource

2 scriptl fipl floating ip resource
- - fip2 floating ip resource

ExpressCluster X 3.1 for Windows Reference Guide
114



Details on the Builder screen

Table for monitor resource selection

Displays the list of monitor resources.

File View Edit Help
|_ﬁ Config Mode |V| = # |
:ﬂ cluster 1 MName Type Monitored Destination Comment
9 Z3 Servers "lappliwi application monitor appli1
&3 serverl fipw1 floating ip monitor fip1
&3 server2 hdtw1 hybrid-disk TUR monitor (hd1
¢ (30 Groups hdw1 hybrid disk monitor hd1
Efailovem mdnw mirror connect monitor — |md1
;“B IManagementGroup mdw1 mirror disk monitor md1
[Z3 Monitors
Column name Overview
Name Displays monitor resource names in alphanumerical order.
Type Displays the monitor resource type.
Monitored Displays the monitor resource to be monitored.
Destination
Comment Displays comments specified for the monitor resource.

Table for server selection

Displays the list of servers.

File View Edit Help
Somswse |+ [=a] [w]w
1@ cluster |4 Name Type Comment
¢ (3 Servers servert Master
&3 servert senver2
&3 server2
¢ [Z3 Groups
E failover1
E ManagementGroup
T3 Monitors
Column name Overview
Name Displays server names in alphanumerical order.
Type If the server is specified as the master server, “Master” is
displayed.
Comment Displays comments specified for the server.
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Table for server name selection

Displays the list of groups allowed to start on the selected server.
File View Edit Help

|_ﬁ00nﬁgru10de |V| = %

@ cluster 4_ Order Name Comment
¢ [C3 Servers i failover1
&3 servert 1 ManagementGroup
&3 server2
¢ (Z0 Groups
;gfailoveﬂ
;*5 ManagementGroup
(T3 Monitors

Column name Overview

Order Displays the server priority. The groups in the name cells start on
servers in this order.

“1" is displayed for the top priority.

This list is displayed in the descending order of priority.

This field is blank if the group does not have a specific startup
order of servers (if it follows the servers’ priorities). The
WebManager group is not displayed.

Name Displays the group name.
Comment Displays comments specified for the group.
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Pop-up menu

Pop-up menus are displayed by right-clicking a tree object or table row.

If select

Displayed menu

Refer to

'Eno_cluster_name

Cluster Generation Wizard

Creating a new cluster (on page 120)

'Ecluster_name

Remove Cluster

Removing an object (on page 130)

Rename Server

Renaming an object(on page 131)

Properties Properties (on page 131)
BServers Add Server Adding an object (on page 129)
Properties Properties (on page 131)

lEﬂserver_n ame

Remove Server

Removing an object (on page 130)

Rename Server

Renaming an object(on page 131)

Properties

Properties (on page 131)

mMonitor Resources

Add monitor resource

Adding an object (on page 129)

Add Group

Adding an object (on page 129)

mGroups
éa]group_name

Add Resource

Adding an object (on page 129)

Remove Group

Removing an object (on page 130)

Rename Group

Renaming an object(on page 131)

Properties

Properties (on page 131)

group_resource_name

Remove Resource

Removing an object (on page 130)

Rename Resource

Renaming an object(on page 131)

Properties

Properties (on page 131)

monitor_resource_name

Remove Monitor Resource

Removing an object (on page 130)

Rename Monitor Resource

Renaming an object(on page 131)

Properties

Properties (on page 131)
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Using a tool bar of the Builder

The Builder provides a toolbar:

& Online Version
Eile View Edit Help

3% Config Mode v = %

& Offline Version
File Edit Help

| =
There is a drop down menu for mode switch on the left side of the toolbar with online version.

For details on this menu, see “Window of WebManager Main window of the WebManager
Toolbar” in Chapter 1, “Functions of WebManager” on page 27

Click each icon on the tool bar to do the same operation of the some items on the menu bar.

Button Function Refer to

Opens a file. This is the same as clicking File from | “Opening the

= the menu bar and then selecting Open. configuration file

(on page 120)

Saves a file. This is the same as clicking File from | “Saving the configuration

= the menu bar and then selecting Save. file”
(on page 121)

Get the configuration. This is the same as clicking | “Get the configuration file

‘E@ Get the Configuration File on the File menu. (online version only)”
This is not available with the offline version. (on page 122)
Apply the configuration. This is the same as “Apply the configuration
‘Eﬂ clicking Apply the Configuration File on the File | file (online version only)”

menu. This is not available with the offline version. | (on page 122)
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Using the menu bar of the Builder

You can perform various operations by using the menu bar of the Builder. This topic explains the
operations to be executed using the menu bar.

File menu
Select File to display the following menu.
Menu Function
New File Creates a new cluster.

Cluster Generation Wizard

Starts the cluster generation wizard.

Import

Read the cluster configuration information file.

Export

Save the configuration information as the cluster
configuration information file.

Get the Configuration File

Connect to the cluster and get the current configuration
information (online version only).

Apply the Configuration File

Apply the configuration information to the cluster (online
version only).

Update Server Data

Update the server IP address and the device information
(online version only).

Option

Starts the Option dialog box.

Save Log Files

Starts the Save Logs dialog box.

Exit

Exits the Builder.

File | View Edit Help

Mew File

Impaort

Export

Get the Configuration File
Apply the Configuration File
pdate Server Data

Option

Save Log Files

Exit

3 B %)%

Mame
senver
senvers

o i
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Creating a new cluster

Create a new cluster using the Builder.

Important:
If you create a new cluster, the cluster configuration data that has been edited will be discarded.
Be sure to save the required data before you create a new cluster.

1.
2.

On the menu bar, click File and then click New File.

If you made changes in the cluster configuration data, a dialog box asks if you want to save
them before they are discarded. Click Yes to save the changes. A dialog where you can
specify a folder to save the cluster configuration data is displayed. If you do not want to
save the changes, click No. For how to save the data, see “Saving the configuration file” on
page 121.

On the left pane of the screen on the tree view displayed, right-click the cluster icon and
click Cluster Generation Wizard. Use the Cluster Generation Wizard to create a cluster.

For the Cluster Generation Wizard,, refer to Chapter 5, “Creating the cluster configuration
data” in the Installation and Configuration Guide.

Opening the configuration file

120

Select Import to open the saved cluster configuration data. A tree view is displayed by the
configuration file that has been read.

Select this to restart editing a temporary file saved while editing the configuration data.

How to use:

1.
2.

Click Import from the File menu.

The Open dialog is displayed. Select an appropriate configuration file and click Open. The
data of the configuration file is displayed in the Builder.

Look ;[ data MEEIEN=EEE

] scripts

D cip.conf

File Hame: iclp.cunf !

Files of Type:  Config file(cip.conf) !:|
Open | i Cancel i

For File Name, select or type “clp.conf.”
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Saving the configuration file

Click Export to save the cluster configuration data you are editing. This menu becomes available
if you have created a cluster configuration data. Save the file as “clp.conf.”

To save a cluster configuration data, the following conditions should be satisfied.
& The server exists.

& Kernel-mode LAN heartbeat resource exists.

How to use:
1. Select Export from the File menu.

2. The Save dialog is displayed. Select an appropriate place to save the configuration file and
click Save.

x|
soon: (ot BIEEEE R

[ scripts

D clp.conf

File Name:  |clp.cond |
Files of Tyne: | Config file(cip.conf) ~]

For File Name, select or type “clp.conf.”

Note:

When using Builder on the server on which ExpressCluster is operated, do not edit
etc\clp.conf in the ExpressCluster installation path. Otherwise, messages

regarding how to apply the changes are not properly displayed, and/or ExpressCluster may not
work properly. Save the file on a different directory temporarily.

When uploading is performed by using the clpcfctrl command, specify the directory
where the

file is saved by using the -x option.
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Get the configuration file (online version only)
Get the cluster configuration data set to the connected server. Tree view is displayed according to
the got configuration file,

If any changes have been made in the data which is being edited, a dialog box that asks if you
want to save the data is displayed.

Click Yes to save the changes. A dialog where you can specify a folder to save the cluster
configuration data is displayed. For how to save the data, see “Saving the configuration file” on
page 121.

If you do not need to save the changes, click No. The cluster configuration that is being edited is
discarded and the configuration file is got.

If you want to cancel getting, click Cancel.

Note:
Do not create a folder or a file under the <ExpressCluster installation path>\scripts on the server.
Getting the configuration file may fail if you create a file or a folder.

Apply the configuration file (online version only)

Apply the cluster configuration data that is being edited to the connected server. You can select
this menu when you open a valid cluster configuration file.

The following conditions must be satisfied to apply the configuration file.
& A server exists.

& A LAN heartbeat resource of kernel mode exists.

Note:

If this condition is not satisfied, connection to the other server will fail, so applying of the
cluster configuration data fails. In this case, you can forcibly apply the cluster configuration
data only to a server to which connection is possible. For details, see “Creating a cluster
(clpcfetrl --push)” in Chapter 3, “ExpressCluster command reference” on page 324.

Note:

When using a hybrid disk resource, do not apply configuration information if any part of the
server is stopped. If configuration information is applied in this state, an error will be detected
in the control module of the hybrid disk resource, possibly causing the server to shut down.
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The following message is displayed while applying the cluster configuration data. If the applying
the data fails, take an action according to the error message, and apply the data again.

Message

Solution

The apply is completed successfully.

Changes applied successfully.

Some services have been stopped in
order to apply the changes.

Use the following steps to resume the
stopped services.

<Necessary operation>

Execute now ?

If you select Yes, indicated operation is carried out.

There is the disk information that is
not configured. Are you sure you want
automatic configuration?

Some GUID information of the volume is not
configured. If you select Yes, automatic configuration is
performed by determining the current GUID information
from the derive letter.

There is the HBA information that is
not configured. Are you sure you want
automatic configuration?

The HBA information is not configured for the server
where the information of HBA for accessing the shared
disk was configured at the time of the installation. If you
select Yes, the information configured at the time of the
installation is inherited.

There is difference between the disk
information in the configuration
information and the disk information in
the server.

Are you sure you want automatic
modification?

The combination between the GUID information of the
volume and the drive letter does not match with the one
on the actual servers. If you select Yes, automatic
configuration is performed by determining the current
GUID information from the derive letter.

The upload was stopped. There is
one or more servers that cannot be
connected to. To apply cluster
configuration information forcibly, run
the clpcfctrl command on the server.

Since there is a server that cannot be connected to
exist in the cluster, applying the cluster configuration
data has been cancelled. Make sure that all the servers
in the cluster have been started, and then apply the
cluster configuration data.

If you want to apply the cluster configuration data
forcibly even though there is a server that cannot be
connected in the cluster, see “Creating a cluster
(clpcfctrl --push)” in Chapter 3, “ExpressCluster
command reference” on page 324.

An error occurred when applying data
to the cluster. Cfctrl (%0)

Since an error has occurred while performing
processing, applying the cluster configuration data has
been cancelled. Apply the data again.

Checking the cluster configuration file
failed. Check the following settings.
Server Name, IP address for
interconnect, IP address for
Integrated WebManager

There are differences between the IP addresses
included in the cluster configuration information and the
IP addresses currently set to each server. Check
correct IP addresses are set or not.

Related Information: If a server that cannot be connected exists in the cluster, the cluster
configuration information cannot be applied from the Builder. In this case, by running the
clpcfetrl command, you can forcibly apply the cluster configuration information only on the

server that can be connected.

Follow the steps below to forcibly apply the cluster configuration data.

(1) Save the cluster configuration data to an appropriate directory of the local disk from the

Builder.

Example) Save the configuration datato C: \config

(2) Save the cluster configuration data that you have saved on a server in the cluster.
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Example) Save the data in C:\config that you have saved in step (1) in the C:\tmp
directory on a server in the cluster.

(3) Run the following command on the server where the cluster configuration data has been
saved.
clpcfectrl --push -x “Directory where the cluster configuration data
has been saved’ --force

Example) Run the following command on the server where step (2) has been performed.
clpcfetrl --push -x "C:\tmp" --force

Updating the server information (online version only)

124

Get the information of the specified server.

The license information is also obtained when getting the IP list or device information. If the
license for Java Resource Agent is registered, the JVM monitor tab will appear in Cluster

Properties. You will be able to create resources and monitor resources corresponding to the
registered licenses.

[ @ v—resanss =)
AR

IF—EL T A EERD

g

— IR

i
sarvert
Sererd

[=][=][=]

ok || #sien

Update Item
¢ P List

Get the IP address list.
€ Device Info

Get the device information of disk.

Select Server

Specify the servers from which the information is obtained. By clicking the check box on the
table title, the status of all the server check boxes can be changed at once.
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Changing communication settings

Select Option and then the Online tab to change settings for server communication.
This settings are not recognized in the offline version.

DOption
Online Log
Communication Timeout 120| sec

Communication Timeout (0 to 999)
This is the time-out value when accessing a server.
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Changing log level settings of Builder

126

Select Option and then the Log tab to change the log level of the Builder.

Option
Online Log
Log Lewvel INFORMATION =
[_] Output on Java Console

Log Level
Configure the level of internal logs that Builder produces during operating.
. ERROR
Select this to read only error-level logs .
*  WARNING
Select this to read warning-level and error-level logs.
¢ INFORMATION
Select this to read information-level, warning-level, and error-level logs.
¢ TRACE1.2,3

Select this to read logs of internal trace, and those from the information, warning and
error levels. The greater the number is, more detailed the trace is.

Output on JAVA Console
Click this to configure whether or not to report logs to the JAVA console.
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Collecting Builder logs

Select Save Log Files to collect the Builder logs.

Save Logs

Save In: ||j Documents |'| E

File Name: |c|pb|dr|0g.zip |

Files of Type: |zip Files(*.zip) |'|

| Save || Cancel |

Specify the destination to store logs, and select Save.

Exiting from the Builder

Exit from the Builder by selecting Exit. Do not exit from your Web browser.

If any change was made in the cluster configuration data, a dialog box asks if you want to save
the changes.

Select Yes to save the changes. The dialog box where you can specify a folder to save the file is
displayed. For how to save the file, refer to “Saving the configuration file” on page 121. Select
No if you do not need to save the changes. Exit from the Builder discarding the changes you
made in the cluster configuration data.
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View menu

Select View menu on the online version and the following pull down menu is displayed.
File | View | Edit Help

‘5 0 Operation Mode = 4| W
Config Mode
]

o O Reference Mode

MName
Servers
Verification Mode Groups
53 Senvers Maonitors
7 (07 Groups

E failover1

E failover2

E ManagementGroup
(Z3 Monitors

i

Operation Mode

Switches from the currently displayed mode to the WebManager operation mode.
This is the same as selecting Operation Mode from the drop-down menu on the toolbar.

Config Mode

Switches from the currently displayed mode to the Builder setup mode.
This is the same as selecting Config Mode from the drop-down menu on the toolbar.

Reference Mode

Switches from the currently displayed mode to the WebManager reference mode.

This is the same as selecting Reference Mode from the drop-down menu on the toolbar.
Verification Mode

Switches from the currently displayed mode to the WebManager verification mode.

This is the same as selecting Verification Mode from the drop-down menu on the toolbar.
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Edit menu
To open the Edit menu: on the menu bar, click Edit.
Menu Function
Add Adds the object.
Remove Deletes the selected object.
Rename Changes the name of the selected object.
Properties Displays the properties of the selected object.
Add Management Group Adds the management group.

File View | Edit| Help

2 Config I e w8

Eemove
4 cluster Mame

¢ [0 Serve Rename VErs
=3 s Properies ups
=3 s nitors
% (00 Group=
J.'J failover
J.'J ManagementGroup
{20 Monitors

Adding an object

Displays the wizard for adding a server, group, group resource or monitor resource. For details,
see Chapter 5, “Creating the cluster configuration data” in the Installation and Configuration

Guide.
What you can add varies depending on what you select as shown below.
If select Object to be added How to change
E'Groups Group SuspendResume
Eagroup_name Group resource SuspendResumd
GroupStopRestart
BMonitors Monitor resource SuspendResume
Cservers Server SuspendResumg
Note:

If Auto Failback is set to Failback Attribute in Group Properties, a mirror disk
resource/hybrid disk resource cannot be added. Set Failback Attribute to Manual Failback and
add a mirror disk resource and hybrid disk resource.
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Removing an object

Displays a dialog box that asks if you want to remove the selected cluster, server, group, group

resource, or monitor resource. Select Yes for removing and No for not removing it.

To remove a cluster, select New File from the File menu.

You cannot remove an object if any of the following conditions is met:

If select Conditions How to change
Eicluster Name None
& server Name - There is no other server.
- The server is the only server where the
group can start up.
_3,] Group Name ﬁ;gcc;\c/)iry rt:;gﬁtréngsmonltor resource”.
grone '
Group Resource - A recovery target of monitor resource”.
Name - A target object in the monitoring timing of
monitor resource”.
- To be monitored by the mirror disk monitor
resource’.
- A mirror disk resource that uses the mirror
connect to be monitored by the mirror disk
connect monitor resource”,
- Other group resources in the same group
depend on it.
Monitor Resource - No condition for those other than mirror
Name disk monitor resource.
- Auto Mirror Recovery is selected on the
Mirror Disk tab of Cluster Properties for
mirror disk monitor resource.

* A message asks if you want to delete the specified object’s monitor resources. If you select Yes, the specified

object’s monitor resources will be deleted, and the object will be removed.
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Edit menu

Renaming an object

Displays a dialog box for renaming the selected cluster, server, group, group resource, or monitor

resource.

[ serverl ] Change Server Name

Enter a new server name

==

New Name |server]

The following are restrictions for each of the objects.

If select Naming rules How to change

Group Name - Only alphanumeric characters, hyphen
(), underscore (_) and space are m
allowed for names. GroupStopRestart

Group Resource - Up to 63 characters (63 bytes)

Name - Names cannot start or end with a
hyphen (-) or space.

Cluster Name SuspendResume

Monitor Resource
Name

Server Name - There are naming rules that are the
same as the host name of TCP/IP that
can be set by the OS. It should be
completely the same as the name set to
the server.

- Up to 63 characters (63 bytes)

- Neither hyphen (-) nor space can be the
first or last letter in names.

- Underscore () is not allowed.

- A name consisting of only numbers is
not allowed.

- Do not use “localhost” as the server
name.

When changing a
server name, you have
to be careful.

For the server name
renaming procedure,
see Chapter 10, “The
system maintenance
information” in this
guide.

Names should be unique (case-insensitive) by categories such as cluster, server, group, group
resource and monitor resource.

Properties

Displays properties of a selected cluster, servers, server, group, group resource, or monitor
resource.

For details, see “Parameter details” on page 133.
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Help Menu

Checking the version information of the Builder

To check the version information of the Builder, click Help in the menu bar, and then select
Version Information.

ExpressCluster X 3.1 for Windows Reference Guide
132



Parameter details

Parameter details

Cluster properties

In Cluster Properties, you can view and change the cluster’s settings.

Section | Detailed functions of ExpressCluster

Info tab
You can view the cluster name, and enter or change a comment for this cluster.
| £ [ eluster | Cluster Properties @
Account rAuto Recovery r RIFiLegacy) r Fower Saving rMigration |/.JVM manitar |
Fecovery |/ Alert Service |/ Weblanager |/ Alert Log r Delay Warning |/ Diighk |/ fdirror Disk
Info r Interconnect r MNP Resolution r Timeout r Port Mo, r W onitor
Cluster Mame cluster
Comment | |
Language |Eng|ish |v|
Cluster Name
The cluster name is displayed. You cannot change the name here.
Comment
You can enter a comment for the cluster. Only alphanumeric characters are allowed.
Language
Select a language for cluster from the following. Set the language (locale) of OS on which the
WebManager runs.
¢ English
& Japanese
& Chinese
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Interconnect tab

134

This tab allows you to set up network communication paths between cluster servers.

| £ [ cluster ] Cluster Properties @

Account | Aulo Recovery | RIP(Legacy) | Power Saving | Migration | JvM monitor |
Fecovery r Alert Service r Webianager r Alert Log |/ Delay ¥warning r Dighk r tirror Disk

Info [ Intereonnect I MNP Resalution || Timeouwt | PotNo. | Monitor
Heartheat WF Priority List

Pririty Type MDC semer] server? Add
1 KernelMode |+ |met ~ |192.168.0.1 v |192.168.0.2 -

2 Kernel Mode ~ |DoNotUse |« [10.0.0.1 ~ | 10.0.0.2 - Bemave

Up
1] I D Down
Server Down Matification
() Broadcast ® Unicast

Cancel

The Heartbeat I/F Priority List displays network communication paths between servers in the
cluster.

Add

Adds a communication path. To specify the IP address of the communication path for each server,
click a cell in each server's column, and then select or enter the address. For a communication
route to which some servers are not connected, leave the cells for the unconnected servers blank.

Remove

Removes a communication path. Select the column of the communication path to remove, and
then click Remove to remove the selected path.

Type

For a communication route used for kernel mode LAN heartbeat transmission (interconnect),
click a cell in the Type column, and then select Kernel Mode.

Specify as many communication routes for the interconnect as possible.
To use a BMC heartbeat resource, select BMC.

To prepare a dedicated data mirroring communication path (mirror disk connect), click the Type
column cell and then select Mirror Communication Only.
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MDC column ShutdownReboot

To use a communication path as a mirror disk connect, click the MDC column cell and then
select a mirror disk connect.

The entry differs depending on the type.
€ Kernel Mode or Mirror Communication Only

Select a mirror disk connect from the combo box.

When a mirror disk connect is not used, select Do Not Use.
4 BMC

No mirror disk connect is available.

Do Not Use is automatically entered in the MDC column cell and the cell cannot be edited.

Up & Down

If multiple interconnects are set up, the communication path for which the Priority column
contains the smallest number is prioritized for use for control communication between the cluster
and server. To change the priority, change the order of selected rows with Up or Down. It is
recommended to specify a higher priority for the interconnect communication path than any other
paths.

Server column

The entry differs depending on the type.
€ Kernel Mode or Mirror Communication Only

Enter IP address. Leave the cells for any unused paths blank.

Note:
More than one IP addresses which belong to the same network address cannot exist in a single
server. And also, inclusive relation cannot exist like the following relation.

IP address:10.1.1.10, subnet mask:255.255.0.0
IP address:10.1.2.10, subnet mask:255.255.255.0
¢ BMC
Enter the BMC IP address. When the BMC is not used, leave the cell blank.

Server Down Notification

When a server stops successfully (including shutdown and reboot), it is notified to other servers
in the cluster. You can perform failover faster by notifying it in advance.

When failing to deactivate groups when a server stops (including shutdown and reboot), or when
other abnormalities occur, other servers are not notified of it regardless of the settings of failed
server notification.

& When the check box is selected
Server down will be notified.
& When the check box is not selected

Server down will not be notified.
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Broadcast and Unicast

Select the communication method of a kernel mode LAN heartbeat from the following.
& Broadcast

Communicate in broad cast method. However, it cannot be used with IP v6.
& Unicast

Communicate in unicast method
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NP Resolution tab

Set up the network partition (NP) resolution method.

| £ [ cluster ] Cluster Properties @

Account rAuto Recovery r RIFiLegacy) r Fower Saving rMigration |/.JVM manitar |
Fecovery |/ Alert Service |/ Weblanager |/ Alert Log r Delay Warning |/ Diighk |/ fdirror Disk
Info r Interconnect IT MNP Resolution r Timeout r Port Mo, r W onitor

MP Resolution List
Type | Fing Target | sener] | SENEr? | Add

Eemove

o] o |

Add

Add network partition resolution (NP resolution) resource. Click the Type column cell and select
the type of NP resolution type (COM, DISK, Ping, Majority). If the type is Ping, click the Ping
target column cell and set the IP address of the Ping destination device. Click the cell of each
server and set Use or Do Not Use.

Remove

Remove network partition resolution resource. Select the network partition resolution resource to
be removed and click Remove, then the selected network partition resolution resource is
removed.

Properties

Only available when the selected resource type is DISK or Ping. The DISK NP Properties or
Ping NP Properties window is displayed.

Tuning

Network Partition Resolution Tuning Properties window is displayed.
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Type
Set the type of network partition resolution resource. COM, DISK, Ping, Majority is selectable.

Ping Target
Set the IP address of the Ping destination device with Ping method NP resolution. Available only
when the type is Ping.

Server

Entry differs depending on the type.

¢ COM
Enter the COM port used on communication.
¢ DISK

Enter the drive letter for disk heartbeat partition.
€ Ping, Majority
Select either Use or Do Not Use.

DISK NP Properties

Disk MNP Properties (=3
IO Wait Time | 80 sec
Monitor
Interval @ sec
Timeout @ sec
Retry Count ,E time

¢ 10O Wait Time

Set the disk 1/0 wait time. Set the value so that the value exceeds the maximum delay time
of the disk 1/0O of the shared disk device. When the disk path is duplicated, 1/0 delay caused
by switching path needs to be considered.

¢ Interval

Set the disk heartbeat interval.
¢ Timeout

Set the disk heartbeat timeout.
¢ Retry Count

Set the retry count.
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& Initialize

Set the 1/0O wait time, interval, timeout and retry count to the default values.

Ping NP Properties

Ping MP Properties =)

Interface
Group

Mo IP Address Add
1 |192.168.0.254 =

Remove
IP Address
IP Address Add

192.168.0.254 —

Detailed Settings

Interval

Timeout

Retry Count

Remove

¢ Add Group List

Add IP address group of Ping target.

The maximum number of registered group is 16.

If multiple IP addresses are registered in one group, and if the state in which no response to
the Ping command is returned from all the IP addresses is maintained, NP resolution
processing cannot be performed (if there is even one IP address responding to the Ping
command, NP resolution processing can be performed). Also, if multiple groups are
registered, and if the state in which no response to the Ping command is returned from any
one group is maintained, NP resolution processing cannot be performed (if all groups
respond to the Ping command, NP resolution processing can be done).

¢ Remove Group List
Remove the selected group.
¢ Add IP Address List

Add IP address to the selected group.

The maximum number of registered IP address is 16.

Maximum 256 IP addresses are able to be registered to a single Ping NP resource, and 16
kinds of IP addresses can be registered. (The same IP addresses can be used.)

¢ Remove IP Address List

Remove the selected IP address from the list.

¢ Edit
Edit the selected IP address.
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*

Interval

Set the Ping interval

Timeout

Set the timeout of Ping response wait.
Retry Count

Set the retry count.

Initialize

Set the interval, timeout and retry count to the default values. Note that, when an interval
and retry count are specified, the following conditional expression must be satisfied. If not
satisfied, NP resolution processing cannot be performed normally.

Conditional expression) Heartbeat timeout > (interval x retry count)

Network Partition Resolution Tuning Properties

|£| Netwerk Partition Resolution Tuning Properties (=2

Action at NP Occurrence

Emergency shutdown | - |

& Action at NP Occurrence

4

*

Stop the cluster service
Stop the ExpressCluster Server service of the server server in network partition.

Stop the cluster service and shutdown OS
Stop the ExpressCluster Server service of the server in network partition, and then shuts
down the OS.

Stop the cluster service and reboot OS

Stop the ExpressCluster Server service of the server in network partition, and then reboots
the OS.

Emergency shutdown
Shutdown the server in network partition.

Generating an intentional Stop Error
Intentionally cause stop error for the server in network partition.

Reset the hardware®
Restart the server by HW reset in network partition.

® This function does not require ipmiutil, unlike the forced stop function.
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& |Initialize

& Set the actions at NP occurrence to the default settings.
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Timeout tab

Specify values such as time-out on this tab.

| £ [ cluster ] Cluster Properties @

Account rAuto Recovery rRIP(Legacy) rPowerSaving rMigratinn rJVM manitar |
Recovery |/ Alert Service |/ Webianager |/ Alert Log |/ Delay Warning |/ Digk |/ tirror Disk

Info r Interconnect r MNP Resaolution IT Timeout r Fort Mo. r tdonitar
Metwark initialization complete wait time ’70 min
Server Sync Wait Time | min

Heartheat

Interval ’73 SEC

Timeout ’730 SEC
Server Internal Timeout ’ﬁ Sl

Cancel

Network initialization complete wait time (0 to 99)
This is the time the server waits until its NIC becomes valid after startup.
Server Sync Wait Time (0 to 99)

For the time specified here, the server will wait at startup until other servers are started.

Heartbeat

¢ Interval (1 to 99)

Interval of heartbeats

& Timeout (2 to 9999)

A server is determined to be failed if there is no response for the time specified here.
e This time-out should be longer than the interval.

Server Internal Timeout (1 to 9999)

The time-out to be used in the ExpressCluster Server internal communications

Initialize

Used for initializing the value to the default value. Click Initialize to initialize all the items to
their default values.
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Port No. tab

Specify TCP port numbers and UDP port numbers.

| £ [ cluster ] Cluster Properties @

Account rAuto Recovery rRIP(Legacy) rPowerSaving rMigration |/.JVM manitar |
Fecovery |/ Alert Service |/ Weblanager |/ Alert Log r Delay Warning |/ Diighk |/ fdirror Disk

Info r Interconnect r MNP Resolution r Timeout IT Port Mo, r W onitor

TCP

Server Internal Port Mumber 29001
Data Transfer Port Mumber 28002
WebManager HTTF FPort Mumber 28003
Disk Agent Port Number 29004
Mirrar Driver Port Murmber 29005
UDP

Eermel Mode Heartbeat Port Mumber 29106
Alert Sync Port Mumber 25003
TCRIUDF

Client Service Part Mumber 29007

TCP

No TCP port numbers can be overlapped. When the Replicator/Replicator DR is used, they
should not be overlapped with any mirror data port number of any mirror disk resources and
hybrid disk resource.

& Server Internal Port Number (1 to 65535°) MStopRestart
This port number is used for internal communication.
& Data Transfer Port Number (1 to 65535°) Sl eet

This port number is used for transactions such as applying and backing up the cluster
configuration data, sending and receiving the license data and running commands.

& WebManager HTTP Port Number (1 to 65535°) MStopRestart
This port number is used for a browser to communicate with the ExpressCluster Server.

& Disk Agent Port Number (1 to 65535 © ShutdownReboot
This port number is used for a disk agent port number.

& Mirror Driver Port Number (110655359 |Gl iacses:
This port number is used for a mirror driver.

® Itis strongly recommended not to use well-known ports, especially reserved ports from 1 to 1023.
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UDP

No UDP port numbers can be overlapped.

& Kernel Mode Heartbeat Port Number (1 to 65535°)
This port number is used for kernel mode heartbeat.

& Alert Sync Port Number (1 to 65535°) MStopRestart

This port number is used for synchronizing alert messages among servers.

TCP/UDP

& Client Service Port Number (110 65535°%) EGeinesee
This port number is used for client service.

Initialize

This is used for initializing the value to the default value. Click Initialize to initialize all the
items to the default values.
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Monitor tab

Specify the settings for monitoring.

|Z1) [ cluster ] Cluster Properties @

Accaunt rAuto Recovery r RIFiLegacy) r Fawer Saving rMigration rJVM manitar |
Recavery r Alert Service r WehhManager r Alert Log r Delay ¥Warning r Disk r Mirror Disk
Info r Interconnect r MNP Resolution r Timeout r Faort Mo. r danitar

Systern Resource
[]/Callect the System Resource Infarmation

System Resource
Select whether to collect system resource information.

System resource information is collected regularly so as to improve system operability. System
resource information is useful for investigating the operation status of ExpressCluster, and makes
it easy to determine the cause of a failure attributable to a shortage of system resources.

e When the check box is selected

System resource information related to the CPU, memory, processes, and others is collected
regularly while the cluster is running.

The collected system resource information is collected when the c1plogcc command or
WebManager collects logs.

Specify type 1 to collect the log by the c1plogcc command; specify Pattern 1 to collect
the log by the WebManager. For details on log collection, see “Collecting logs (clplogcc
command)” in Chapter 3, “ExpressCluster command reference” and “Collecting logs by
using the WebManager” in Chapter 1, “Functions of the WebManager” in this guide.

A disk area of 450 MB or more is required to store the resource information, depending on
the system operating conditions such as the number of processes that are running.

e When the check box is not selected

No system resource information is collected.
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Recovery tab
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Make settings on cluster recovery.

| £ [ cluster ] Cluster Properties @

Account rAuto Recovery r RIFiLegacy) r Fower Saving rMigratinn rJVM manitar |

Brovery ett Senvice ehhlanager ert Loy elay \Warning is irrar Dis
R Alert Serv Ll Alert L Delay Warni Disk Mirrar Disk

Infa r Intercannect r MP Resolution r Timeout r Fart Ma. r Manitor

Rehoot Limitation
Max Reboot Count 0| time
Max Behoot Count Reset Time 0| min

[]Use Farced Stap

Action YWhen the Cluster Service Process |5 Abnarmal

|Shut down the 05 |v

Recovery Action for HA Agents

Max Restart Count 3| time

Recovery Action over Max Restart Count

|N0 operation

[] Disable Recaovery Action Caused by Monitor Resource Errar

Dizahble the Final Action when Q5 Stops Due o Failure Detection Dretail Config
Dizsable Shutdown YWhen Multi-Failover-Service Detected Dietail Config

Initialize

Cancel

Reboot Limitation

You can specify the Reboot OS or Shut down OS as the final action at abnormality detection for
group resources and monitor resources. If either of them is selected, reboot may be repeated
infinitely. By setting the reboot limit, you can prevent repeated reboots.

& Max Reboot Count (0 to 99)

Specify how many times the operating system can reboot. The number specified here is
separately counted for group resource and monitor resource.

& Max Reboot Count Reset Time (0 to 999)

When the max reboot count is specified, if the operation keeps running normally for the
time specified here, the reboot count is reset. The time specified here is separately counted
for group resource and monitor resource.

Note:

If Max Reboot Count is set to 1 or greater, set Max Reboot Count Reset Time also to 1 or
greater. If the time to reset the maximum reboot count is set to zero (0), the number of
reboot will be unavailable, thus, shutdown/reboot are executed every time at failure
detection regardless of the maximum reboot count.
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Use Forced Stop
Use this to select whether or not to enable the forced stop.
« On
If selected, the forced stop function is enabled.

When you use the forced stop function, configure the information in the BMC tab of
server property as well.

o« Off

If selected, the forced stop function is disabled.

Forced Stop Action
Specify an action of the forced stop.
e BMC Reset
Conditional expression) Heartbeat timeout > (interval x retry count)
e BMC Power off

Use this to power off the server by using the hwreset or ireset command. The OS
may be shut down depending on how the Power Options of OS is configured. For
details, see “Forced stop function Notes on forced stop” in Chapter 9, “Other monitor
settings” in this guide.

e« BMC Power Cycle

Use this to perform the Power Cycle (powering on/off) by using the hwreset or
ireset command. The OS may be shut down depending on how the ACPI of OS is
configured. For details, see “Forced stop function Notes on forced stop” in Chapter 9,
“Other monitor settings” in this guide.

«  BMC NMI

Use this to generate NMI by using the hwreset or ireset command. The behavior
after NMI is generated depends on the OS settings..

Forced Stop Timeout (0 to 999)

Configure the timeout value when performing Forced Stop. When one of the above commands is
executed, activation of the failover group starts after the time specified elapsed.

Conditional expression) Heartbeat timeout > (interval x retry count)

Virtual Machine Forced Stop Setting

Configure forced stop for the virtual machine (guest OS). Click Setting to display the Virtual
Machine Forced Stop Setting dialog box.
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Yirtual Machine Forced Stop Setting @

Farameter

Wirtual Machine Management Tool |\rCenter |v|

rForced Stop

Action |p0werm’f |V|
Titneout ﬂ Sec

Command |1\-’Mware‘t\-"m1ware waphere CLI‘tF'erliappswm‘t\rmcontrol.pl| h 4 |

rwienter

Host Narne | |
|

User bame |

Virtual Machine Management Tool

& vCenter
Specify this option when using vCenter for virtual machine control.

Forced Stop

& Action
Specify the action performed upon a forced stop.
e Power Off

Use this to power off the server by using the command specified in Command.

¢ Timeout (0 to 99)
Set the timeout value to be used when performing a forced stop. After the above command is
executed, the activation of failover groups starts when the time specified here elapses.

¢ Command (Within 1023 bytes)
Specify the command for forced stop.

vCenter

& Host name (Within 45 bytes)
Specify the host name of the virtual machine management tool.

& User Name (Within 255 bytes)
Specify the user name of the virtual machine management tool.

& Password
Specify the password for the virtual machine management tool.

Note: Do not use a double quotation mark (**) in the password.
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Action When the Cluster Service Process Is Abnormal
Specify an action at process abnormity of the cluster service.
e Shut down the OS
Shut down the OS.
e Generate an intentional stop error
Generate a stop error (Panic) intentionally and restart the server.
+  Reset the hardware’
Restart the server by HW reset.
The following two cluster service processes are monitored by this function:
e clprc.exe

e clpnm.exe

Recovery Action for HA Agents

& Max Restart Count (0 to 99)
Specify the max restart count when an HA Agent error has occurred.

& Recovery Action over Max Restart Count
Specify the action when an HA Agent error has occurred.

«  Stop cluster service
Stops the cluster service of the server that detected an error.
e Stop cluster service and shutdown OS

Stops the cluster service of the server that detected an error, and then shuts down the
Os.

»  Stop cluster service and reboot OS

Stops the cluster service of the server that detected an error, and then reboots the OS.

Note:
The HA process is used with the system monitor resource, JVM monitor resource, and system
resource information collection function.

Disable Recovery Action Caused by Monitor Resource Error
e When the check box is selected
The recovery action is disabled when the monitor resource is error.
e When the check box is not selected

The recovery action is enabled when the monitor resource is error.

" This function does not require ipmiutil, unlike the forced stop function.
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Disable the Final Action when OS Stops Due to Failure Detection

Click Detail Config to set suppression of the final action which accompanies the OS stop caused
by error detection.

Detail Canfig (===
[ Details

Final Action When 05 Stops Due to All Server Shutdown

[1/Group Resource YWhen Activation Failure Detectad
[ Group Resource When Deactivation Failure Detectad

[ Monitar Resource When Failure Detectad

e Group Resource When Activation Failure Detected

If the final action caused by an activation error detection in a group resource
accompanies the OS stop, the final action is suppressed if all other servers are stopped.

e Group Resource When Deactivation Failure Detected

If the final action caused by a deactivation error detection in a group resource
accompanies the OS stop, the final action is suppressed if all other servers are stopped.

. Monitor Resource When Failure Detected

If the final action caused by an error detection in a monitor resource accompanies the
OS stop, the final action is suppressed if all other servers are stopped.

Note:

o If errors were detected on multiple servers almost at the same time, and the final action
was taken for those servers, the final action which accompanies the OS stop may be taken
for all the servers even if the final action caused by an error detection in a monitor
resource is set to be suppressed.

e  The message receive monitor resource does not become the target for which the final
action caused by error detection is suppressed.

e  The following situations lead to an OS stop during the final action when an
activation/deactivation error is detected in a group resource and during the final action
when a monitor resource error is detected.

- Cluster service stop and OS shutdown
- Cluster service stop and OS restart
- Generation of an intentional stop error
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Disable Shutdown When Multi-Failover Detected

Click Detail Config to suppress the shutdown of all servers upon detection of both-system

activation.
Detail Canfig (=301
Detail
Server Surives When Multi-Failover-Service Detected
Server Select
servert []
server? [l

Select one server. The shutdown of the server, selected when the both-system activation of the
failover group was detected, is suppressed.

Important:

Suppose that shutdown is suppressed upon the detection of both-system activation in an
environment in which the mirror disk resource is used for setting automatic mirror recovery. In
this case, automatic mirror copying starts when the server which is shut down upon the detection
of both-system activation is re-started through the OS. Care is needed since this discards one
piece of data from among that updated separately on the mirror disk of each server at
both-system activation.

You need to select a server for which the data is to be protected when suppressing shutdown
caused by the detection of both-system activation in an environment in which the mirror disk
resource is used.

Note:
Servers to be shut down when the both-system activation is detected are the servers where a
failover group of which both systems are activagted is activated. If the cluster consists of three or
more servers, therefore, there may be multiple servers that are not shut down at detection of
both-system activation. In this case, the group statuses will be inconsistent among the servers,
and failover and failback operations will be able to fail.
If a group status mismatch occurs, the following alert log is output. So, restart or move the group
at the appropriate timing or execute cluster reboot.

Type: Warning

Module name: rc

Event ID: 1104

Message: A mismatch in the group %1 status occurs between the servers.
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Alert Service tab

152

Set up the alert service, chassis ID, and network warning light.

Note:

To use the mail alert function and network warning light, ExpressCluster X Alert Service 3.1 for
Windows is required.

| £ [ cluster ] Cluster Properties @

Account rAuto Recovery rRIP(Legacy) rPowerSaving rMigratinn rJVM manitar |
Recovery |/ Alert Service |/ Webianager |/ Alert Log |/ Delay Warning |/ Digk |/ tirror Disk

Infa r Intercannect r MP Resolution r Timeout r Fart Ma. r Manitor
[ Enahkle Alert Setting
rMail Report
E-mail Address
Suhject
Wail Method SMTP hd
SMTF Settings

rSMMP Trap

Destination Settings

[1 Use Chassis Identify
[ Use Metwark Warnina Light

Enable Alert Setting

Configure whether to modify the alert destination from the default value. If you modify the alert
destination, click Edit to set the destination address.

If you clear the check box, the destination address you have modified returns to the default
settings temporarily.

For the default settings for the destination address, see “Messages reported by event log and
alert” in Chapter 12, “Error messages” in this guide.

E-mail Address (Within 255 bytes)
Enter the e-mail address to which the report is sent. If more than two e-mail addresses are set,

delimit the address by semicolon.

Subject (Within 127 bytes)

Enter the subject title for the e-mail message.
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Mail Method
Configure the methods to send mail. In this version, SMTP is the only option in this.

¢ SMTP
Sends a mail by communicating directly with the SMTP server.

Destination Settings

Configure the SNMP trap transmission function. Click Setting to configure the SNMP trap
transmission destination.

Use Chassis Identify

Configure whether or not to use the chassis identify function.

Use Network Warning Light

Configure whether or not to use the warning light (dedicated product) controlled by network. The
IP address of warning light is entered on the server property.

Change Alert Destination
Clicking Edit displays the Change Alert Destination dialog box.

Change Alert Destination (=3a]
Alert Destination
Messages
Module | D | Destination Add
. I D
Add

Add the alert ID of the destination which you want to customize. Clicking Add displays the
Enter the message dialog box.
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Enter the message @
Message
Category |Pr0cess |V|
Module Type |apisv |V|
Event ID
Destination
Send Destination

L WWebhanager Alertlog

] Alert Extension

] Mail Report

] SMMP Trap

] EventLogiDisablaOnly)
Command

Command
| Add
Category

Select a major category of the module type.

Module Type (Within 31 bytes)

Select the name of module type that you want to change the destination address.

Event ID

Enter the message ID of the module type for which you want to change the destination. For
information on the message IDs, see “Messages reported by event log and alert ” in Chapter 12,
“Error messages” in this guide.

Destination

Select a message destination from the following options.

WebManager Alertlog
This sends messages to the alert view of the WebManager.

Alert Extension

This executes the specified function by using the alert extension function. Modify the
extension settings by using Add and/or Edit. (The command must be specified within
four lines.)

Mail Report
Uses the mail report function.

Event Log (Disable only)

You can disable the settings whereby the OS reports logs to the event log by clearing
this check box. (You cannot configure the settings to report messages that are not
reported to event logs.)

SNMP Trap
Uses the SNMP trap transmission function to send messages.
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Add

Add a command of the alert extension function. Click Add to display the Enter Command
dialog box.

Enter Cormmand @

Command

Command I

Cancel

Command (Within 511 bytes)
Enter any command you want to use.

e Keyword
If you specify %%MSG%%, the message of the target event ID is inserted.
You cannot specify multiple %%MSG%% for one command.
Configure within 511 bytes including the description of %%MSG%%.
If you set %9%MSG%% as an argument for a command, you need to add backslash (\)
and double quotation (*) like below.

<any command you want to use> \”%%MSG%%\”

Remove

Click this to remove a command of alert extension function. Select the command and then click
Remove.

Edit

Click this to modify a command of alert extension function. Select the command and then click
Edit.

SMTP Settings
Click SMTP Settings to display the SMTP Settings dialog box used for the mail alert.
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SMTP Settings ==
Behavior
Mail Charset || |v|

A

Send Mail Timeout sec
[] Subject Encode

SMTP Server List
Priority | SMTP Server

Remove

Edit

Diown

Initialize

Cancel

E T

Mail Charaset (Within 127 bytes)
Configure the character set of the e-mails sent for mail report.

Send Mail Timeout (1 to 999)

Configure the timeout value for communicating with the SMTP server.

Subject Encode

Select whether or not to encode the subject of e-mails.

SMTP Server List

Clicking this displays the configured SMTP servers. No more than four SMTP servers can be
configured with this version.

Add

Use this button to add a SMTP server. Click Add to display the Enter the SMTP Server dialog
box.

Remove

Use Remove to remove the SMTP server settings.
Edit

Use Edit to modify the SMTP server settings.
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Enter the SMTP Server @
SMTF Server
SMTP Server | |
SMTF Port 25|
|

Sender Address |

[_] Enable SMTP Authentication

Cancel

SMTP Server (Within 255 bytes)
Configure the IP address of the SMTP server.

SMTP Port (1 to 65535)

Configure the port number of the SMTP server.

Sender Address (Within 255 bytes)

Configure the address from which an e-mail of mail report is sent.

Enable SMTP Authentication

Configure whether or not to enable SMTP authentication.

Authority method of pop3
Select a method of SMTP authentication.

User Name (Within 255 bytes)

Configure the user name used for SMTP authentication.

Password (Within 255 bytes)

Configure the password used for SMTP authentication.

Remove

Select this to remove the SMTP server.
Edit

Use this button to modify the settings of SMTP server.
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SNMP Settings

Click this to display the Destination Settings dialog box which is used for the SNMP trap.

Destination Settings (=3
Behavior
Destination
Destination Server | SNMPPort | SNMP Version Add
192.168.0.248 |162 hv2c —
Remove
a i | [»
[ ok || cance || apoy |
Destination

Displays the set SNMP trap transmission destinations. With this version, up to 32 SNMP trap
transmission destinations can be set.

Add

Adds an SNMP trap transmission destination. Click Add to display the Change SNMP
Destination dialog box.

Remove

Use Remove to remove the SNMP trap transmission destination settings.

Edit

Use Edit to modify the SNMP trap transmission destination settings.
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Enter Destination @
Destination Server |192.168.0.248 |
SNMP Port No. 162,
SNMP Version e B
SNMP Community Name |public |v|

Destination Server (up to 255 bytes)

Configure the name of the SNMP trap transmission destination server.

SNMP Port No. (1 to 65535)

Configure the port number of the SNMP trap transmission destination.

SNMP Version
Configure the SNMP version of the SNMP trap transmission destination.

SNMP Community Name (up to 255 bytes)
Configure the SNMP community name of the SNMP trap transmission destination.
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WebManager tab

Use this tab to configure the settings for the WebManager.

| £ [ cluster ] Cluster Properties @

Account rAuto Recovery r RIFiLegacy) r Fower Saving rMigratinn rJVM manitar |
Recovery |/ Alert Service |/ Weblanager |/ Alert Log |/ Delay Warning |/ Digk |/ tirror Disk
Infa r Intercannect r MP Resolution r Timeout r Fart Ma. r Manitor

Enable YWehhanager Service
[] Enable WebManager Mobile Connection
Accessible number of clients

G4
Control connection by using password

[] Control connection by using client IP addrass

IF Address Cperation

Integrated WebiManager

Connection IP address

Enable WebManager Service
Enables the WebManager Service.
& When the check box is selected
The WebManager service is enabled.
& When the check box is not selected
The WebManager service is disabled.
Enable WebManager Mobile Connection
Enables the mobile WebManager.
& When the check box is selected
The WebManager Mobile is enabled.
& When the check box is not selected
The WebManager Mobile is disabled.
Accessible number of clients (1 to 999)

Specify the number of client machines that can be connected.
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Control connection by using password

Click Settings to display the WebManager Password dialog box.

WebManager Password @
WebManager
Password for Operation
Password for Reference

WebManager Mobile
Password for Operation Change

Password for Reference Change

OK

WebManager
& Password for Operation

Set a password that must be entered to enable connection to the WebManager in the
operation mode, config mode, or verification mode.
Click Change to display the Change Password dialog box.

& Password for Reference

Set a password that must be entered to enable connection to the WebManager in the
reference mode.

Click Change to display the Change Password dialog box.
WebManager Mobile
& Password for Operation

Set a password that must be entered to enable connection to the WebManager Mobile in the
operation mode.

Click Change to display the Change Password dialog box.
& Password for Reference

Set a password that must be entered to enable connection to the WebManager Mobile in the
reference mode.

Click Change to display the Change Password dialog box.
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Change Password @
Old Password |
Mew Password

Password Confirmation

e Old Password (Within 255 bytes)
Enter the current password. If the password is not set, leave it blank.

e New Password (Within 255 bytes):
Enter a new password. When deleting the old password, leave it blank.

e Password Confirmation (Within 255 bytes)
Enter the password again which you entered in New Password.

Passwords can consist of one-byte upper- and lower-case letters, digits, symbols, and
spaces (0x20 to Ox7E in ASCII code).

Control connection by using client IP address
If selected, accesses are controlled by client IP addresses.
& When the check box is selected
Add, Remove and Edit are enabled.
& When the check box is not selected
Add, Remove and Edit are disabled.

Add

Use Add to add an IP address to IP Addresses of the Accessible Clients. Click Add to display
the IP Address Settings dialog box is displayed. Newly added IP addresses have the rights for

the operation.
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IP Address Settings (=3a]

Interface

IP Address |

Cancel

¢ IP Address (within 80 bytes)
Specify a client IP address that can be connected.
e |Paddress: 10.0.0.21
*  Network address: 10.0.1.0/24

Remove MStopRestart

Use Remove to remove an IP address from IP Addresses of the Accessible Clients. Select the
IP address you want to remove from IP Addresses of the Accessible Clients and then click
Remove.

Edit MStopRestart

Use Edit to edit an IP address. Select an IP address you want to edit from IP Addresses of the
Accessible Clients and then click Edit. The IP Address Settings dialog box where the specified
IP address is present is displayed. The rights for operating the edited IP addresses remain the
same.

Control column LUSsRESE

Sets the operation rights for IP addresses that are registered in IP Addresses of the Accessible
Clients.

& When the check box is selected
A client can operate a cluster and display its status.
¢ When the check box is not selected
A client can only view the status of a cluster.
IP address for Integrated WebManager
Click Settings to display the IP address for Integrated WebManager dialog box.
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| £/ IP address for Integrated WekManager @

IP address List
Priority | senver] | Senver? Add

Remove

Up

Down

| Ok || Cancel || Apply |

¢ Add
Add IP addresses for the Integrated WebManager. Click the column cell of each server and
select or enter IP address for the IP address of each server. For the communication path not
connected to some server, set blank to the server cell of which the server is not connected.

& Remove
Remove the communication path. Select the communication path to be removed and click
Remove, then the selected path is removed.

¢ Up, Down

When configuring more than one IP addresses for the Integrated WebManager, the
communication path with smaller number of Priority column is used preferentially for the
control communication among the cluster servers. When changing the priority, click Up and
Down to change the order of the selected row.

Tuning Properties

Use Tuning to tune the WebManager. Clicking Tuning displays the WebManager Tuning
Properties dialog box.

ExpressCluster X 3.1 for Windows Reference Guide
164



Cluster properties

WebManager Tuning Properties @
Client Session Timeout | 30| see
Max. Murmber of Alert Records on the Viewer EL
Reload Interv| | o0 see
Mirror Agent Timeout 150| sec
Client Data Update Method |Real Time [+]
Time Limit For Keeping Log Files B00| sec

se Time Infa

¢ Client Session Timeout (1 to 999) MStopRestart
Specify the client session time-out. A time-out is determined if the time specified here
elapses after the last communication between the WebManager Server and the
WebManager.

& Max. Number of Alert Records on the Viewer (1 to 999) MStopRestart

Specify the maximum number of alert viewer records to display on the Alert Viewer of the
WebManager.

¢ Reload Interval (0 to 999) MStopRestart
Specify the screen data update interval. At this time interval, the WebManager screen is
refreshed.

& Mirror Agent Timeout (1t0999) [USeJdRESE!
Specify the mirror agent time-out. A time-out is determined if the time specified here
elapses till the mirror disk information is acquired.

& Client Data Update Method
You can select the method to update the screen data of the WebManager from the following.

- Polling
The screen data is updated regularly.

- Real Time
The screen data is updated on the real time.

& Time Limit For Keeping Log Files (60 to 43200)
Time limit determines when the log collection information temporarily saved on the server
will be deleted. When the time specified here has elapsed, the log collection information
will be deleted unless you save the file when the dialog box asking you if you save the log
collection information is displayed.
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LR S R ELICH L SuspencResume il VisiopResiar

Specify whether the time information display function is enabled or disabled.
- When the check box is selected
The time information display function is enabled.

- When the check box is not selected
The time information display function is disabled.

¢ Initialize
Click Initialize to reset all settings on this dialog to default. Click Initialize to set all items
to their default values.

& The Number Of Clusters That It Searches For At A Time

Configure the number of clusters to acquire the information at a time when the cluster
information is uploaded.
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Alert Log tab

Configure the settings for the alert log.

| £ [ cluster ] Cluster Properties @

Account rAuto Recovery r RIFiLegacy) r Fower Saving rMigration |/.JVM manitar |
Fecovery |/ Alert Service |/ Weblanager |/ Alert Log r Delay Warning |/ Diighk |/ fdirror Disk
Info r Interconnect r MP Resalution r Timeout r Fart Mo, r Manitar

Enahle Alert Semice

Max. Mumber o Save Alert Records 10000
Alert Syne

Method unicast |v|
Cammunication Timeout 30| sec

Enable Alert Service
Select this to start ExpressCluster Web Alert service for the server.
& When the check box is selected
ExpressCluster Web Alert service is enabled.
& When the check box is not selected
ExpressCluster Web Alert service is disabled.
Max. Number to Save Alert Records (1 to 99999)

Specify the maximum number of alert records that can be retained. ExpressCluster Web Alert
service for server can retain alert messages up to this number.

Alert Sync:  Method

This communication mode is used for Alert Log synchronization. Only unicast is available in
Method list box for this version.

Alert Sync: Communication Timeout (1 to 300) MStopRestart

Specify a communication time-out. A communication time-out is determined if the time specified
here elapses after the last communication between ExpressCluster Web Alert service and servers.
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Initialize

Click Initialize to reset all settings on this tab to default. Click Initialize to set all items to their
default values.
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Delay Warning tab

Configure the settings for Delay Warning on this tab. For details on delay warnings, see
“Monitor resources Delay warning of monitor resources” in Chapter 6, “Monitor resource
details” in this guide.

| £ [ cluster ] Cluster Properties @

Account |”Auto Fecovery r RIFiLegacy) r Fower Saving rMigration |”JVM monitar |
Fecoverny r Alert Service r Webhanager r Alert Log r Delay Warning r Diisk r irror Disk
infa | Interconnect I MP Resolution [ Timeowt | PertMa. | Moniter

Heartheat Delay ¥arming

= 80— %
[¥] Manitar Delay ¥Warning
: (= 8o %
COM Delay Warning
: = 8o =

Heartbeat Delay Warning (1 to 99)

Set a percentage of heartbeat time-out at which the heartbeat delay warning is issued. If the time
for the percentage passes without any heartbeat response, the warning will be produced in an
alert log.

Monitor Delay Warning (1 to 99)

Set a percentage of monitor time-out at which the monitor delay warning is issued. If the time for
the percentage passes without any monitor response, the warning will be produced in an alert log.

COM Delay Warning (1 to 99) SuspendResume

Set a percentage of COM I/F delay warning. If the time for the percentage passes without any
COM response, the warning will be produced in an alert log.

Note:

If you specify 0% for the delay warning, an alert log is shown in every heartbeat interval and
monitor interval. Setting 0% allows you to see the time spent for monitoring. This will be helpful
particularly in a test operation. Make sure not to set low values such as 0% in the production
environment.
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Disk tab

170

Configure the setting for a shared disk.

| £ [ cluster ] Cluster Properties @

Account rAuto Recovery r RIFiLegacy) r Fower Saving rMigratinn rJVM manitar |
Recovery |/ Alert Service |/ Webianager |/ Alert Log |/ Delay Warning |/ Dighk |/ tirror Disk
Infa r Intercannect r MP Resolution r Timeout r Fart Ma. r Manitor

rAt Disk Disconnection Failure

Retry Interval 3| sec

Fetry Count
) Unlimited
@ Set Mumber
Count 10{ tirme
Final Action
® Enfarced Disconnection
) Maone

Retry interval when failing to disconnect a disk (1 to 10)
Set the interval time required to retry disconnecting, when disconnecting a shared disk has failed.
Retry count when failing to disconnect a disk (0 to 180)
Set the count to retry disconnecting when disconnecting a shared disk has failed.
¢ Unlimited
Select this to retry disconnecting a disk infinitely.
& Set Number
Select this to specify the count to retry to disconnect a disk.
Final action when failing to disconnect a disk

If the count to disconnect a shared disk again is specified, set the action that will be taken in the
case that disconnecting is failed for the specified count

& Enforced Disconnection
Select this to disconnect a disk forcibly.
& None

Select this not to disconnect a disk forcibly.
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Initialize

This operation is used to return the value to the default value. Click Initialize to set all items to
their default values.

Note:

If the disk fails to be disconnected, retry or the final action is performed as many times as the
value set above for each disk resource deactivation.

However, an emergency shutdown occurs if a single deactivation takes 535 or more seconds.

To change the retry count and retry interval, set the values in consideration of the above event.
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Mirror disk tab

172

Configure the setting for a mirror disk.

| £ [ cluster ] Cluster Properties @

Account rAuto Recovery r RIFiLegacy) r Fower Saving rMigratinn rJVM manitar |
Recovery |/ Alert Service |/ Webianager |/ Alert Log |/ Delay Warning |/ Digk |/ firror Disk
Infa r Intercannect r MP Resolution r Timeout r Fart Ma. r Manitor

Auto Mirror Initial Canstruction
Auto Mirror Recovery

Collect Mirror Statistics
- At Disk Disconnection Failure

Retry Interval 3| sec
Retry Count

2 Unlimited

@ Set Number

Count 10| time

Final Action

® Enfarced Disconnection
O Mane

Auto Mirror Initial Construction

Specify whether to perform the mirror initial construction automatically when the newly created
mirror disk resource is activated for the first time.

& When selected

Mirror initial construction is performed automatically.
& When cleared

Auto mirror initial construction is not performed
Collect Mirror Statistics

This function can be used to collect and reference information about the mirroring performance.
For details, see “Mirror statistics information collection function” in Chapter 10, “The system
maintenance information” in this guide.

& When selected
Mirror Statistics Collection is performed.
& When cleared

Mirror Statistics Collection is not performed.
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Auto Mirror Recovery

An automatic mirror recovery is performed when any difference occurs in the data of mirror
disks between both servers. There is a case that mirror recovery cannot be performed
automatically even if it is selected. For details, see “Troubleshooting Automatically recovering
from mirroring” in Chapter 11, “Troubleshooting.” in this guide

& When selected
Mirror recovery is performed automatically.
& When cleared
Mirror recovery is not performed automatically.
Retry interval when failing to disconnect a disk (1 to 10)
Set the interval time required to retry disconnecting, when disconnecting a mirror disk has failed.
Retry count when failing to disconnect a disk (0 to 180)
Set the count to retry disconnecting when disconnecting a mirror disk has failed.
¢ Unlimited
Select this to retry disconnecting a disk infinitely.
& Set Number
Select this to specify the count to retry to disconnect a disk.
Final action when failing to disconnect a disk

If a retry count is set for mirror disk disconnection, set the action when that will be taken in the
case that disconnection still fails after the specified retry count exceeds.

& Enforced Disconnection

Select this to disconnect a disk forcibly
& None

Select this not to disconnect a disk forcibly.
Initialize

This operation is used to return the value to the default value. Click Initialize to set all items to
their default values.

Note:

If the disk fails to be disconnected, retry or the final action is performed as many times as the
value set above for each mirror disk resource deactivation.

However, an emergency shutdown occurs if a single deactivation takes 9999 or more seconds.

To change the retry count and retry interval, set the values in consideration of the above event.

Section | Detailed functions of ExpressCluster
173



Chapter 2 Function of the Builder

Account tab

The Account tab is used to register and/or delete the user account that is used in the /U option of
the ARMLOAD-compatible command. You can set up to sixteen user accounts for one cluster
system. The accounts that have already set on the all cluster servers are the target to be registered.
The user accounts that are currently registered on the Account are displayed.

|2/ [ cluster ] Cluster Properties @

Account |’Aut0 Recovery |/ RIFiLegacy) r Fower Saving rMigratinn rJVM monitor |
Recovery r Alert Service r WebManager r Alert Log r Dielay Warning r Diisk r Wirror Disk
infa | Interconnect [ MNP Resolution [ Timeowt | PertMe. | Monitor

Account

User Mame

Eemaove

Edit

II :
(=%
=

| Gk || Cancel || Apply |
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Add

Use Add to add a user account on the Account List. Click Add to display the Enter account
dialog box.

Enter account @
Account

User Name |

Cancel

& User Name
Enter a user account name to be registered. When specifying an account of a domain, enter,
for example, “Domain Name\Account Name.”
& Password
Enter a password of the user account to be registered.
Remove
Use Remove to remove a user account from the Account List. Select the user account you want
to remove from Account and then click Remove.
Edit
Use Edit to edit a user account. Select the user account you want to edit from Account and then
click Edit. The Enter account dialog box where the selected account was entered is displayed.
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Auto Recovery tab

Configure whether to perform “Auto Recovery” when a cluster server is restarted after server
failure has occurred.

| £ [ cluster ] Cluster Properties IEI

Account | Auto Recovery | RIP(Legacy) | Power Saving | Migration | JvM monitor |
Fecovery r Alert Service r Webianager r Alert Log |/ Delay ¥warning r Dighk r tirror Disk
o || Interconnect [ MNP Resalution || Timeouwt | PotNo. | Monitor

Auto Return

i on ) Of

Auto Return
¢ On
Select this to perform the auto recovery.
& Off
Select this not to perform the auto recovery.
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RIP (Legacy) tab

With the virtual IP resource configured with the Builder in the older version (X1.0), configure
the IP address of the public LAN that sends RIP. As to the version X3.1, you do not have to
configure this fir mo of cases because it is configured at the properties of virtual IP resource.
When connecting to the ExpressCluster Server from a remote LAN by using a virtual IP address,
RIP must be sent to the public LAN which a router is connected to. The broadcast address of the
RIP which is set on the cluster is displayed on the Network Address.

| £ [ cluster ] Cluster Properties @

Account rAuto Recovery r RIFiLegacy) r Fower Saving rMigration rJVM manitar |
Recovery | AlertSerice | WebManager | Merilog | DelayWaming | Disk | Miror Disk
Info |/ Interconnect r MF Resolution r Tirmeout |/ Port Mo, r honitor

Metwork Address
Metwork Address | Met Mask |

Bemove

II :
1=
=

Edit

Add

Use Add to add a network address to the Network Address. Clicking Add displays the Enter
network address dialog box.
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Enter network address @

Interface

Metwork Address || |

Net Mask | |

Cancel

& Network Address
Enter a network address to be registered.
¢ Net Mask
Enter a network mask to be registered.
Remove

Use Remove to remove a network address from the Network Address. Select the network
address you want to remove from the Network Address and then click Remove.
Edit

Use Edit to edit a network address. Select the network address you want to edit from Network
Address and then click Edit. The Enter network address dialog box where the selected
network address was entered is displayed.
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Power saving tab

Configure whether or not to use the function to turn it to power-saving mode by controlling the
CPU frequency of the standby server.

| £ [ cluster ] Cluster Properties @

Account | Auto Recovery | RIPiLegacy) | Power Saving | Migration | JvM monitor |
Fecovery |/ Alert Service r Weblanager |/ Alert Log r Delay Warning |/ Diigh |/ firror Disk
infa |© Interconnest I MP Resolution " Timeaut | PortMa. | Monitor

[]Uge CPU Frequency Control

Use CPU Frequency Control

Select the check box when you use CPU frequency control. If you uncheck the check box, CPU
frequency control is disabled.

Initialize

This operation is used to return the value to the default value. Click Initialize to set the defaults
value.

Related Information:
When CPU frequency control is used, the CPU frequency of the server where a failover group is
activated is set to high, and that of the server where a failover group is stopped is set to low.

When CPU frequency control is performed by a command or WebManager, the settings changed
by the command or WebManager are given higher priority regardless of whether the failover
group is started or stopped. Note that the settings changed by the command or WebManager is
discarded after the cluster is stopped/started or suspended/resumed, so that CPU frequency is
controlled by the cluster.

Note:
For using CPU frequency control, it is required that the frequency is changeable in BIOS settings
and the CPU supports the frequency control by Windows OS power management function.

Section | Detailed functions of ExpressCluster
179



Chapter 2 Function of the Builder

Note:
If you disable CPU frequency control function with CPU frequency changed, the CPU frequency
does not return to the state before changing.

In this case, return the CPU frequency to the defined value by the following way.
Windows Server 2003:
Execute the following command at a command prompt.

# powercfg /X “Always On” /processor-throttle-ac none

The character string to be specified with /X option is the name selected in the current setting of
Power Options -> Power Schemes in Control Panel.

Windows Server 2008:

Select Balanced in Power Options -> Select a power plan in Control Panel.
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Migration tab

Set the migration of the virtual machine resource.

| £ [ eluster | Cluster Properties

Account rAuto Recovery r RIFiLegacy) r Fower Saving rMigration |/.JVM manitar |

=5

Fecovery |/ Alert Service |/ Weblanager rAIenLog r Delay Warning

[" Disk | Mirror Disk

Info r Interconnect r MP Resalution r Timeout r

Fart Mo, r Manitar

Migration Type |Quick Migration

|v|

Migration Type
¢ Quick Migration

Performs quick migration.
& Live Migration

Performs live migration.
Account

Enter the name of the user account to be registered. Enter “domain name\account name.”

Password

Enter the password for the user account to be registered.
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JVM monitor tab

182

Configure detailed parameters for the JVM monitor.

NOTE: To display the JVM monitor tab on the online version Builder, you need to execute
Update Server Info from the File menu after the license for Java Resource Agent is registered.

‘@ [ cluster ] Cluster Properties (=)

Account rAuto Recavery rRIP(Legacy) rPowerSaving rMigration IT.JVM rmanitar |
Recovery | AleriSerice | WebManager | Alerilog | DelayWarning | Disk | Mirror Disk

infa | Interconnect I MNP Resolution | Timeout | Porthio. [" Monitor

Java Installation Path |C:1Pr0gram Filestavaljdkl 6.0_34 |
Maximum Java Heap Size TIME

Log Cutput Setting
Resource Measurement Setting
Connection Setting

Load Balancer Linkage Settings [Mo linkage |V|

| Ok || Cancel || Apply |

Java Installation Path(up to 255 bytes) KESsgelRESNE

Set the Java VM install path used by the JVM monitor. Specify an absolute path using ASCII
characters. Do not add “\” to the end of the path. This setting becomes common for all servers in
the cluster. Specification example: C:\Program Files\Java\jre6

Maximum Java Heap Size(7 to 4096) SISusgelRESUnE]

Set, in megabytes, the maximum Java VM heap size used by the JVM monitor (equivalent to
—-Xmx of the Java VM startup option). This setting becomes common for all servers in the cluster.
If the Oracle Java, specify a value equal to or larger than 7.

Log Output Setting

Click the Setting button to open the Log Output Setting dialog box.

Resource Measurement Setting

Click the Setting button to open the Resource Measurement Setting dialog box.
Connection Setting

Click the Setting button to open the Connection Setting dialog box.
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Load Balancer Linkage Settings

Select the load balancer type and then click the Settings button. The Load Balancer Linkage
Settings dialog box appears.

Select the load balancer type from the list. To perform load balancer linkage, select the load
balancer you are using. To cancel the load balancer linkage, select No linkage.

Log Output Setting
Clicking Setting displays the Log Output Settings dialog box.

Leg Cutput Setting @
Log Level INFO v
Generation 10
Rotation Type

(@) File Capacity Max Size 3072 KB
) Period Start Time
Interval hours

Log Level

Select the log level of the log output by the JVM monitor.

Generation (210 100) RSISUEelRESNE

Set the number of generations to be retained for the log output by the JVM monitor.

Rotation Type

Select a rotation type for the log output by the JVM monitor. If you select File Capacity as the
rotation type, set the maximum size (200 to 2097151), in kilobytes, for each log file such as the
JVM operation log. If you select Period as the rotation type, set the log rotation start time in
“hh:mm” format (hh: 0 to 23, mm: 0 to 59) and the rotation interval (1 to 8784) in hours.

Initialize

Clicking Initialize returns the log level, generation, and rotation type items to their default
values.
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Resource Measurement Setting [Common]

Clicking Setting displays the Resource Measurement Setting dialog box. For details on the
scheme for error judgment by the JVM monitor, see Chapter 6, “Monitor resource details”.

| £:| Resource Measurement Setting @

[ Common | webLogic |

Retry Count 1

Error Threshold

Interval

Memory Usage, Active Threads 60| sec.

ol LI

The time and countin Full GC 120 sec.

Retry Count (1 to 1440) SINusgelRESVnG

Set the resource measurement retry count to be applied if the JVM monitor fails in resource
measurement.

Error Threshold (1 to 10)

Set the number of times abnormal judgment is performed when the usage of the Java VM or the
application server resources collected by the JVM monitor via resource measurement
continuously exceed the customer-defined threshold.

Memory Usage, Active Threads (15 to 600)
Set the interval at which the JVM monitor measures the memory usage and active thread count.

The time and count in Full GC (15t0 600) RISu=gelRESNGE
Set the interval at which the JVM monitor measures the time and count in Full GC execution.

Initialize

Clicking Initialize returns the retry count, error threshold, and interval items to their default
values.

ExpressCluster X 3.1 for Windows Reference Guide
184



Cluster properties

Resource Measurement Setting [WebLogic]

Clicking Setting displays the Resource Measurement Setting dialog box. For details on the
scheme for error judgment by the JVM monitor, see Chapter 5, “Monitor resource details”.

| £:| Resource Measurement Setting @

Common | WebLogic |

Retry Count

Error Threshold

Interval

The number of request 60| sec

ol LI

The average number of the request 300 sec

Retry Count (1 to 5)

Set the resource measurement retry count to be applied if the JVM monitor fails in resource
measurement.
Error Threshold (1 to 10)

Set the number of times abnormal judgment is performed when the usage of the Java VM or the
application server resources collected by the JVM monitor via resource measurement
continuously exceed the customer-defined threshold.

The number of request (15 to 600)
Set the interval at which the JVM monitor measures the number of work manager or thread pool
requests during WebL ogic monitor.

The average number of the request (15 to 600)

Set the interval at which the JVM monitor measures the average number of work manager or
thread pool requests during WebLogic monitor. Set a value that is an integer multiple of the
value set in Interval: The number of request.

Initialize
Clicking Initialize returns the retry count, error threshold, and interval items to their default
values.
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Connection Setting
Clicking Setting displays the Enter Java VM Connection Settings dialog box.

Connecticn Setting @
Management Port

Retry Count

L

Waiting time for reconnection 60| sec

Initialize

Management Port (10000 to 65535) KISz eRESVE

Set the number of the port connected to the monitor target Java VM. This setting becomes
common for all the servers in the cluster. Do not set 42424 to 61000.

Management Port (10000 to 65535) KIS eIRESNE

Set the number of the port connected to the monitor target Java VM. This setting becomes Retry
Count for (1to 5) SuspendResumg

Set the retry count to be applied if connection to the monitor target Java VM fails.

Waiting time for reconnection (15 to 60)

Set the interval at which the JVM monitor retries connection if it fails in Java VM connection.
Initialize

Clicking Initialize sets the management port, retry count, and waiting time for reconnection
items to their default values.
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Load Balancer Linkage Settings

If you select other than BIG-1P LTM as the load balancer type and then click the Settings button,
the Load Balancer Linkage Settings dialog box appears.

Leoad Balancer Linkage Settings @

Management Port for Load Balancer Linkage 25550

[ Health Check Linkage Function

Management Port for Load Balancer Linkage (10000 to 65535) SISty

Set the port number used by the load balancer linkage function. This setting becomes common to
all the servers in the cluster. Do not set 42424 to 61000.

Health Check Linkage Function

Set whether to use the load balancer health check function if the monitor target Java VM detects
a failure.

Directory containing HTML files(up to 255 bytes)  SESsgeIRESNE

Set the directory in which the HTML file used by the load balancer health check function is
stored.

HTML File Name(up to 255 bytes)

Set the HTML file name used by the load balancer health check function.

HTML Renamed File Name(up to 255 bytes)

Set the HTML renamed file name used by the load balancer health check function.

Retry Count for renaming (0 to 5)
Set the number of times HTML file renaming is retried if it fails.

Wait time for retry (1 to 60)

Set the interval at which HTML file renaming is retried if it fails.

Initialize

Clicking Initialize returns the management port for load balancer linkage, health check linkage
function, directory containing HTML files, HTML file name, HTML renamed file name, retry
count for renaming, and wait time for retry retry interval items to their default values.
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Load Balancer Linkage Settings

Select BIG-IP LTM as the load balancer type and then click the Settings button. The Load
Balancer Linkage Settings dialog box appears.

Load Balancer Linkage Settings s

Wanagement Port for Load Balancer Linkage | 25550|

mamt IP address |

User Name |adrmin

Fassword Change

Communications Paort |

Listof IP address of distributed nodes

Server Marne | IF addrass dd

Remaove

.
=
L L1 L

Initialize

| o]’s || Cancel || Apply |

Management Port for Load Balancer Linkage (10000 to 65535)

Set the port number used by the load balancer linkage function. This setting becomes common to
all the servers in the cluster. Do not set 42424 to 61000.

mgmt IP address

Set the BIG-IP LTM IP address.
User Name (up to 255 bytes)

Set the BIG-IP LTM management user name.

Password (up to 255 bytes)

Set the BIG-IP LTM management user password.
Communication Port (10000 to 65535)
Set the communication port number for BIG-IP LTM.
Add

Add the server name and IP address for the distributed node. For the server name, specify the
computer name. For the IP address, specify the value set to Members in LocalTrafic -
Pools:PoolList - Relevant pool - Members of BIG-IP Configuration Utility.

To change the value, select the line and directly edit the description.

Remove

Remove the server name and IP address for the distributed node. Select the line to be removed
and then click Remove. The selected server is removed.

Initialize
Clicking Initialize returns the management port for load balancer linkage, management user
name, and communication port number to the default settings.
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Servers Properties

Configure setting information of all servers in Servers Properties.

Master Server tab

Configure the priority order of the servers and the server group. All the registered servers are
displayed. Master server is the server to keep the master of cluster configuration information.
And also, it is the server of the highest priority order.

| £:| Server Common Properties @

Master Server

Server Definition List
| Order Mame
Master Server senverl

1 senver2

Semver Group

Server Group Definition

Up, Down

Used when changing the priority order of the servers. Select the server to be changed from the
server definition list, and select Up or Down. The selected row moves.

Settings

Used when configuring the server group. Select Settings and the Server Group dialog box is
displayed.
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|| Server Group @
Server Group Definitions
MName Servers Add
svgl servert =
svg2 sefver2 Remove

Close

L JRAC Y SuspencResue

Add server groups. The wizard windows for adding the server group is displayed. For details, see
“Creating the cluster configuration data 1. Create a cluster” in Chapter 5, “Creating the cluster
configuration data” in the Installation and Configuration Guide.

¢ Remove

The confirmation dialog box is displayed. When removing, select Yes. Then the selected server
group is removed. When not removing, select No.

When the selected server group is used for the settings of the startup server of the failover group,
the server group cannot be removed.

¢ Rename

The change server group name dialog box of the selected server group is displayed.

[ svgl ] Change Server Group Name

Enter a new Server group name

=

MNew Mame svg1
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There are the following naming rules.

*There are naming rules that are the same as the host name of TCP/IP that can be set by the
OS.

«Up to 31 characters (31 bytes).
«Names cannot start or end with a hyphen (-) or a space.
A name consisting of only numbers is not allowed.

Names should be unique (case-insensitive) in the server group.

& Properties

Display the properties of the selected server group.

¢ Name

Display the server group name.

& Servers

Display the server names which belong to the server group.
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Server Properties

Configure individual settings on each server constructing the cluster in Server Properties.

Info tab

You can display the server name, and register and make a change to a comment on this tab.

| £ [ serverl ] Server Properties (3]
[(Infa_| wiaming Light | BMC | HBA |

Mame senert

Comment

[v] ¥irtual Machine

Tipe ¥Sphere |v|

Forced Stop Setting

[ ok || cancel || Anply |
Name
The selected server name is displayed. You cannot change the name here.
Comment

You can specify a comment for the server. Only alphanumeric characters are allowed.

Virtual Machine
Specify whether this server is a virtual machine (guest OS).
& When the check box is selected
The server is a virtual machine (guest OS). You can configure this virtual machine.
& When the check box is not selected

The server is a physical machine. You cannot configure a virtual machine.
Type
Specify the type of virtual infrastructure.
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e vSphere

Virtual infrastructure provided by VMware, Inc.
«  KVM

Linux kernel virtual infrastructure.
»  XenServer

Virtual infrastructure provided by Citrix Systems, Inc.
»  Container

Virtual infrastructure provided by Oracle, Inc.
e Hyper-V

Virtual infrastructure provided by Microsoft Corporation.
o other

Specify this option to use any other virtual infrastructure.

Forced Stop Setting

Set the information about the virtual machine (guest OS). Click Setting to display the Input for
Virtual Machine name dialog box.

Input for Virtual Machine MName @

Yirtual Machine
Wirtual Machine Management Tool wCenter

Vittual Machine Mama || |

Diata Center | |

Virtual Machine Management Tool

Set the virtual machine management tool that manages the virtual machine (guest OS).
Click Setting to display the Virtual Machine Forced Stop Setting dialog box.

For details on Virtual Machine Forced Stop Setting, refer to the Recovery tab.

Virtual Machine name (Within 80 bytes)

Set the virtual machine (guest OS) name.
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Note: Do not use a double quotation mark (") or percent sign (%) in the virtual machine
name.

Data Center (Within 80 bytes)

Set the name of the data center that manages the virtual machine (guest OS).

Note: Do not use a double quotation mark (") or percent sign (%) in the virtual machine
name.
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Warning light tab

Set an IP address of warning light (specified by NEC) controlled by network.

|| [ serverl ] Server Properties [=3]
Info || Warning Light | BMC | HBA
Register items you want to use
Warning Light
No. [ IP Address Warning Light Add
Down

Use this button to add an IP address of warning light. Click Add to open the IP Address
Settings dialog box.

Remove

Use this button to remove an IP address of warning light. Select the target setting, and then, click
Remove.

Up
It can't be used because only 1 warning light can be registered at present.
Down

It can't be used because only 1 warning light can be registered at present.
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Enter Alert Lamp

Interface

Warning Light |DN—‘IUDDSIDN—1UUURJ’DN—1300GL

IP Address |

User Mame |

Password

[] Setrsh Command File Path

& Warning Light

Select the product number of the warning light you use. The products corresponding to each

number are as follows.

Product Number

Product Name

DN-1000S/DN-1000R/DN-1300GL

DN-1000S/DN-1000R/DN-1300GL

DN-1500GL

DN-1500GL

NHE-3FB/ NHM-3FB/ NHC-3FB/
NH-SPL

Signal Tower
NHE/NHM/NHC/NHS/NHP/NHL

& IP Address (within 80 bytes)

Enter an IP address of the warning light.

Note:

One warning light is required per one server. Do not set an IP address of the same warning

light to multiple servers.

& User Name

Enter the user name of the execution account on the server used for controlling the warning
light. Also, the user name specified here is used as the remote user name for the rsh

command.

& Password

Enter the password of the execution account on the server used for controlling the warning

light.

Note:

For Windows Server 2008 and Windows Server 2012, enter Administrator for user name,
Administrator for password. For Windows Server 2003, you can omit the user name and

password.
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Specify rsh command execution file path
¢ When the check box is selected
The rsh command execution file path can be specified.
¢ When the check box is not selected
The rsh command execution file path cannot be specified.
& File path
Enter the full path of the rsh command to be used for controlling the warning light.
Specification example: C:\WINDOWS\system32\rsh.exe
& Audio file reproduction

The setting for audio file reproduction is enabled when DN1500GL is selected as the
warning light type.

If you change the warning light type to other than DN1500GL after setting audio file
reproduction, audio file reproduction setting is disabled.

Alert When Server Starts
& When the check box is selected
Reproduces the audio file at server start. The audio file is reproduced only once.
¢ When the check box is not selected
Does not reproduce the audio file at server start.
& Voice File No. (01 to 20)
Set the number of the voice file to be reproduced at server start.
Alert When Server Stops
& When the check box is selected

Reproduces the audio file at server stop. The audio file is continuously reproduced until it is
stopped manually.

¢ When the check box is not selected
Does not reproduce the audio file at server stop.
& Voice File No. (01 to 20)
Set the number of the voice file to be reproduced at server stop.
Edit
Use Edit to edit the warning light setting.

Note:
Before the audio file can be reproduced, it must be registered in “DN-1500GL.”

For more information on audio file registration, refer to the “DN-1500GL” instruction manual.

Set the voice file number associated with the voice file registered for “DN-1500GL.”
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BMC tab

Configure a LAN port for managing BMC when using the forced stop and the chassis identify.

Configure one for each server.

|£:| [ serverl 1 Server Properties @

Info | Warning Light | BMC | HBA

Register items you want to use
BMC
No. | IP Address | User Name

Remove

bl

Edit

Down

| Ok || Cancel H Apply ‘

Add

Use this button to newly configure new settings. Click Add to open the Enter BMC dialog box.

Enter BMC (=234
Interface
IF Address |\ |
User Mame | |
Fassward
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& 1P Address (within 80 bytes)
Enter the IP address set for the LAN port for managing BMC.

& User Name (within 255 bytes)

Enter the name of a user with administrator privilege from the user names configured in
BMC.

If you do not enter anything, do not configure the user name argument when executing the
hwreset, alarms, ireset, or ialarms command.

The length of the actually valid user name depends on the hwreset command, alarms
command, ireset command, ialarms command, and the BMC specifications of the
server.

& Password (within 255 bytes)
Enter the password of user configured above.

The length of the actually valid user name depends on the hwreset command, alarms
command, ireset command, ialarms command, and the BMC specifications of the
Server.

For information on user name of BMC and how to configure the password, refer to the
manual of the server.

Remove

Use this button to remove the settings. Select the target setting, and then, click Remove.

Edit

Use this button to modify the settings. Select the target setting, and then, click Edit. The IP
Address Settings dialog box is displayed.
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HBA tab

Set the HBA to which the shared disk is connected.

|£| [ serverl ] Server Properties [=5]
Info | Warning Light | BMC | HBA

Register items you wantto use
HBAs to be managed by the cluster system

- Port Name Device ID I Connect
Lo IDE PCIDENDEChannel 1 —

L1 1 LSl Logic PCI-X Ultra320 SCSI Host Ada... PCIWEN_1000&DEV_0030&... |80

O |2 Root\SCSIADAPTER 0000

q] 1 | [»
Partition excluded from cluster management

Volume | DiskMe. |  PatiionMo. | Size GUID Add
4 i [ D

& List of HBAs to be managed by the cluster system ShutdownReboot

Set the access to the shared disk. If the check box is selected, access to all disks connected
to the HBA is controlled when starting the OS next time. To protect data, it is required to
select the check box of the HBA to which the shared disk is connected.

If the HBA list is not displayed, it can be displayed by clicking the Connect button.

Important:

< Do not connect the shared disk to any HBA whose check box is not selected. Even
though the check box is selected, do not connect to the shared disk when the OS is not
started again after configuring the settings. Data on the shared disk may be corrupted.

« Do not select the check boxes other than those of HBAs to which the shared disk is
connected. If access to the system partition on which the OS has been installed is
restricted, the OS may not be started.

« Do not select the check boxes of HBA that connects the mirroring target internal disk if
you use mirror disk resource. Starting mirror disk resource fails.
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& Partitions excluded from cluster management

When a disk other than the shared disk is connected to the HBA set in HBAs to be
managed by the cluster system, register the partitions on the disk. The access to the
partitions registered with this list is not restricted.

Important:
In principle, do not register the partitions on the shared disk that can be accessed from
multiple servers. Data on the shared disk may be corrupted.

Connect
Select this to get the HBA data by connecting to the server.

Add

Add a partition that should not be restricted in its access in Partition excluded from cluster
management.

Remove
Remove the selected partition from Partition excluded from cluster management.
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Parameters list

Parameters you can specify in the Builder and their default values are listed below.

“How to change [1]-[6]” represents the way you apply changes of parameters on servers.

Applicable method is marked with “O.” For details of [1]-[6], see “Overview of the Builder” on

page 106.
Parameters Default How to change
1123|465
Cluster Properties
Info Tab
Cluster Name - (@)
Comment -
Language English [®) 0]
Interconnect Tab
Priority (Up, Down) - @)
Add, Remove - o]
[Type] column (6]
[MDC] column (0]
[Server] column: Kernel Mode - ®) (@)
[Server] column: BMC - @) 0
[Server] column: Mirror Communication Only 0]
[Server] column: MDC Use 0]
Server Down Notification On
Broadcast/Unicast Unicast (@)
NP Resolution
Add, Remove - O
[Type] column COM (0]
Ping Target - (@)
[Server] column - ©)
DISK NP Properties
1/0 Wait Time 80 seconds (6]
Interval 60 seconds (@)
Timeout 300 seconds (@)
Retry Count 0 times (@)
Ping NP Properties
Interface Tab
Group - No. ®)
Group - IP Address ®)
IP Address - IP Address o]
Detailed Settings - Interval 5 seconds (0]
Detailed Settings - Timeout 3 seconds (6]
Detailed Settings - Retry Count 3 times (®)
Network Partition Resolution Tuning
Properties
| Action at NP Occurrence Shutdown (@)
MDC Tab
MDC (Add, Remove) -
[Server] column -
Timeout Tab
Network initialization complete wait time 0 minute
Server Sync Wait Time 5 minutes
Heartbeat Interval 3 seconds ®)
Heartbeat Timeout 30 seconds ®)
Server Internal Timeout 180 seconds (@)
Port No. Tab
Server Internal Port Number 29001 ®) (6]
Data Transfer Port Number 29002 (0]
WebManager HTTP Port Number 29003 o
Disk Agent Port Number 29004 (0]
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Parameters Default How to change
213|456
Mirror Driver Port Number 29005
Kernel Mode Heartbeat Port Number 29106 O
Alert Sync Port Number 29003 0]
Client Service Port Number 29007
Monitor Tab
| Collect the System Resource Information Off (0]
Recovery Tab
Max Reboot Count Zero O
Max Reboot Count Reset Time 0 minute 0
Use Forced Stop Off 0
Forced Stop Action BMC power off 0]
Forced Stop Timeout 3 sec 0]
Action When the Cluster Service Process Is Shut down the OS o
Abnormal
Recovery Action for HA Agents
Max Restart Count 3 times (0]
Recovery Action over Max Restart Count No operation O
Disable Recovery Action Caused by Monitor Off o
Resource Error.
Virtual Machine Forced Stop Setting
Vitual Machine Management Tool vCenter 0
Action Power off 0
Timeout 30 seconds 0
Command C:\Program Files 0O
(x86)\VMware\VMware vSphere
CLI\PerhNapps\vm\vmcontrol.pl
Host Name - 0
User Name - 0
Password - 0
Disable the Final Action when OS Stops
Due to Failure Detection
Group Resource When Activation Failure
Off (0]
Detected
Group Resource When Deactivation Failure
Off (0]
Detected
Monitor Resource When Failure Detected Off O
Disable Shutdown When
Multi-Failover-Service Detected
Server doesn't Shutdown When ) o
Multi-Failover-Service Detected
Alert Service Tab
Enable Alert Service Off 0
Alert Destination Tab
Messages (Add, Remove, Edit) - (6]
Message Tab
Category Process O
Module Type apisv 0
Event ID - o
Destination WebManager Alert Log Off 0o
Destination Mail Report Off 0]
Destination SNMP Trap Off 0]
Destination Alert Extension Off 0]
EventLog(DisableOnly) Off 0
Command (Add, Remove, Edit) - (@]
Mail Address - (®)
Subject - 0]
Mail Method SMTP 0]
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Parameters Default How to change
213|456
SMTP Settings
Behavior Tab
Mail Charaset - (6]
Send Mail Timeout 30 sec o
Subject Encode Off (0]
SMTP Server (Up, Down) - 0
SMTP Server List (Add, Remove) - (0]
Enter the SMTP Server
SMTP Server - 0]
SMTP Port 25 (6]
Sender Address - (@)
Enable SMTP Authentication Off (6]
Method LOGIN (0]
User name - (0]
Password - (@)
Use Chassis Identify Off
Use Network Warning Light Off (6]
WebManager Tab
Enable WebManager Service On 0]
Enable WebManager Mobile Connection Off 0
Accessible number of clients 64 0]
WebManager Password
Password for Operation (6]
Password for Reference (@)
WebManager Mobile Password
Password for Operation (6]
Password for Reference (6]
Control connection by using client IP address Off (6]
IP Addresses of the Accessible Clients - o
(Add, Remove, Edit)
Operation On 0]
IP address for Integrated WebManager
Priority (Up, Down) - ®)
[Server] column - (@)
WebManager Tuning Properties
Behavior Tab
Client Session Timeout 30 seconds 0]
Max. Number of Alert Records on the 300 o)
Viewer
Screen Data Refresh Interval 90 seconds 0]
Mirror Agent Timeout 150 seconds 0o
Client Data Update Method Real Time (0]
Time Limit For Keeping Log Files 600 seconds 0o
Alert Log Tab
Enable Alert Service On o
Max. Number to Save Alert Records 10000 ®)
Alert Sync Method Unicast (fixed) (0]
Alert Sync Communication Timeout 30 seconds o
Delay Warning Tab
Heartbeat Delay Warning On 80% @)
Monitor Delay Warning On 80% O
COM Delay Warning On 80% (@)
Disk Tab
Retry Interval At Disk Disconnection Failure 3 seconds (®)
Retry Count At Disk Disconnection Failure Specify the count 0
Set Retry Count At Disk Disconnection Failure 10 times ®)
Final Action At Disk Disconnection Failure Enforced Disconnection (6]
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Parameters Default How to change
213456
Mirror Disk Tab
Auto Mirror Initial Construction On 0]
Auto Mirror Recovery On @)
Collect Mirror Statistics On o
Retry Interval At Disk Disconnection Failure 3 seconds 0]
Retry Count At Disk Disconnection Failure Specify the count 0
Set Retry Count At Disk Disconnection Failure 10 times (0]
Final Action At Disk Disconnection Failure Enforced Disconnection (®)
Account Tab
| Account List (Add, Remove, Edit) - 0
Auto Recovery Tab
| Auto Return On 0
RIP (Legacy) Tab
List of Network Address (Add, Remove, Edit) - ©)
Netmask 0]
Power Saving Tab
| Use CPU Frequency Control Off 0]
Migration Tab
Migration Type Quick Migration ®)
Account - 0
Password - O
JVM monitor Tab
Java Installation Path - o
Maximum Java Heap Size 7 megabytes (®)
Log Output Settings
Log Level INFO 0o
Generation 10 generations (0]
Rotation Type File Capacity 0]
Rotation Type, File Capacity, Max Size 3072 kilobytes o
Rotation Type, Period, Start Time 00:00 (6]
Rotation Type, Period, Interval 24 hours (@]
Resource Measurement Setting [Common]
Retry Count 10 times 0]
Error Threshold 5 times (0]
Interval, Memory Usage, Active Threads 60 seconds O
Interval, The time and count in Full GC 120 seconds o]
Resource Measurement Setting [WebLogic]
Retry Count 3 times 0]
Error Threshold 5 times (0]
Interval, The number of request 60 seconds (0]
Interval, The average number of the request 300 seconds 0
Connection Settings
Management Port 25500 ®)
Retry Count 3 times (0]
Waiting time for reconnection 60 seconds 0]
Load Balancer Linkage Settings (for a case
other than BIG-IP LTM)
Management Port for Load Balancer Linkage 25550 o
Health Check Linkage Function Off (0]
Directory containing HTML files - (0]
HTML File Name - (®)
HTML Renamed File Name - ®)
Retry Count for renaming 3 times 0
Wait time for retry 3 seconds 0]
Load Balancer Linkage Settings (for BIG-IP
LTM)
Management Port for Load Balancer Linkage 25550 o
mgmt IP address - (@)
Management User Name admin (6]
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Password

Communication Port Number

443

Server Name

IP Address

Add Server

Ol|o|o|o|o

Server Common Properties

Master Server Tab

Order

The order you added

Server Group

Server Group Properties

Add

Remove

Rename

O|0|0

Info Tab

Name

Comment

Server Group Tab

Order (Up, Down)

The order you added to
“Servers that can run the
Group.”

Add

Remove

Oo|O

Remove Server

Rename Server

Server Properties

Info Tab

Name

Comment

Virtual Machine

Off

Type

vSphere

Input for Virtual Machine Name

Virtual Machine Name

Data Center

Oo|O| O] |O

Warning Light Tab

I/F Number (Add, Remove)

The order you added I/Fs

IP Address (Edit, Up, Down)

Warning Light

DN-1000S / DN-1000R /
DN-1300GL

User Name

Password

O|0| O |O|O0

Specify rsh command execution file path

Off

File path

Alert When Server Starts

Off

Alert When Server Stops

Off

Voice File No.

01

Voice File No.

02

O|0|0|0|0|0

BMC Tab

Number (Add, Remove)

The Order you added

IP Address (Edit)

User Name

Password

O|0|0|0

HBA Tab

HBAs to be managed by the cluster system

Partition excluded from cluster management

Add Group

Add Management Group

Remove Group

Rename Group

O|O| |O|0| |O

Group Properties
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Info Tab
Type failover
Use Server Group Settings Off (@)
Name - OO
Comment - ®)
Startup Server Tab
Failover is possible on all servers On O
Order (Up, Down) The order you added to
“Servers that can run the (0]
Group.”
Server (Add, Remove) - ®)
Attribute Tab
Startup Attribute Auto Startup (6]
Failover Attribute Auto Failover ®)
Auto Failover Use the startup server settings (6]
Perform a Forced Failover Off (6]
Prioritize failover policy in the server group Off @)
Perform a Smart Failover Off (@)
Enable only manual failover among the server Off o
groups
Failback Attribute Manual Failback (0]
Failover Exclusive Attribute Off (@)
. . . . ip monitor
Dynamic Failover Exclusive List NIC Link Up/Down monitor (0]
Logical Service Tab
| Logical Service Name (Add, Remove) - (®)
Start Dependency Tab
Dependent Group - (®)
Start Wait Time 1800 seconds (@)
Dependent Group Property
| Wait Only when on the Same Server Off ©)
Stop Dependency Tab
Dependent Group - (@)
Stop Wait Time 1800 seconds (0]
Add Resource 0|0
Remove Resource 0|0
Rename Resource Oo|O
Group Common Properties
Info Tab
Name Default value per each resource Ol O
Comment o
Dependency Tab
Follow the default dependence On O|O
Dependent Resources (Add, Remove) - 0|0
Recovery Operation Tab
Retry Count 0 O
Failover Target Server Stable server (@)
Failover Threshold Set as much as the number of o
the servers
Set Number - ©)
Final Action at Activation Failure Detection Default value per each resource 0
Execute Script before Final Action Off 0]
Script Tab
User Application - 0]
Script created with this product Selected o
File preactaction.bat o
Timeout 5 seconds 0]
Retry Count at Deactivation Failure 0 (6]
Final Action at Deactivation Failure Default value per each resource 0]
Execute Script before Final Action Off 0]
Script Tab
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User Application - (6]
Script created with this product Selected O
File predeactaction.bat 0
Timeout 5 seconds [®)
Application Resource Properties
Dependency Tab
Follow the default dependence On
* CIFS resource
« disk resource
« floating ip resource
« hybrid disk resource
» mirror disk resource
* NAS resource O| O
* print spooler resource
* registry synchronization
resource
« virtual computer name
resource
« virtual IP resource
Dependent Resources (Add, Remove) - O|O
Recovery Operation Tab
Retry Count at Activation Failure 0 0
Failover Target Server Stable server ®)
Failover Threshold Set a value equal to the number o
of servers
Specify the count - ®)
Final Action at Activation Failure Detection No Operation (Not activate next o
resources)
Execute Script before Final Action Off o
Retry Count at Deactivation Failure 0 ®)
Final Action at Deactivation Failure Stop the cluster service and
(0]
shut down OS.
Execute Script before Final Action Off 0
Details Tab
Resident Type Resident (0]
Start Path - o
Stop Path - 0
Application Resource Tuning
Properties
Parameter Tab
Start Script Synchronous, Synchronous o
Asynchronous
Start Script Timeout 1800 seconds 0
Start Script Normal Return Value - ®)
Stop Script Synchronous, Synchronous o
Asynchronous
Stop Script Timeout 1800 seconds ®)
Stop Script Normal Return Value - (@)
Target VCOM Resource Name - (@)
Allow to Interact with Desktop Off (0]
Start Tab
Current Directory - (@)
Option Parameter - (0]
Window Size Hide 0]
Exec User Domain - O
Exec User Account - (@)
Exec User Password - @)
Execute from the Command Prompt Off (6]
Stop Tab
Current Directory - (0]
Option Parameter - (0]
Window Size Hide o
Exec User Domain - o]

208

ExpressCluster X 3.1 for Windows Reference Guide




Parameters list

Exec User Account - o
Exec User Password - ®)
Execute from the Command Prompt Off (0]
Floating IP Resource Properties
Dependency Tab
« | Follow the default dependence On (No default is set) 0|0
| Dependent Resources (Add, Remove) - [o} )
e Recovery Operation Tab
| Retry Count at Activation Failure 5 times (0]
* | Failover Target Server Stable server (@)
* | Failover Threshold Set as much as the number of o
the servers
| Specify the count - (0]
* | Final Action at Activation Failure Detection No Operation (Not activate next o
resources)
| Execute Script before Final Action Off 0]
* | Retry Count at Deactivation Failure zero (@)
* | Final Action at Deactivation Failure Stop the cluster service and
(0]
shut down OS.
« | Execute Script before Final Action Off 0]
e Details Tab
| IP Address - 0]
Floating IP Resource Tuning Properties
Parameter Tab
Run ping On O
Ping Interval 1 second (0]
Ping Timeout 1000 milliseconds (@)
Ping Retry Count 5 times 0
Forced FIP Activation Off O
Mirror Disk Resource Properties
Dependency Tab
Follow the default dependence On (No default is set) 0|0
Dependent Resources (Add, Remove) - 0|0
Recovery Operation Tab
Retry Count at Activation Failure zero O
Failover Target Server Stable server o
Failover Threshold Set as much as the number of o
the servers
Specify the count - O
Final Action at Activation Failure Detection No Operation (Not activate next o
resources)
Execute Script before Final Action Off 0]
Retry Count at Deactivation Failure zero O
Final Action at Deactivation Failure Stop the cluster service and 0
shut down OS.
Execute Script before Final Action Off 0]
Details Tab
Mirror Disk No. 1 0|0
Data Partition Drive Letter - 0|0
Cluster Partition Drive Letter - 0|0
Cluster Partition Offset Index 0 0|0
Selection of Mirror Disk Connect
Mirror Disk Connect Tab
Order (Up, Down) The order registered for the
cluster
MDC (Add, Remove) Two upper level mirror connects
registered for the cluster
Servers that can run the group (Add, Remove) -
Data Partition (Edit) - 0|0
Cluster Partition (Edit) - 0|0
Mirror Disk Resource Tuning Properties
| Mirror Tab
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Execute the initial mirror construction On O| O
Mirror Connect Timeout 20 seconds o]0
Request Queue Maximum Size 2048 [KB] O] 0
Mode Synchronous O] 0
Kernel Queue Size 2048 [KB] O] 0
Application Queue Size 2048 [KB] O| O
Thread Timeout 30 seconds o]0
Communication Band Limit Unlimited 0|0
History Files Store Folder - O] 0
History Files Size Limit Unlimited O] 0
Compress Data Off
Compress Recovery Data Off
Registry Synchronization Resource Properties
Dependency Tab
Follow the default dependence On
* CIFS resource
« disk resource
« floating ip resource
« hybrid disk resource
» mirror disk resource
» NAS resource (ORe
* print spooler resource
« registry synchronization
resource
« virtual computer name
resource
« virtual IP resource
Dependent Resources (Add, Remove) - O] 0
Recovery Operation Tab
Retry Count at Activation Failure zero ®)
Failover Target Server Stable server 6]
Failover Threshold Set as much as the number of o
the servers
Specify the count - ®)
Final Action at Activation Failure Detection No Operation (Not activate next o
resources)
Execute Script before Final Action Off
Retry Count at Deactivation Failure zero ®)
Final Action at Deactivation Failure Stop the cluster service and
(@)
shut down OS.
Execute Script before Final Action Off
Details Tab
Registry List (Add, Remove, Edit) 1 0| O
Registry Synchronization Resource Tuning Properties
Parameter Tab
| Delivery Interval 1 second ¢
Script Resource Properties
Dependency Tab
Follow the default dependence On
* CIFS resource
« disk resource
« floating ip resource
« hybrid disk resource
e mirror disk resource
* NAS resource O| O
* print spooler resource
* registry synchronization
resource
« virtual computer name
resource
« virtual IP resource
Dependent Resources (Add, Remove) - 0| O
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Recovery Operation Tab
Retry Count zero (©)
Failover Target Server Stable server (@)
Failover Threshold Set as much as the number of o
the servers
Specify the count - (0]
Final Action at Activation Failure Detection No Operation (Not activate next o
resources)
Execute Script before Final Action Off 0]
Retry Count at Deactivation Failure zero (6]
Final Action at Deactivation Failure Stop the cluster service and
o
shut down OS.
Execute Script before Final Action Off 0]
Details Tab
Scripts (Add, Remove, Edit, Replace) - (6]
Script Resource Tuning Properties
Parameter Tab
Start Script Synchronous, Synchronous O
Asynchronous
Start Script Timeout 1800 seconds (0]
Start Script Normal Return Value When there is no value O
Stop Script Synchronous, Synchronous o
Asynchronous
Stop Script Timeout 1800 seconds (@)
Stop Script Normal Return Value When there is no value O
Target VCOM Resource Name - O
Allow to Interact with Desktop Off O
Disk Resource Tuning Properties
Dependency Tab
Follow the default dependence On (No default is set) 0|0
Dependent Resources (Add, Remove) - 0|0
Recovery Operation Tab
Failover Target Server Stable server 8
Failover Threshold Set as much as the number of @)
the servers
Specify the count - O
Final Action at Activation Failure Detection No Operation (Not activate next o
resources)
Execute Script before Final Action Off 0
Retry Count at Deactivation Failure zero O
Final Action at Deactivation Failure Stop the cluster service and 0
shut down OS.
Execute Script before Final Action Off 0]
Details Tab
Drive Letter o]0
Servers that can run the group (Add, Remove) 0|0
GUID (Edit) 0|0
Service Resource Properties
Dependency Tab
Follow the default dependence On
» CIFS resource
« disk resource
« floating ip resource
« hybrid disk resource
» mirror disk resource
 NAS resource 0|0
« print spooler resource
* registry synchronization
resource
« virtual computer name
resource
« virtual IP resource
Dependent Resources (Add, Remove) - 0|0
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Recovery Operation Tab

Retry Count at Activation Failure zero (0]
Failover Target Server Stable server O
Failover Threshold Set as much as the number of O
the servers
Specify the count - O
Final Action at Activation Failure Detection No Operation (Not activate next 0
resources)
Execute Script before Final Action Off
Retry Count at Deactivation Failure zero O
Final Action at Deactivation Failure Stop the cluster service and 0
shut down OS.
Execute Script before Final Action Off
Details Tab
Service Name
Service Resource Tuning Properties
Parameter Tab
Start Script Synchronous, Synchronous
Asynchronous
Start Script Timeout 1800 seconds ®)
Stop Script Synchronous, Synchronous
Asynchronous
Stop Script Timeout 1800 seconds ®)
Target VCOM Resource Name -
Service Tab
Start Parameters -
Do not assume it as an error when the Off
service is already started
Print Spooler Resource Properties
Dependency Tab
Follow the default dependence On O
« disk resource
« hybrid disk resource
e mirror disk resource
* NAS resource
Dependent Resources (Add, Remove) - O
Recovery Operation Tab
Retry Count at Activation Failure zero O
Failover Target Server Stable server (0]
Failover Threshold Set as much as the number of @)
the servers
Specify the count - O
Final Action at Activation Failure Detection No Operation (Not activate next 0
resources)
Execute Script before Final Action Off
Retry Count at Deactivation Failure Zero O
Final Action at Deactivation Failure Stop the cluster service and 0
shut down OS.
Execute Script before Final Action Off
Details Tab
Printer Name - O
Partition - O
Spool Directory - O
Virtual Computer Name Resource Properties
Dependency Tab
Follow the default dependence On O
« floating IP resources
« virtual IP resources
Dependent Resources (Add, Remove) - O
Recovery Operation Tab
Retry Count at Activation Failure 5 times 8
Failover Target Server Stable server O
Failover Threshold Set as much as the number of O
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the servers
Specify the count - (0]
Final Action at Activation Failure Detection No Operation (Not activate next o
resources)
Execute Script before Final Action Off
Retry Count at Deactivation Failure zero O
Final Action at Deactivation Failure Stop the cluster service and o
shut down OS.
Execute Script before Final Action Off
Details Tab
Virtual Computer Name - 0|0
Target FIP Resource Name - OO
Virtual Computer Name Resource Tuning
Properties
Parameter Tab
Dynamic Registration to DNS Off 0|0
Associated IP address FIP OO
Virtual IP Resource Properties
Dependency Tab
Follow the default dependence On (No default is set) 0|0
Dependent Resources (Add, Remove) - 0|0
Recovery Operation Tab
Retry Count at Activation Failure 5 times O
Failover Target Server Stable server O
Failover Threshold Set as much as the number of O
the servers
Specify the count - (0]
Final Action at Activation Failure Detection No Operation (Not activate next o
resources)
Execute Script before Final Action Off
Retry Count at Deactivation Failure zero O
Final Action at Deactivation Failure Stop the cluster service and o
shut down OS.
Execute Script before Final Action Off
Details Tab
IP Address - O
Net Mask - O
Destination IP Address - (@)
Source IP Address - O
Send Interval 30 seconds O
Use Routing Protocol RIPverl O
Virtual IP Resource Tuning Properties
Parameter Tab
Run ping On
Interval 1 second (6]
timeout 1000 milliseconds (0]
Retry Count 5 times (6]
Forced VIP Activation Off
RIP Tab
Next Hop IP Address - 0]
Metric 3 ®)
Port Number 520 O
RIPng Tab
Metric 1 ®)
Port Number 521 ®)
CIFS Resource Properties
Dependency Tab
Follow the default dependence On
« disk resources 0|0
» mirror disk resources
Dependent Resources (Add, Remove) 0|0
Recovery Operation Tab
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Retry Count at Activation Failure Zero 0
Failover Target Server Stable server ©)
Failover Threshold Set as much as the number of (@)
the servers
Specify the count - ®)
Final Action at Activation Failure Detection No Operation (Not activate next o
resources)
Execute Script before Final Action Off
Retry Count at Deactivation Failure zero o]
Final Action at Deactivation Failure Stop the cluster service and
(@)
shut down OS.
Execute Script before Final Action Off
Details Tab
Execute the automatic saving of shared Off (0]
configuration of drive.
Target drive - (0]
Shared configuration file - 0]
Define activation error for failure in shared On (0]
configuration recovery
Shared Name - (0]
Folder - (0]
Comment - O
CIFS Resource Tuning Properties
Cache Tab
Cache Enable Off 0]
Cache Setting Automatic cache 0]
User Tab
User Limitation No limitation (@)
Access Permission everyone read (0]
NAS Resource Properties
Dependency Tab
Follow the default dependence On
« Floating IP resource Oo|O
« Virtual IP resource
Dependent Resources (Add, Remove) 0|0
Recovery Operation Tab
Retry Count at Activation Failure zero 0
Failover Target Server Stable server O
Failover Threshold Set as much as the number of @)
the servers
Specify the count - O
Final Action at Activation Failure Detection No Operation (Not activate next 0
resources)
Execute Script before Final Action Off
Retry Count at Deactivation Failure zero (0]
Final Action at Deactivation Failure Stop the cluster service and o
shut down OS.
Execute Script before Final Action Off
Details Tab
Drive - o
Folder - 0
User name - O
Password - 0O
NAS Resource Tuning Properties
Disconnection Tab
Retry Count 3 0]
Retry Interval 5 seconds [®)

Hybrid Disk Resource Properties

Dependency Tab
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Follow the default dependence On (No default is set) O|o0
Dependent Resources (Add, Remove) 0|0
Recovery Operation Tab
Retry Count at Activation Failure 0 times O
Failover Target Server Stable server O
Failover Threshold Set as much as the number of @)
the servers
Specify the count - O
Final Action at Activation Failure Detection No Operation (Not activate next 0
resources)
Execute Script before Final Action Off
Retry Count at Deactivation Failure zero 8
Final Action at Deactivation Failure Stop the cluster service and o
shut down OS.
Execute Script before Final Action Off
Details Tab
Hybrid disk number 2 0|0
Data partition drive letter - [ o)
Cluster partition driver letter - 0|0
Cluster partition offset index 0 O|O0
Selection of Mirror Disk Connect
Mirror Disk Connect Tab
Order (Up, Down) The order registered for the
cluster
MDC (Add, Remove) Two upper level mirror connects
registered for the cluster
Hybrid Disk Resource Tuning
Properties
Mirror Tab
Execute the initial mirror construction On 0|0
Mirror Connect Timeout 20 seconds 0|0
Reguest Queue Maximum Size 2048 KB 0|0
Mode Synchronous 0|0
Kernel Queue Size 2048 KB 0|0
Application Queue Size 2048 KB 0|0
Thread Timeout 30 seconds 0|0
Communication Band Limit Unlimited 0|0
History Files Store Folder - [ONN©)
History Files Size Limit Unlimited OO
Compress Data When Recovering Off 0|0
M Resource Properties
Dependency Tab
Follow the default dependence On
« disk resource
« hybrid disk resource 0|0
« mirror disk resource
* NAS resource
Dependent Resources (Add, Remove) - O| O
Recovery Operation Tab
Retry Count at Activation Failure 5 times O
Failover Target Server Stable server O
Failover Threshold Set as much as the number of o
the servers
Specify the count - O
Final Action at Activation Failure No Operation (Not activate next o
resource):
Execute script before final action Off
Retry Count at Deactivation Failure 0 times 8
Final Action at Deactivation Failure Stop cluster service and shut o
down the OS
Execute script before final action Off
Details Tab
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VM Type Hyper-V (0]
VM Name - &)
VM Path - 0
VM Resource Tuning Properties
Parameter Tab
Request Timeout 180 seconds 8
Virtual Machine Start Waiting Time 0 seconds O
Virtual Machine Stop Waiting Time 60 seconds O
Add Monitor Resource O
Remove Monitor Resource o
Rename Monitor Resource o
Monitor Resource Properties
Info Tab
Name - 0]
Comment -
Application Monitor Resource Properties
Monitor(common) Tab
Interval 60 seconds O
Timeout 60 seconds O
Retry Count 1time 0]
Wait Time to Start Monitoring 0 second 0
Monitor Timing Active (fixed) 0]
Target Resource - 0]
Error Detection Server
Error Detection Server All Servers o
Servers that can run the Group (Add, - (@)
Remove)
Recovery Action Tab
Recovery Action Custom settings 0
Recovery Target - 0]
Recovery Script Execution Count zero )
Execute Script before Reactivation Off
Maximum Reactivation Count 3 times (if the recovery target is O
other than clusters)
Execute Script before Failover Off
Execute migration before failing over Off )
Failover Target Server Stable server O
Maximum Failover Count Set as much as the number of O
the servers
Specify the count - (@)
Final Action No Operation O
Execute Script before Final Action Off
Disk RW Monitor Resource Properties
Monitor(common) Tab
Interval 30 seconds )
Timeout 300 seconds )
Retry Count 0 time 0]
Wait Time to Start Monitoring 0 second 0]
Monitor Timing Active o
Target Resource - (®)
Error Detection Server
Error Detection Server All Servers (0]
Servers that can run the Group (Add, Remove) | - (0]
Monitor (special) Tab
Fine Name - (@)
I/O size 2000000 bytes (@)
Action on Stall Generate an intentional stop o
error
Action when diskfull is detected The recovery action enabled 0]
Use Write Through Method Disabled (0]
Recovery Action Tab
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Recovery Action Custom settings o
Recovery Target - o
Recovery Script Execution Count zero 0
Execute Script before Reactivation Off (@)
Maximum Reactivation Count 0 time (if the recovery target is 0]
other than clusters)
Execute Script before Failover Off (@)
Execute migration before failing over Off 0]
Failover Target Server Stable Server 0]
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - o
Execute Script before Final Action Off (0]
Final Action No Operation o
Floating IP Monitor Resource Properties
Monitor(common)Tab
Interval 60 seconds O]
Timeout 60 seconds 0]
Retry Count 1time 0]
Wait Time to Start Monitoring 0 second 0]
Monitor Timing Active 0]
Target Resource - o
Error Detection Server
Error Detection Server All Servers 0]
Servers that can run the Group (Add, Remove) | - 0]
Monitor (special) Tab
| Monitor NIC Link Up/Down oft 0
Recovery Action Tab
Recovery Action Custom settings 0]
Recovery Target - O
Recovery Script Execution Count zero 0
Execute Script before Reactivation Off (@)
Maximum Reactivation Count 3 times (if the recovery target is (@)
other than clusters)
Execute Script before Failover Off ®)
Execute migration before failing over Off 0]
Failover Target Server Stable Server o
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - 0]
Execute Script before Final Action Off (@)
Final Action No operation 0]
IP Monitor Resource Properties
Monitor (common) tab
Interval 60 seconds 0]
Timeout 60 seconds 6]
Retry Count 1 time 0]
Wait Time to Start Monitoring 0 second 0]
Monitor Timing Always 0]
Target Resource - 0]
Error Detection Server
Error Detection Server All Servers 0]
Servers that can run the Group (Add, Remove) | - 0]
Monitor (special) Tab
IP Address (Add, Remove, Edit) - O
ping Timeout 1000 milliseconds (@)
Recovery Action Tab
Recovery Action Custom settings 0]
Recovery Target - ®)
Recovery Script Execution Count zero 0o
Execute Script before Reactivation Off (@)
Maximum Reactivation Count 3 times (if the recovery target is 0
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other than clusters)
Execute Script before Failover Off
Execute migration before failing over Off 0
Failover Target Count Stable Server (0]
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - (@)
Execute Script before Final Action Off
Final Action No operation (®)
Mirror Connect Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds o
Timeout 20 seconds (@)
Retry Count 0 time 0]
Wait Time to Start Monitoring 0 second 0]
Monitor Timing Always (fixed) (@)
Target Resource - (®)
Error Detection Server
Error Detection Server All Servers (0]
Servers that can run the Group (Add, Remove) | - (0]
Monitor (special) Tab
| Mirror Disk Resource - 0
Recovery Action Tab
Recovery Action Execute only the final action o
Recovery Target - (@)
Recovery Script Execution Count zero (@)
Execute Script before Reactivation Off
Maximum Reactivation Count 0 time 0]
Execute Script before Failover Off
Execute migration before failing over Off 0
Failover Target Server Stable Server (@)
Maximum Failover Count Set Number (@)
Set Number 0 (0]
Execute Script before Final Action Off
Final Action No operation (®)
Mirror Disk Monitor Resource Properties
Monitor (common) Tab
Interval 30 seconds (0]
Timeout 999 seconds (0]
Retry Count 0 time 0]
Wait Time to Start Monitoring 10 seconds (@)
Monitor Timing Always (fixed) (0]
Target Resource - O
Error Detection Server
Error Detection Server All Servers o
Servers that can run the Group (Add, Remove) | - 0
Monitor (special) Tab
| Mirror Disk Resource - 0
Recovery Action Tab
Recovery Action Custom settings (®)
Recovery Target - O
Recovery Script Execution Count zero (0]
Execute Script before Reactivation Off
Maximum Reactivation Count 0 time 0]
Execute Script before Failover Off
Execute migration before failing over Off 0
Failover Destination Server Stable Server (0]
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - (@)
Execute Script before Final Action Off
Final Action No operation (0]
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NIC Link Up/Down Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds 0]
Timeout 60 seconds 0]
Retry Count 1time 0]
Wait Time to Start Monitoring 0 second 0]
Monitor Timing Always 0]
Target Resource - (6]
Error Detection Server
Error Detection Server All Servers 0]
Servers that can run the Group (Add, Remove) | - 0]
Monitor (special) Tab
| Individually Set Up Servers (Add, Remove, Edit) - @)
Recovery Action Tab
Recovery Action Custom settings 0]
Recovery Target - o
Recovery Script Execution Count zero 0
Execute Script before Reactivation Off (6]
Maximum Reactivation Count 3 times 0]
Execute Script before Failover Off ®)
Execute migration before failing over Off 0]
Failover Target Server Stable Server 0
Maximum Failover Count Set as much as the number of o
the servers
Set Number - 0]
Execute Script before Final Action Off (@)
Final Action No operation 0
Multi Target Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds 0]
Timeout 60 seconds 0]
Retry Count 1time 0]
Wait Time to Start Monitoring 0 second 0]
Monitor Timing Always 0]
Target Resource - 0]
Error Detection Server
Error Detection Server All Servers 0]
Servers that can run the Group (Add, Remove) | - 0]
Monitor (special) Tab
Monitor Resource List (Add, Remove) - (6]
Multi Target Monitor Resource Tuning
Properties
Parameter Tab
Error Threshold Same as number of members (0]
Specify Number 64 (0]
Warning Threshold Off O
Specify Number - (0]
Recovery Action Tab
Recovery Action Custom settings 0]
Recovery Target - o
Recovery Script Execution Count zero 0
Execute Script before Reactivation Off (6]
Maximum Reactivation Count 3 times 0]
Execute Script before Failover Off ©)
Execute migration before failing over Off 0]
Failover Target Server Stable Server 0
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - 0]
Execute Script before Final Action Off (6]
Final Action No operation 0]
Registry Synchronous Monitor Resource
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Properties
Monitor (common) Tab
Interval 60 seconds (@)
Timeout 60 seconds 0]
Retry Count 1time 0]
Wait Time to Start Monitoring 0 second 0]
Monitor Timing Active o
Target Resource - (@)
Error Detection Server
Error Detection Server All Servers (0]
Servers that can run the Group (Add, Remove) | - 0
Recovery Action Tab
Recovery Action Custom settings 0
Recovery Target - @)
Recovery Script Execution Count zero (6]
Execute Script before Reactivation Off
Maximum Reactivation Count 3times (@)
Execute Script before Failover Off
Execute migration before failing over Off 0o
Failover Target Server Stable Server (0]
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - (@)
Execute Script before Final Action Off
Final Action No operation (®)
isk TUR Monitor Resource Properties
Monitor (common) Tab
Interval 30 seconds 0]
Timeout 300 seconds (0]
Retry Count 1time 0]
Wait Time to Start Monitoring 0 second o
Monitor Timing Always 0
Target Resource - @)
Error Detection Server
Error Detection Server All Servers (0]
Servers that can run the Group (Add, Remove) | - 0
Monitor (special) Tab
| Disk Resource - 0
Recovery Action Tab
Recovery Action Custom settings (6]
Recovery Target - (0]
Recovery Script Execution Count zero (@)
Execute Script before Reactivation Off
Maximum Reactivation Count 0 time 0]
Execute Script before Failover Off
Execute migration before failing over Off 0
Failover Target Server Stable Server 0
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - (@)
Execute Script before Final Action Off
Final Action No operation 0
Service Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds o
Timeout 60 seconds 0]
Retry Count 1time 0
Wait Time to Start Monitoring 0 second 0]
Monitor Timing Active (fixed) 0]
Target Resource - (©)
Error Detection Server
| Error Detection Server All Servers (0]
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| [ Servers that can run the Group (Add, Remove) | - 0]
Recovery Action Tab
Recovery Action Custom settings 0
Recovery Target - ®)
Recovery Script Execution Count zero 0
Execute Script before Reactivation Off (@)
Maximum Reactivation Count 3times O
Execute Script before Failover Off @)
Execute migration before failing over Off 0]
Failover Target Server Stable Server 0]
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - O
Execute Script before Final Action Off (6]
Final Action No operation 0]
Print Spooler Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds O
Timeout 60 seconds 0]
Retry Count 1time 0]
Wait Time to Start Monitoring 0 second ®)
Monitor Timing Active (fixed) 0]
Target Resource - (6]
Error Detection Server
Error Detection Server All Servers 0]
Servers that can run the Group (Add, Remove) | - 0]
Recovery Action Tab
Recovery Action Custom settings 0]
Recovery Target - ®)
Recovery Script Execution Count zero 0o
Execute Script before Reactivation Off (@)
Maximum Reactivation Count 3 times 0o
Execute Script before Failover Off ®)
Execute migration before failing over Off 0]
Failover Target Server Stable Server 0]
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - 0]
Execute Script before Final Action Off (6]
Final Action No operation 0]
Virtual Computer Name Monitor Resource
Properties
Monitor (common) Tab
Interval 60 seconds 0]
Timeout 60 seconds 0]
Retry Count 1 time 0]
Wait Time to Start Monitoring 0 second 0
Monitor Timing Active (fixed) 0]
Target Resource - O]
Error Detection Server
Error Detection Server All Servers 0]
Servers that can run the Group (Add, Remove) | - 0]
Recovery Action Tab
Recovery Action Execute only the final action 0]
Recovery Target - O
Recovery Script Execution Count zero 0
Execute Script before Reactivation Off (6]
Maximum Reactivation Count 0 time ®)
Execute Script before Failover Off ®)
Execute migration before failing over Off 0]
Failover Target Server Stable Server o
Maximum Failover Count 0 time 0o
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Set Number - (@)
Execute Script before Final Action Off
. . Stop the cluster and shut down
Final Action the OS (0]
Virtual IP Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds o
Timeout 60 seconds (@)
Retry Count 1time 0]
Wait Time to Start Monitoring 0 second 0]
Monitor Timing Active (fixed) 0
Target Resource - (©)
Error Detection Server
Error Detection Server All Servers (0]
Servers that can run the Group (Add, Remove) | - (0]
Recovery Action Tab
Recovery Action Custom settings (®)
Recovery Target - O
Recovery Script Execution Count zero (0]
Execute Script before Reactivation Off
Maximum Failover Count 3times o
Execute Script before Failover Off
Execute migration before failing over Off 0
Failover Target Server Stable Server (0]
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - (@)
Execute Script before Final Action Off
Final Action No operation (®)
IFS Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds (0]
Timeout 60 seconds o
Retry Count 1time 0]
Wait Time to Start Monitoring 0 second 0]
Monitor Timing Active (fixed) 0
Target Resource - O
Error Detection Server
Error Detection Server All Servers (6]
Servers that can run the Group (Add, Remove) | - (0]
Monitor (special) Tab
Access Check Disable (@)
Path - 6]
Check Read (0]
Recovery Action Tab
Recovery Action Custom settings (®)
Recovery Target - O
Recovery Script Execution Count zero (@)
Execute Script before Reactivation Off
Maximum Reactivation Count 3times o
Execute Script before Failover Off
Execute migration before failing over Off 0
Failover Target Server Stable server (0]
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - (@)
Execute Script before Final Action Off
Final Action No operation (®)
NAS Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds o
Timeout 60 seconds (@)
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Retry Count 1 time 0]
Wait Time to Start Monitoring 0 second 0]
Monitor Timing Active (fixed) 0]
Target Resource - O]
Error Detection Server
Error Detection Server All Servers 0]
Servers that can run the Group (Add, Remove) | - 0]
Recovery Action Tab
Recovery Action Custom settings 0]
Recovery Target - O
Recovery Script Execution Count zero 0
Execute Script before Reactivation Off
Maximum Reactivation Count 3 times 0]
Execute Script before Failover Off
Execute migration before failing over Off 0]
Failover Target Server Stable Server o
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - 0]
Execute Script before Final Action Off
Final Action No operation 0]
Hybrid Disk Monitor Resource Properties
Monitor (common) Tab
Interval 30 seconds 0]
Timeout 999 seconds 0]
Retry Count 0 time 0]
Wait Time to Start Monitoring 10 seconds 0
Monitor Timing Always (fixed) 0]
Target Resource - O]
Error Detection Server
Error Detection Server All Servers 0]
Servers that can run the Group (Add, Remove) | - 0]
Monitor (special) Tab
| Hybrid Disk Resource - 0
Recovery Action Tab
Recovery Action Custom settings o
Recovery Target - (@)
Recovery Script Execution Count zero (0]
Execute Script before Reactivation Off
Maximum Reactivation Count 0 time o]
Execute Script before Failover Off
Execute migration before failing over Off 0]
Failover Target Server Stable Server 0]
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - o
Execute Script before Final Action Off
Final Action No operation 0]
Hybrid Disk TUR Monitor Resource Properties
Monitor (common) Tab
Interval 30 seconds O]
Timeout 300 seconds 0]
Retry Count 1time 0]
Wait Time to Start Monitoring 0 second 0]
Monitor Timing Always 0]
Target Resource - [®)
Error Detection Server
Error Detection Server All Servers 0]
Servers that can run the Group (Add, Remove) | - 0]
Monitor (special) tab
| Hybrid Disk Resource - [¢]
Recovery Action Tab
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Recovery Action Custom settings (®)
Recovery Target - (0]
Recovery Script Execution Count zero (@)
Execute Script before Reactivation Off
Maximum Reactivation Count 0 time 0]
Execute Script before Failover Off
Execute migration before failing over Off o
Failover Target Server Stable Server 0
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - (0]
Execute Script before Final Action Off
Final Action No operation 0

ustom Monitor Resource Properties

Monitor (common) Tab

Interval 60 seconds
Timeout 120 seconds
Retry Count 1time
Wait Time to Start Monitoring 0 second
Monitor Timing Always
Target Resource -

Error Detection Server

Error Detection Server All Servers

Servers that can run the Group (Add, Remove)

Monitor (special) Tab

Monitor Script Path Type

Script created with this product

File genw.bat
Monitor Type Synchronous
Normal Return Value 0

Recovery Action Tab

Recovery Action

Custom settings

Recovery Target

Recovery Script Execution Count zero
Execute Script before Reactivation Off
Maximum Reactivation Count 0 time
Execute Script before Failover Off
Execute migration before failing over Off

Failover Target Server

Stable Server

Maximum Failover Count

Set as much as the number of
the servers

Set Number -
Execute Script before Final Action Off
Final Action No operation

O| |O] O |0|0| |O] |O|o|o| |O|o|ojo| |O|o] |O|o|o|o|o|o

Message Receive Monitor Resource Properties

Monitor (common) Tab

Interval 10 seconds o
Timeout 30 seconds o
Retry Count 0 time 0]
Wait Time to Start Monitoring 0 second 0]
Monitor Timing Always o
Target Resource - (®)
Error Detection Server
Error Detection Server All Servers (0]
Servers that can run the Group (Add, Remove) | - (0]
Monitor (special) Tab
Category -
Keyword -
Recovery Action Tab
Recovery Action Executing failover to the o
recovery target
Recovery Target - (0]
Execute migration before failing over Off 0
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Failover Target Server Stable Server o
Execute Failover to outside the Server Group Off o
Final Action No operation 0
Execute Script before Final Action Off
VM Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds O]
Timeout 60 seconds 0]
Retry Count 1time 0]
Wait Time to Start Monitoring 0 second 0]
Monitor Timing Active (fixed) 0]
Target Resource - (0]
Error Detection Server
Error Detection Server All Servers 0]
Servers that can run the Group (Add, Remove) | - 0]
Monitor (special) Tab
| Virtual Machine Resource - [¢]
Recovery Action Tab
Recovery Action Custom settings 0]
Recovery Target - O
Recovery Script Execution Count zero 0
Execute Script before Reactivation Off
Maximum Reactivation Count 3 times 0]
Execute Script before Failover Off
Execute migration before failing over Off 0]
Failover Target Server Stable Server o
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - 0]
Execute Script before Final Action Off
Final Action No operation 0]
DB2 Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds 0]
Timeout 120 seconds 0]
Retry Count 2 times 0]
Wait Time to Start Monitoring 0 second 0]
Monitor Timing Active (fixed) 0]
Target Resource - 0]
Error Detection Server
Error Detection Server All Servers o
Servers that can run the Group (Add, Remove) | - 0]
Monitor (special) Tab
Monitor Level Level 2 (monitored by o
update/select)
Database Name - 0]
Instance Name DB2 0]
User Name db2admin 0]
Password - 0]
Monitor Table Name DB2WATCH 0]
Recovery Action Tab
Recovery Action Custom settings 0
Recovery Target - ®)
Recovery Script Execution Count zero 0o
Execute Script before Reactivation Off
Maximum Reactivation Count 0 time O
Execute Script before Failover Off
Execute migration before failing over Off 0]
Failover Target Server Stable Server 0]
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - (0]
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Execute Script before Final Action

Off

Final Action

No operation

@]

FTP Monitor Resource Properties

Monitor (common) Tab

Interval 30 seconds
Timeout 60 seconds
Retry Count 3 times
Wait Time to Start Monitoring 0 second

Monitor Timing

Active (fixed)

Target Resource

Error Detection Server

Error Detection Server

All Servers

Servers that can run the Group (Add, Remove)

Monitor (special) Tab

IP Address

127.0.0.1

Port Number

21

User Name

Password

Recovery Action Tab

Recovery Action

Custom settings

Recovery Target

Recovery Script Execution Count zero
Execute Script before Reactivation Off
Maximum Reactivation Count 0 time
Execute Script before Failover Off
Execute migration before failing over Off

Failover Destination Server

Stable Server

Maximum Failover Count

Set as much as the number of
the servers

Set Number -
Execute Script before Final Action Off
Final Action No operation

O| |O0] O |0|O] |O] |O|o|o| |O|o|o|o| |00 |o|o|o|o|o|o

HTTP Monitor Resource Properties

Monitor (common) Tab

Interval 30 seconds (0]
Timeout 60 seconds o
Retry Count 3 times 0
Wait Time to Start Monitoring 0 second 0]
Monitor Timing Active (fixed) 0]
Target Resource - [©)
Error Detection Server
Error Detection Server All Servers (@)
Servers that can run the Group (Add, Remove) | - (0]
Monitor (special) Tab
Connecting Destination 127.0.0.1 (0]
Port Number 80 (@)
Monitor URL - 0
Protocol HTTP o
Recovery Action Tab
Recovery Action Custom settings (®)
Recovery Target - O
Recovery Script Execution Count zero (0]
Execute Script before Reactivation Off
Maximum Reactivation Count 0 time 0]
Execute Script before Failover Off
Execute migration before failing over Off 0
Failover Target Server Stable Server (0]
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - (@)
Execute Script before Final Action Off
Final Action No operation (0]
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IMAP4 Monitor Resource Properties
Monitor (common) Tab
Interval 30 seconds 0]
Timeout 60 seconds 0]
Retry Count 3 times 0]
Wait Time to Start Monitoring 0 second 0]
Monitor Timing Active (fixed) 0]
Target Resource - (6]
Error Detection Server
Error Detection Server All Servers 0]
Servers that can run the Group (Add, Remove) | - 0]
Monitor (special) Tab
IP Address 127.0.0.1 0]
Port Number 143 0]
User Name - 0]
Password - 0]
Authentication Method AUTHENTICATELOGIN 0]
Recovery Action Tab
Recovery Action Custom settings 0]
Recovery Target - O
Recovery Script Execution Count zero 0
Execute Script before Reactivation Off
Maximum Reactivation Count 0 time 0]
Execute Script before Failover Off
Execute migration before failing over Off 0]
Failover Target Server Stable Server o
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - 0]
Execute Script before Final Action Off
Final Action No operation 0]
ODBC Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds 0]
Timeout 120 seconds 0]
Retry Count 2 times 0]
Wait Time to Start Monitoring 0 second @)
Monitor Timing Active (fixed) 0]
Target Resource - 0]
Error Detection Server
Error Detection Server All Servers o
Servers that can run the Group (Add, Remove) | - 0]
Monitor (special) Tab
Monitor Level Level 2 (monitored by o
update/select)
Data Source Name - o
User Name - 0o
Password - 0]
Monitor Table Name ODBCWATCH 0]
Recovery Action Tab
Recovery Action Custom settings o
Recovery Target - (@)
Recovery Script Execution Count zero 0]
Execute Script before Reactivation Off
Maximum Reactivation Count 0 time o]
Execute Script before Failover Off
Execute migration before failing over Off 0]
Failover Target Server Stable Server 0]
Maximum Eailover Count Set a value equal to the number o
of servers
Set Number - 0]
Execute Script before Final Action Off
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| Final Action

No operation

@]

Oracle Monitor Resource Properties

Monitor (common) Tab

Interval 60 seconds
Timeout 120 seconds
Collect the dump file of the monitor process at Off

timeout occurrence

Retry Count 2 times

Wait Time to Start Monitoring 0 second

Monitor Timing

Active (fixed)

Target Resource

Error Detection Server

Error Detection Server

All Servers

Servers that can run the Group (Add, Remove)

Monitor (special) Tab

Monitor Method

Monitor listener and instance

Monitor Level

Level 2 (monitored by
update/select)

Connect Command

User Name Sys
Password -

Authority Off
SYSDBA/DEFAULT SYSDBA
Monitor Table Name ORAWATCH

ORACLE_HOME

Character Set

(Following the setting of the
application)

Collect detailed application information at failure

shutdown of Oracle

Off
occurrence
Collection Timeout 600 seconds
Generate the monitor error during initialization or Off

O |0 O| O |0|O|0O|0|O|0|0| © |O] |O|o] |Oo|o|o|o] © |0|0

Recovery Action Tab

Recovery Action Custom settings 0
Recovery Target - O
Recovery Script Execution Count zero (6]
Execute Script before Reactivation Off ®)
Maximum Reactivation Count 0 time O
Execute Script before Failover Off (@)
Execute migration before failing over Off 0o
Failover Target Server Stable Server (0]
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - o]
Execute Script before Final Action Off ®)
Final Action No operation (®)
VB Corp CL Monitor Resource Properties

Monitor (common) Tab
Interval 60 seconds o]
Timeout 120 seconds (0]
Retry Count 1time 0]
Wait Time to Start Monitoring 0 second 0]
Monitor Timing Always (fixed) 0
Target Resource - @)

Error Detection Server

Error Detection Server All Servers (0]

Servers that can run the Group (Add, Remove) | - (®)
Recovery Action Tab
Recovery Action Custom settings (0]
Recovery Target - (@)
Recovery Script Execution Count zero (6]
Execute Script before Reactivation Off ®)
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Maximum Reactivation Count 0 time O
Execute Script before Failover Off
Execute migration before failing over Off 0]
Failover Target Server Stable Server 0]
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - o
Execute Script before Final Action Off
Final Action No operation 0]
VB Corp SV Monitor Resource Properties
Monitor (common) Tab
Interval 30 seconds O]
Timeout 60 seconds O
Retry Count 3 times 0]
Wait Time to Start Monitoring 0 second 0]
Monitor Timing Active (fixed) 0]
Target Resource - o
Error Detection Server
Error Detection Server All Servers 0]
Servers that can run the Group (Add, Remove) | - 0]
Recovery Action Tab
Recovery Action Custom settings 0
Recovery Target - (@)
Recovery Script Execution Count zero (0]
Execute Script before Reactivation Off
Maximum Reactivation Count 0 time o]
Execute Script before Failover Off
Execute migration before failing over Off 0]
Failover Target Server Stable Server 0]
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - O
Execute Script before Final Action Off
Final Action No operation 0]
POP3 Monitor Resource Properties
Monitor (common) Tab
Interval 30 seconds O
Timeout 60 seconds 0]
Retry Count 3 times 0]
Wait Time to Start Monitoring 0 second 0]
Monitor Timing Active (fixed) 0]
Target Resource - (6]
Error Detection Server
Error Detection Server All Servers 0]
Servers that can run the Group (Add, Remove) | - 0]
Monitor (special) Tab
IP Address 127.0.0.1 O
Port Number 110 0]
User Name - 0]
Password - O]
Authority Method APOP O
Recovery Action Tab
Recovery Action Custom settings 0]
Recovery Target - O
Recovery Script Execution Count zero 0
Execute Script before Reactivation Off
Maximum Reactivation Count 0 time 0]
Execute Script before Failover Off
Execute migration before failing over Off 0]
Failover Target Server Stable Server o
Maximum Eailover Count Set as much as the number of o
the servers
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Set Number - (@)
Execute Script before Final Action Off ®)
Final Action No operation 0
PostgreSQL Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds o
Timeout 120 seconds o
Retry Count 2 times 0
Wait Time to Start Monitoring 0 second 0]
Monitor Timing Active (fixed) 0
Target Resource - (©)
Error Detection Server
Error Detection Server All Servers (@)
Servers that can run the Group (Add, Remove) | - 0]
Monitor (special) Tab
Monitor Level Level 2 (monitored by o
update/select)
Database Name - (@)
IP Address 127.0.0.1 (0]
Port Number 5432 (0]
User Name postgres (@)
Password - 0
Monitor Table Name PSQLWATCH 0
Recovery Action Tab
Recovery Action Custom settings (6]
Recovery Target - (0]
Recovery Script Execution Count zero (@)
Execute Script before Reactivation Off @)
Maximum Reactivation Count 0 time 0]
Execute Script before Failover Off ®)
Execute migration before failing over Off o
Failover Target Server Stable Server 0
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - (0]
Execute Script before Final Action Off ®)
Final Action No operation 0
SMTP Monitor Resource Properties
Monitor (common) Tab
Interval 30 seconds (0]
Timeout 60 seconds o
Retry Count 3 times 0
Wait Time to Start Monitoring 0 second 0]
Monitor Timing Active (fixed) (0]
Target Resource - @)
Error Detection Server
Error Detection Server All Servers (@)
Servers that can run the Group (Add, Remove) | - (0]
Monitor (special) Tab
IP Address 127.0.0.1 O
Port Number 25 o
User Name - (0]
Password - o
Authority Method CRAM-MD5 0]
E-mail Address - o
Recovery Action Tab
Recovery Action Custom settings (0]
Recovery Target - @)
Recovery Script Execution Count zero (6]
Execute Script before Reactivation Off ®)
Maximum Reactivation Count 0 time (0]
Execute Script before Failover Off ®)
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Execute migration before failing over Off 0]
Failover Target Server Stable Server o
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - 0]
Execute Script before Final Action Off
Final Action No operation 0]
SQL Server Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds 0]
Timeout 120 seconds 0]
Retry Count 2 times 0]
Wait Time to Start Monitoring 0 second 0]
Monitor Timing Active (fixed) 0]
Target Resource - 0]
Error Detection Server
Error Detection Server All Servers o
Servers that can run the Group (Add, Remove) | - 0]
Monitor (special) Tab
Monitor Level Level 2 (monitored by o
update/select)
Database Name - o
Instance Name MSSQLSERVER 0]
User Name SA O]
Password - 0]
Monitor Table Name SQLWATCH O
ODBC Driver Name SQL Native Client (@)
Recovery Action Tab
Recovery Action Custom settings 0]
Recovery Target - O
Recovery Script Execution Count zero 0
Execute Script before Reactivation Off
Maximum Reactivation Count 0 time O
Execute Script before Failover Off
Execute migration before failing over Off 0]
Failover Target Server Stable Server o
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - 0]
Execute Script before Final Action Off
Final Action No operation 0]
Tuxedo Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds 0]
Timeout 120 seconds 0]
Retry Count 2 times 0]
Wait Time to Start Monitoring 0 second 0]
Monitor Timing Active (fixed) 0]
Target Resource - O]
Error Detection Server
Error Detection Server All Servers 0]
Servers that can run the Group (Add, Remove) | - 0]
Monitor (special) Tab
Application Server Name BBL 0]
TUXCONFIG File - (0]
Recovery Action Tab
Recovery Action Custom settings 0
Recovery Target - ®)
Recovery Script Execution Count zero 0o
Execute Script before Reactivation Off
Maximum Reactivation Count 0 time o]
Execute Script before Failover Off
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Execute migration before failing over Off o
Failover Target Server Stable Server (®)
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - (0]
Execute Script before Final Action Off
Final Action No operation (®)
Websphere Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds (0]
Timeout 120 seconds (0]
Retry Count 2 times 0]
Wait Time to Start Monitoring 0 second 0]
Monitor Timing Active (fixed) (0]
Target Resource - (@)
Error Detection Server
Error Detection Server All Servers o
Servers that can run the Group (Add, Remove) | - 0
Monitor (special) Tab
Application Server Name serverl (0]
Profile Name default (0]
User Name - o)
Password - o)
C:\Program
Install Path Files\IBM\WebSphere\AppServe (0]
r
Recovery Action Tab
Recovery Action Custom settings (®)
Recovery Target - @)
Recovery Script Execution Count zero (@)
Execute Script before Reactivation Off
Maximum Reactivation Count 0 time o
Execute Script before Failover Off
Execute migration before failing over Off 0o
Failover Target Server Stable Server (0]
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - (@)
Execute Script before Final Action Off
Final Action No operation (6]
Weblogic Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds (@)
Timeout 120 seconds (0]
Retry Count 2 times 0]
Wait Time to Start Monitoring 0 second 0]
Monitor Timing Active (fixed) 0
Target Resource - (@)
Error Detection Server
Error Detection Server All Servers (0]
Servers that can run the Group (Add, Remove) | - 0
Monitor (special) Tab
IP Address 127.0.0.1 o)
Port Number 7002 (0]
Account Shadow Off (0]
On: Config File - o
On: Key File - o)
Off: User Name weblogic (0]
Off: Password - (0]
Authority Method DemoTrust (0]
Key Store File - 0]
Install Path C:\bea\weblogic92 o)

232

ExpressCluster X 3.1 for Windows Reference Guide




Parameters list

Recovery Action Tab
Recovery Action Custom settings o
Recovery Target - (@)
Recovery Script Execution Count zero (0]
Execute Script before Reactivation Off
Maximum Reactivation Count 0 time O
Execute Script before Failover Off
Execute migration before failing over Off 0]
Failover Target Server Stable Server 0]
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - o
Execute Script before Final Action Off
Final Action No operation 0]
WebOTX Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds O]
Timeout 120 seconds 0]
Retry Count 1time 0]
Wait Time to Start Monitoring 0 second 0]
Monitor Timing Active (fixed) 0]
Target Resource - (0]
Error Detection Server
Error Detection Server All Servers 0]
Servers that can run the Group (Add, Remove) | - 0]
Monitor (special) Tab
Connecting Destination localhost [¢)
Port Number 6212 (0]
User Name - (0]
Password - 0
Recovery Action Tab
Recovery Action Custom settings 0
Recovery Target - ®)
Recovery Script Execution Count zero 0o
Execute Script before Reactivation Off
Maximum Reactivation Count 0 time o]
Execute Script before Failover Off
Execute migration before failing over Off 0]
Failover Target Server Stable Server 0]
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - (0]
Execute Script before Final Action Off
. . Stop cluster service and
Final Action shutdown OS 0]
OracleAS Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds 0]
Timeout 120 seconds 0]
Retry Count 1time 0]
Wait Time to Start Monitoring 0 second 0]
Monitor Timing Active (fixed) 0]
Target Resource - O]
Error Detection Server
Error Detection Server All Servers 0]
Servers that can run the Group (Add, Remove) | - 0]
Monitor (special) Tab
Instance Name - (0]
C:\product\10.1.3.2\companionC
Install Path DHome._1 o]
Monitor Method Component Monitor 0
Component Monitor All (0]
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Component List - (0]
Recovery Action Tab
Recovery Action Custom settings (®)
Recovery Target - @)
Recovery Script Execution Count zero (6]
Execute Script before Reactivation Off
Maximum Reactivation Count 0 time o
Execute Script before Failover Off
Execute migration before failing over Off 0o
Failover Target Server Stable Server (0]
Maximum Eailover Count Set as much as the number of o
the servers
Set Number - (@)
Execute Script before Final Action Off
Final Action No operation (®)
JVM Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds (@)
Timeout 120 seconds (0]
Retry Count Zero O
Wait Time to Start Monitoring 0 second 8
Monitor Timing Active 0
Target Resource - O
Error Detection Server
Error Detection Server All Servers O
Servers that can run the Group (Add, - (0]
Remove)
Monitor (special) Tab
Target - O
JVM Type - (@)
Identifier - (@)
Connection Port - (@)
Process Name - (0]
User - O
Password - (®)
Memory Tab
Monitor Heap Memory Rate On (@)
Total Usage 80% o
Eden Space 100% 0]
Survivor Space 100% (0]
Tenured Gen 80% o
Monitor Non-Heap Memory Rate On (@)
Total Usage 80% o
Code Cache 100% (0]
Perm Gen 80% O
Perm Gen[shared-ro] 80% (0]
Perm Gen[shared-rw] 80% 0
Monitor Virtual Memory Usage 2048 megabytes 0o
Thread Tab
| Monitor the number of Active Threads 65535threads O
GC Tab
Monitor the time in Full GC 65535 milliseconds (@)
Monitor the count of Full GC execution 1time (6]
WebLogic Tab
Monitor the requests in Work Manager Off (@)
Target Work Managers - (@)
The number 65535 0o
Average 65535 O]
Increment from the last 80% (0]
Monitor the requests in Thread Pool Off (6]
Waiting Requests, The number 65535 0
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Waiting Requests, Average 65535 O
Waiting Requests, Increment from the last 80% 0]
Executing Requests, The number 65535 0]
Executing Requests, Average 65535 0]
Executing Requests, Increment from the last 80% 0]
LB Linkage Tab
Memory Pool Monitor Off o
Cut off an obstacle node dynamically Off 0
Restart Command - 0]
Timeout 3600 0]
Recovery Action Tab
Recovery Action Custom settings O
Recovery Target - O
Recovery Script Execution Count zero 0]
Execute Script before Reactivation Off
Maximum Reactivation Count 3 times 8
Execute Script before Failover Off
Execute migration before failing over Off O
Maximum Failover Count 0 (0]
Execute Script before Final Action Off
Final Action No operation (0]
System Monitor Resource Properties
Monitor (common) Tab
Interval 30 seconds 0]
Timeout 60 seconds (0]
Retry Count 0 time O
Wait Time to Start Monitoring 0 second 0
Monitor Timing Always )
Target Resource - 0]
Error Detection Server
Error Detection Server All Servers 0O
Servers that can run the Group (Add, - O
Remove)
Monitor (special) Tab
SystemResourceAgent System Settings
Monitoring CPU usage ON 0]
CPU Usage 90% O
Duration Time 60 minutes 0]
Monitoring total usage of memory ON (0]
Total memory usage 90% (0]
Duration Time 60 minutes (0]
Moitoring total usage of virtual memory ON (@)
Total virtual memory usage 90% (0]
Duration Time 60 minutes 0]
SystemResourceAgent Process Settings
CPU utilization has been 90% or more for 24 ON 0]
hours or more
Memory usage has increased, including an ON
increase of 10% or more from first monitoring
point after 24 hours or more had passed
The maximum number of open files has been ON (0]
updated over 1440 times
Number of running threads has been ON (0]
increasing for over 24 hours
100 or more processes of the same name exist | ON (0]
SystemResourceAgent Disk Settings
Logical drive o
Utilization rate ON (0]
Warning level 90% (0]
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Notice level 80 % ®]
Duration 1440 minutes (0]
Free space ON (0]
Warning level 500 MB (0]
Notice level 1000 MB (0]
Duration 1440 minutes (0]
Recovery Action Tab

Recovery Action Custom settings (0]
Recovery Target - O
Recovery Script Execution Count zero 0]
Execute Script before Reactivation Off

Maximum Reactivation Count zero O
Execute Script before Failover Off

Execute migration before failing over Off O
Failover Target Server Stable server (0]
Maximum Failover Count Set as much as the number of ®)

the servers

Specify the count - O
Final Action No Operation O

Execute Script before Final Action

Off

236

ExpressCluster X 3.1 for Windows Reference Guide




Upper limits of registration

Upper limits of registration

Builder version You can register up to

Cluster 3.0.0-1 or later 1
Server 3.0.0-1 or later 32
Server Group 3.0.0-1 or later 9

Earlier than 3.1.0-1 64
Group

3.1.0-1 or later 128
Group resource Earlier than 3.1.0-1 256
(Per one group) 3.1.0-1 or later 512
Monitor resource 3.0.0-1 or later 384
Heartbeat resource 3.0.0-1 or later 16
BMC heartbeat resource 3.1.0-3 or later 1
Network Partition Resolution Resource | 3.0.0-1 or later 64
iror ik esources and I 95 | 500 or e :
Mirror Disk Connect 3.0.0-1 or later 16

Section | Detailed functions of ExpressCluster
237






Chapter 3 ExpressCluster command

reference

This chapter describes commands that are used on ExpressCluster.

This chapter covers:

Operating the cluster from the command liNe...........ccccvvvviirieiercsc e 240
EXPressCIUSLEr COMMEANGS........ccviiiieeeieie e se s e sttt re e erae e enaesresee e e 240
Displaying the cluster status (clpstat command)...........ccevvererererierinniese e 242
CommON ENtrY BXAMPIES ....vviviieeeieesc et ns 245
StALUS DESCIIPLIONS ....viviiiecereieeeee e se ettt s et es e e et e besresreese e e e aeneeneenresneens 304
Operating the cluster (clpcl coOMMAN)........cccoveieiiiii e s 307
Shutting down a specified server (clpdown command) ..........cccoevivriviirnienieciere e 311
Shutting down the entire cluster (clpstdn command).........ccocvevvereverierinsinsieeere e 312
Operating groups (CIpgrp COMMANG) .......ccvevieriererisirr e 313
Collecting logs (clplogec COMMAN) .......ccvevveriiiiieeeeeeeer e 318
Creating a cluster and backing up configuration data (clpcfctrl command) ............ccce.eeee. 324
Adjusting time-0out teMPOTArTTY .......cccoveieierere e 332
Modifying the log level and size (clplogcf command) ........cccooevvviviiviicieccccee e, 335
Mirror-related COMMANGS .......cviiiieiiereee e et 345
Displaying the MIrrOr SEALUS........c.ccvereriirere s s reene e 345
Operating mirror disk resource (clpmdctrl command)..........cccoovvvvivriviineieicse e 353
Tuning partition size (Clpvolsz cOMMAaNd) ........cccccvvviriieeieeeree e 358
Tuning partition size (Clpvolsz coMmMand) ........cccccvvviriieeiieieree e 358
Operating snapshot backup of hybrid diSk reSOUICE .........cccevvevervrvrinir e 370
Displaying the hybrid disk status (clphdstat command) ............ccccveviiveinierinerere s, 365
Operating hybrid disk resource (clphdctrl command) ..........cccceveveriiiiniinrincieece e 372
Outputting messages (clplogemd command)..........cccccvveiieiieieeiieree e 377
Controlling monitor resources (clpmonctrl command).........c.cccevvvivriviieieiecneresese e 379
Controlling group resources (Clprsc command)..........ccocvvvvveeerieniniese e 387
Switching off network warning light (clplamp command)...........ccccocvvvvvivnivevcrencne e, 391
Controlling CPU frequency (clpcpufreq command) ..........ccoovevverevenieniesnsiese e 392
Controlling chassis identify lamp (clpledctrl command).........c.cccooeviviieivriviincieiccececen, 394
Processing inter-cluster linkage (clptrnreq command) ........c.cccoovvievvvienieeieiese e 396
Requesting processing to cluster servers (clprexec command)........ccocceevvvververerenierienenneenns 399
Changing BMC information (clpbmcenf command) ........cooeveeeieniiniiiiciccc e 403
Configuring shutdown hook (clphookctrl command)........cccceeevevieriininsenieccse e 405
Controlling cluster activation synchronization wait processing (clpbwctrl command)....... 407
Controlling reboot count (clpregctrl command) .........cccocveveieieiesec e 408
Estimating the amount of resource usage (clpprer command).........ccoceevvviververererieseneneenns 410
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Operating the cluster from the command line

ExpressCluster provides various commands to operate a cluster by the command prompt. These
commands are useful for things like constructing a cluster or when you cannot use the
WebManager. You can perform greater number of operations using the command line than
WebManager.

Note:

When you have configured a group resource (examples: disk resource and application resource)
as a recovery target in the settings of error detection by a monitor resource, and the monitor
resource detects an error, do not perform the following actions by commands related to the
actions or by the WebManager while recovery (reactivation -> failover -> final action) is
ongoing.

& terminate/suspend the cluster

& start/terminate/migrate a group

If you perform the actions mentioned above against the cluster while the recovery caused by
detection of an error by a monitor resource is ongoing, other group resources of that group may
not terminate. However, you can perform these actions as long as the final action has been
executed, even if a monitor resource detected an error.

ExpressCluster commands

Commands for configuring a cluster

Command Description Page

clpcfctrl.exe Distributes configuration data created by the Builder to servers. | 324
Backs up the cluster configuration data to be used by the
Builder.

Commands for displaying status

Command Description Page

clpstat.exe Displays the cluster status and configuration information. 242

Commands for cluster operation

Command Description Page

clpcl.exe Star;s, stops, suspends, or resumes the ExpressCluster 307
service.

clpdown.exe Stops the ExpressCluster service and shuts down the server. 311

clpstdn.exe Stops the ExpressCluster service across the whole cluster and 312
shuts down all servers.

clpgrp.exe Starts, stops, or moves groups. This command also migrates 313
the virtual machine.

clptoratio.exe Extends or displays the various time-out values of all serversin | 332
the cluster.

clpmonctrl.exe | Controls monitor resources. 379

clprsc.exe Stops or resumes group resources 387

clpcpufreq.exe | Controls CPU frequency 392

clpledctrl.exe Controls Chassis ldentify 394

clptrnreg.exe Requests the server to execute a process 396
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clprexec.exe Requests that an ExpressCluster server execute a process from | 399
external monitoring.

clpbmccenf.exe Changes the information on BMC user name and password 403
clphookctrl.exe | Configures the shutdown hook function 405
clpbwectrl.exe | The clpbwctrl command controls the cluster activation 407

synchronization wait processing.

clpregctrl.exe | This command displays and/or initializes reboot count on | 408
a single server

Log-related commands

Command Description Page
clplogcc.exe Collects logs and OS information. 318
clplogcf.exe Modifies and displays a configuration of log level and the file 335

size of log output.

Script-related commands

Command Description Page

clplogcmd.exe Writes texts in the script resource script to create a desired 377
message to the output destination

Important:

The installation directory contains executable-format files and script files that are not listed in
this guide. Do not execute these files by programs or applications other than ExpressCluster. Any
problems caused by not using ExpressCluster will not be supported.

Mirror-related commands (when the Replicator/Replicator DR is used)

Command Description Page
clpmdstat.exe Displays a mirroring status and configuration information. 345
clpmdctrl.exe Activates/deactivates a mirror disk resource, or recovers 353
mirror.
clphdstat.exe Displays a hybrid disk status and configuration information. 365
clphdctrl.exe Activates/deactivates a hybrid disk resource, or recovers | 372
mirror.
clpvolsz.exe Checks and adjusts the size of partitions to be mirrored. 358
clpvolctrl.exe Accesses a volume not registered as a resource.
clphdsnapshot.exe | Controls the access restriction or alike when snap shot 362
backups of data partition in the hybrid disk resource are
collected

Warning-related commands (when the Alert Service is used)

Command Description Page

clplamp.exe Lights off the network warning light. 391

System monitor-related commands (when the System Resource Agent is used)

Command Description Page

clpprer.exe Estimates the future value from the tendency of the given 391
resource use amount data.

Section | Detailed functions of ExpressCluster
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Displaying the cluster status (clpstat command)

clpstat: the clpstat command displays cluster status and configuration information.

Command line:

clpstat-s [--long] [-h <hostnames]
clpstat-g [-h <hostname>]
clpstat-m [-h <hostname>]
clpstat-n [-h <hostnames]
clpstat-p [-h <hostname>]

clpstat-i [--detail] [-h <hostnames>]

clpstat--cl [--detail] [-h <hostnames]

clpstat--sv [<srvname>] [--detail] [-h <hostnames]
clpstat--hb [<hbname>] [--detail] [-h host name]
clpstat--np [<npname>] [--detail] [-h <hostnames>]
clpstat--svg [<svgname>] [-h <hostnames]
clpstat--grp [<grpnames>] [--detail] [-h <hostname>]
clpstat--rsc [<recname>] [--detail] [-h <hostnames>]
clpstat--mon [<monname>] [--detail] [-h <hostname>]

Description This command line displays a cluster status and configuration data.

Option -s Displays a cluster status.

No option

--long Displays a name of the cluster name and resource
name until the end.

-9 Displays a cluster group map.

-m Displays status of each monitor resource on each
server.

-n Displays each heartbeat resource status on each
server.

-p Displays the status of each network partition

resolution on each server.

-1 Displays the configuration information of the
whole cluster.

--cl Displays the cluster configuration data. Displays
the Mirror Agent information as well for the
Replicator/Replicator DR.

--sv Displays the server configuration information. By
[server_ namel] specifying the name of a server, you can display
information of the specified server.

--hb [hb_name] Displays heartbeat resource configuration
information. By specifying the name of a heartbeat
resource, you can display only the information on
the specified heartbeat.

--np [np name] Displays the configuration information on the
network partition resolution resource. By
specifying the name of a network partition
resolution resource, you can display only the
information on the specified network partition
resolution resource.
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--grp
[group name]

Displays group configuration information. By
specifying the name of a group, you can display
only the information on the specified group.

--svg [svgname]

Displays server group configuration information.
By specifying the name of a server group, you can
display only the information on the specified
server group.

--rsc
[resource name]

Displays group resource configuration
information. By specifying the name of a group
resource, you can display only the information on
the specified group resource.

--mon
[monitor name]

Displays monitor resource configuration
information. By specifying the name of a monitor
resource, you can display only the information on
the specified monitor resource.

--detail

Displays more detailed information on the setting.

-h host name

Acquires information from the server specified
with host_name. Acquires information from the
command running server (local server) when the
-h option is omitted.

Return Value

0

Success

Other than 0

Failure

Remarks

According to the combination of options, configuration information
shows information in various forms.

Notes

Run this command as a user with Administrator privileges.

The ExpressCluster service must be activated on the server where you run

this command.

When you specify the name of a server for the —h option, the server
should be in the cluster.

When you run the clpstat command with the —s option or without any
option, names such as a cluster or a resource will not be displayed

halfway.

Section | Detailed functions of ExpressCluster
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Example of
Execution

Examples of information displayed after running these commands are
provided in the next section.

Error Messages

Message

Cause/Solution

Log in as administrator.

Log in as a user with Administrator
privileges.

Invalid configuration file. Create valid
cluster configuration data by using the
Builder.

Create valid cluster configuration data
by using the Builder.

Invalid option.

Specify a valid option.

Could not connect to the server. Check
if the cluster service is active

Check if the ExpressCluster service is
operating.

Invalid server status.

Check if the ExpressCluster service is
operating.

Server is not active. Check if the cluster
service is active.

Check if the ExpressCluster service is
operating.

Invalid server name. Specify a valid
server name in the cluster.

Specify the valid server name in the
cluster.

Invalid heartbeat resource name.
Specify a valid heartbeat resource
name in the cluster.

Specify the valid heart beat resource
name in the cluster.

Invalid network partition resource
name. Specify a valid network partition
resource name in the cluster.

Specify the valid network partition
resolution resource name in the cluster.

Invalid group name. Specify a valid
group name in the cluster.

Specify the valid name of a group in the
cluster.

Invalid group resource name. Specify a
valid group resource name in the
cluster.

Specify the valid name of a group
resource in the cluster.

Invalid monitor resource name. Specify
a valid monitor resource name in the
cluster.

Specify the valid name of a monitor
resource in the cluster.

Connection was lost. Check if there is a
server where the cluster service is
stopped in the cluster.

Check if there is any server on which
the ExpressCluster service has stopped
in the cluster.

Invalid parameter.

An invalid value may be specified to
command argument.

Internal communication timeout has
occurred in the cluster server. If it
occurs frequently, set a longer timeout.

A time-out occurred in the
ExpressCluster internal communication.
If time-out keeps occurring, set the
internal communication time-out longer.

Internal error. Check if memory or OS
resources are sufficient.

Check if the memory or OS resource is
sufficient.
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Common entry examples

Displaying the status of the cluster (-s option)
The following is an example of display when you run the c1pstat command with the -s
option or without any option:
Example of a command entry
# clpstat -s

Example of the display after running the command
—==================== CLUSTER STATUS ======================

Cluster : cluster -> See (1)
<servers
*gserverl ........: Online serverl -> See (2)
lanhbl : Normal LAN Heartbeat -> See (3)
lanhb?2 : Normal LAN Heartbeat -> See (3)
pingnpl : Normal ping resolution ->See (4)
server2 ........: Online server2
lanhbl : Normal LAN Heartbeat
lanhb2 : Normal LAN Heartbeat
pingnpl : Normal ping resolution
<group>
ManagementGroup : Online Management Group ->See (5)
current : serverl
ManagementIP : Online 10.0.0.10
failoverl ......: Online failover groupl ->See (6)
current : serverl
fipl : Online 10.0.0.11 ->See (7)
mdl : Online I:
scriptl : Online script resourcel
failover2 ......: Online failover group2
current : server2
fip2 : Online 10.0.0.12
md2 : Online J:
scriptl : Online script resource2
<monitor> -> See (9)
fipwl : Normal fipl ->See (8)
fipw2 : Normal fip2
ipwl : Normal ip monitorl
mdnwl : Normal mdl
mdnw?2 : Normal md2
mdwl : Normal mdl
mdw?2 : Normal md2

Explanation of each item
(1) Cluster : Cluster name

(2) Server name : Status  Server comment
“*” indicates the server has executed this command.

(3) Heartbeat resource name : Status  Heartbeat resource comment

(4) NP resolution resource name : Status NP resolution resource comment

(5) Management group name : Status  Management group comment
(6) Group name : Status  Group comment
current : Server name
Shows the server to which the group belongs now.
(7) Group Resource Name : Status  Group resource comment
(8) Monitor Resource Name : Status  Monitor resource comment
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If you enable dummy failure by WebManager or c1pmonctrl command, the string
“(Dummy Filure)” will be added at the end of the string “Status”.

(9) Following strings will be added int the end of the string “<monitor>".

If you check the check box of [Disable Recovery Action Caused by Monitor Resource
Error] in [Cluster Properties], the string “Recovery Action Disabled” will be added.

If any dummy failures occurs in the cluster, the string “Failure Verification” will be added.

Information on each status is provided in “Status Descriptions” on page 304.

Displaying a group map (-g option)
To display a group map, run the clpstat command with the -g option.
Example of a command entry
# clpstat -g

Example of the display after running the command:
—====================GROUPMAP INFORMATION =================

Cluster : cluster -> See (1)
*server0 : serverl -> See (2)
serverl : server2
server0 [o] : failoverl[o] failover2 [o] -> See (3)
serverl [o] : failover3[o]

Explanation of each item
(1) Cluster : Cluster name

(2) servern : Server name (n is the index number of a server)
“* indicates the server has executed this command.

(3) server n [server_status] : Group Name [status] Group Name [status] .
Displays the status of groups in the n-th server.

In the example above, the groups failoverl and failover2 exist on server0, and the group
failover 3 exists on server 3.

& Groups that are not running are not displayed.

& Information on each status is provided in “Status Descriptions” on page 304.
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Displaying the status of monitor resources (-m option)

To display the status of monitor resources, run the c1pstat command with the -m option.
Example of a command entry
# clpstat -m

Example of the display after running the command:
=================== MONITOR RESOURCE STATUS =================

Cluster : cluster ->see (1)
*gserver0 : serverl -> see (2)
serverl : server2 ->see (2)

Monitor0O [fipwl : Normal] ->see (3)

server0 [o] : Online ->see (4)
serverl [o] : Offline ->see (4)

Monitorl [fipw2 : Normall]

server0 [o] : Offline
serverl [o] : Online

Monitor2 [ipwl : Normall

server0 [o] : Online
serverl [o] : Online

Monitor3 [mdnwl : Normall]

server0 [o] : Online
serverl [o] : Online

Monitor4 [mdnw2 : Normal]

server0 [o] : Online
serverl [o] : Online
Monitor5 [mdwl : Normall]

server0 [o] : Online
serverl [o] : Online

Monitor6é [mdw2 : Normal]

server0 [o] : Online
serverl [o] : Online

(1) Cluster : Cluster name

(2) servern: Server name (n is the index number of a server)
“*” indicates the server has executed this command.

(3) Monitor n [monitor_resource_name: status]
(n is the identification number of a monitor resource)
The status of a monitor resource gathering status information per server is displayed here.
If dummy failure occurs, the string “(Dummy Failure)” will be adde at the end of the string
of status.

(4) servern [server_status] : status
Displays the status of each monitor resource per server.
If dummy failure occurs, the string “(Dummy Failure)” will be adde at the end of the string
of status.

Information on each status is provided in “Status Descriptions” on page 304.
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Displaying the status of heartbeat resources (-n option)

248

To display the status of heartbeat resources, run c1pstat command with the -n option.
Example of a command entry
# clpstat -n
Example of the display after running the command:
================== HEARTBEAT RESOURCE STATUS ================

Cluster : cluster ->see (1)
*server0 : serverl ->see (2)
serverl : server2 ->see (2)
HBO : lanhbl -> see (3)
HB1 : lanhb2 -> see (3)
[on server0 : Online] ->see (4)
HB 0 1 -> see (5)
server0: o o -> see (5)
serverl: o X -> see (5)

[on serverl : Online]
HB 0 1

sexrver0 e}
serverl : O

Explanation of each item
(1) Cluster : Cluster name

(2) servern : Server name (n is the index number of a server)
“*” indicates the server has executed this command.

(3) HBn :Heartbeat resource name
(n is the identification number of a heartbeat resource)

(4) [onservern: status]
Displays the status of the server whose index number is n.

(5) HB 0 1 2
servern :status status status
Displays the status of heartbeat resource on the server.
The numbers following HB are heartbeat resource identification numbers described in (3).

Detailed information on each status is provided in “Status Descriptions” on page 304.
The status of the example shown above:

The example above presents the status of all heartbeat resources seen from serverQ and serverl
when the kernel-mode LAN heartbeat resource that has the second-highest priority is
disconnected.

Because kernel-mode LAN heartbeat resource lankhbl is not able to communicate from both
servers, communication to serverl on serverO or communication to serverO on serverl is
unavailable.

The rest of heartbeat resources on both servers are in the status allowing communications.
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Displaying the status of network partition resolution resources (-p

option)

Specify the —p option to the c1pstat command and execute the command to display the status
of the network partition resolution resources.

Example of a command entry
# clpstat -p
Example of the display after running the command:
=============== NETWORK PARTITION RESOURCE STATUS ===============

Cluster : cluster ->see(l)

*server(0 : serverl ->see(2)
serverl : server2 ->see(2)
NPO : disknpl ->see(3)
NP1 : pingnp2 ->see(3)

[on server0 : Online] ->see(4)
NP 0 1 ->see(5)

server0: o o Same as above.
serverl: o o  Same asabove.

[on serverl : Online]

NP 0 1
sexrver0 : 0o O
serverl : O O

Explanation of each item
(1) Cluster : Cluster name

(2) servern : Server name (n is the index number of a server)
“*” indicates the server has executed this command.

(3) NPn :network partition resolution resource name
(n is the identification number of a network partition resolution resource)

(4) [onservern: status]
Displays the status of the server whose index number is n.

(5) NP 0 1 2
servern :status status status
Displays the status of network partition resolution resource on the server.
The numbers following NP are network partition resolution resource identification numbers
described in (3).

Detailed information on each status is provided in “Status Descriptions” on page 304.

Displaying the cluster configuration data (clpstat command,
--cl option)

To display the configuration data of a cluster, run the c1pstat command with the -1, --c1,
--8v, --hb, - -np, --svg, --grp, --rsc, or - -mon option. You can see more detailed
information by specifying the ~detail option. See a separate section, “Parameter details” on
page 133 for details of each item of the list.

To display the cluster configuration data, run the c1pstat command with the - -c1 option.

Example of a command entry

Section | Detailed functions of ExpressCluster
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# clpstat --cl --detail

Example of the display after running the command:
—==================== CLUSTER INFORMATION ==================

[Cluster Name: cluster] ->see (1)
Comment: failover cluster . _______________________ -> see (2)
‘<Heartbeat I/F> TN
! Server Down Notification : Enable V' ->see (3)
! Cast Method : Unicast 1 -> see (4)
' <Timeouts> |
| Server Sync Wait Time : 300 E->see(a
|  Heartbeat Timeout : 90000 1 ->see (6)
i Heartbeat Interval : 3000 ' ->see (7)
! Server Internal Timeout : 180  ->see (8)
' Timeout Ratio i1 i ->see (9)
! <Port Numbers> |
' Server Internal Port Number : 29001 1 -> see (10)
. Data Transfer Port Number : 29002 E->See(1U
.  Kernel Heartbeat Port Number : 29106 1->see (12)
E Client Service Port Number : 29007 '->see (13)
' WebManager HTTP Port Number : 29003 \->see (14)
' Alert Sync Port Number : 29003 1-> see (15)
! Disk Agent Port Number : 29004 E->see(16)
. Mirror Driver Port Number : 29005 1-> see (17)
. <Monitors> !
, Collect System Resource Information :
| of f 1-> see (18)
. <Recovery> !
. Max Reboot Count : 0 1-> see (19)
E Max Reboot Count Reset Time : 0 '-> see (20)
' Use Forced Stop : Enable 1->see (21)
! Forced Stop Action : BMC power off 1> see (22)
i Forced Stop Timeout : 30 E->see(23)
i When active group resource abnormality detected '
| of f E -> see (24)
. When non active group resource abnormality detectqd
| of f 1-> see (25)
.  When monitoring resource abnormality detected !
i of f 1-> see (26)
' <JVM Monitors |
| . , |
. Java Install Path: C:\Program Files\Java\jreé6 1-> see (27)
E Maximum Java Heap Size (MB) 2 7 }>see(2&
E Load Balancer Connection Setting: BIG-IP LTM r>see(2%
1
! Log Level : INFO 1-> see (30)
1
i Generation Count for Stored Log Files: 10 i->see(3n
1
i Log Rotation Type : File size E->see(32
! Log File Maximum Size (KB) : 3072 }>see(3$
1
| Time of First Log Rotation . 00:00 > see (34)
1
E Log Rotation Interval (Hours) : 24 r>see(3a
1
! Resource Measurement:Retry Count: 10 i->see(3@
1
. Resource Measurement:Threshold for Abnomral Judgmént: 5
| 1-> see (37)
! 1
i Resource Measurement:Default Interval: 60 }->see(3&

‘. Resource Measurement:Interval for Full GC: 120 _.- ->see (39)
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~

Retry count

Use Network
Use Chassis

Auto Mirror
Auto Mirror
Mirror Disk
Mirror Disk
Mirror Disk

<Disk>
Shared
Shared
Shared

Disk
Disk
Disk

Auto Return

e e et v e e R R

Management Port
Connection Retry Count

Time until Reconnect

HTML File Name

HTML Renamed File Name

for renaming

Wait time for retry

Management IP Address

Connection Port

<Delay Warnings
Heartbeat Delay Warning
Monitor Delay Warning
COM Delay Warning
<Alert Services

E-mail Address

Warning Light
Identify

Enable Alert Setting
<Mirror Disk>
Initial Construction:

Recovery

Disconnection
Disconnection
Disconnection

Disconnection
Disconnection
Disconnection

<Auto Recovery>

<Power Savings

v Use CPU Frequency Control

& The items in dotted frame are displayed when the - -detail option is used.

Section | Detailed functions of ExpressCluster

Health Check Linkage Function

Retry

Retry
Final

Retry

Retry
Final

WebLogic Monitoring:Retry Count : 3

25500
3
60

Management Port for Load Balancer Linkage:

Off

up.html
down.html
3

3

10.1.2.26
443

80
80
80

Enable
Off
Off

Enable
Enable
Threshold:

Interval: 3

25550

10

"\-> see (40)
WebLogic Monitoring: Threshold for Abnormal Judgmeht: 5

> see (41)

WebLogic Monitoring:Request Count Measurement Interval: 60

> see (42)

WebLogic Monitoring: Interval for Average measurement: 300

+> see (43)
E—> see (44)
§-> see (45)
+> see (46)
:L> see (47)
§-> see (48)

> see (49)
E—> see (50)
E—> see (51)
Er> see (52)
:L> see (53)
§—> see (54)
> see (55)
E—> see (56)

> see (57)
i—> see (58)

~> see (59)
+> see (60)
> see (61)
> see (62)

> see (63)
> see (64)
> see (65)
:k> see (66)

Directory containing HTML files: C:\Program Files\Apache Software
undation\Tomcat 6.0\webapps\ROOT

Action: Disconnect:' forcefully

Threshold:

Interval: 3

10

-> see (67)

E—> see (68)
> see (69)

Action: Disconnect, forcefully

> see (70)

> see (71)

> see (72)
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Explanation of each item
(1) Cluster

(2) Comment

: Cluster name

: Comment

<Heartbeat I/F>

: Server Down Notification
: Heartbeat Cast Method

(3) Server Down Notification
(4) Cast Method
<Timeout>

(5) Server Sync Wait Time
(6) Heartbeat Timeout

(7) Heartbeat Interval

: Time to wait for synchronization (in seconds)
: Heartbeat time-out (in milliseconds)

: Heartbeat send interval (in milliseconds)

(8) Server Internal Timeout
(9) Timeout Ratio

. Internal communication time-out (in seconds)
: Current time-out ratio

<Port Number>

(10) Server Internal Port Number
(11) Data Transfer Port Number
(12) Kernel Heartbeat Port Number
(13) Client Service Port Number

. Internal communication port number
: Data transfer port number
: Kernel mode heartbeat port number

: Client Service Port Number

(14) WebManager HTTP Port Number: WebManager HTTP port number
(15) Alert Sync Port Number
(16) Disk Agent Port Number
(17) Mirror Driver Port Number

<Monitor>

: Alert synchronous port number
: Disk Agent Port Number

: Mirror Driver Port Number

(18) Collect System Resource Information
: Collect System Resource Information
<Recovery>
(19) Max Reboot Count
(20) Max Reboot Count Reset Time
(21) Use Forced Stop
(22) Forced Stop Action
(23) Forced Stop Timeout

: Maximum reboot count

: Time to reset the maximum reboot count (in seconds)
: Forced stop

: Forced stop action

: Forced stop timeout (in seconds)

(24) When active group resource abnormality detected

: When all other servers stop, the final action which does
an OS stop is not performed at activation failure.

(25) When non active group resource abnormality detected

: When all other servers stop, the final action which does
an OS stop is not performed at deactivation failure.

(26) When monitoring resource abnormality detected

- When all other servers stop, the final action which does
an OS stop is not performed at monitoring failure.
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<JVM Monitor>

(27) Java Install Path

(28) Maximum Java Heap Size (MB)

(29) Load Balancer Connection Setting
(30) Log Level

(31) Generation Count for Stored Log Files
(32) Log Rotation Type

(33) Log File Maximum Size (KB)

(34) Time of First Log Rotation

(35) Log Rotation Interval (Hours)

(36) Resource Measurement:Retry Count

: Java installation path

: Maximum Java heap size (MB)

: Load balancer linkage settings

: Log level

: Number of generations of log files to be stored
: Log rotation type

: Maximum size of the log file (KB)

: Time at which log rotation is performed for the

first time

: Log rotation interval (hours)

: Resource measurement:measurement retry count

(37) Resource Measurement:Threshold for Abnormal Judgment :

Resource measurement:threshold for abnormal
judgment

(38) Resource Measurement:Default Interval : Resource measurement:memory and thread

measurement interval (sec)

(39) Resource Measurement:Interval for Full GC :

(40) WebLogic Monitoring:Retry Count

Resource measurement:full GC measurement
interval (sec)

: WebLogic monitoring:measurement retry count

(41) WebLogic Monitoring: Threshold for Abnormal Judgment :

WebLogic monitoring:threshold for abnormal
judgment

(42) WebLogic Monitoring:request count measurement interval :

WebLogic monitoring:request count
measurement interval (sec)

(43) WebLogic Monitoring:Interval for Average measurement :

(44) Management Port
(45) Connection Retry Count

(46) Time until Reconnect

WebLogic monitoring:interval for average
measurement

: Management port number
: Connection retry count

: Waiting time until reconnection (sec)

(47) Management Port for Load Balancer Linkage :

(48) Health Check Linkage Function
(49) Directory containing HTML files
(50) HTML File Name

(51) HTML Renamed File Name

(52) Retry count for renaming

(53) Wait time retry

(54) Management IP Address

(55) Connection Port

Section | Detailed functions of ExpressCluster

Load balancer linkage management port number

: Link to the health check function

: HTML storage directory

: HTML file name

: HTML rename destination file name
: Retry count at rename failure

: Waiting time until rename retry (sec)
: BIG-IP LTM management IP address

: Communication port number for BIG-IP LTM
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<Delay Warning>

(56) Heartbeat Delay Warning : Delay warning of heartbeat resource (%)
(57) Monitor Delay Warning : Delay warning of monitor resource (%)
(58) COM Delay Warning : Delay warning of COM NP resource (%)
<Alert Service>

(59) E-mail Address : E-mail address to be reported

(60) Use Network Warning Light : Network warning light

(61) Use Chassis Identify : Chassis Identify

(62) Enable Alert Setting . Alert setting

The items of the information on mirror are displayed when not using the Replicator/Replicator
DR as well.

<Mirror Disk>

(63) Auto Mirror Initial Construction : Auto Mirror Initial Construction

(64) Auto Mirror Recovery : Auto Mirror Recovery

(65) Mirror Disk Disconnection Retry Threshold : Mirror Disk Disconnection Retry Threshold

(66) Mirror Disk Disconnection Retry Interval : Mirror Disk Disconnection Retry Interval
(in seconds)

(67) Mirror Disk Disconnection Final Action : Mirror Disk Disconnection Final Action
<Disk>
(68) Shared Disk Disconnection Retry Threshold : Shared Disk Disconnection Retry Threshold

(69) Shared Disk Disconnection Retry Interval : Shared Disk Disconnection Retry Interval
(in seconds)

(70) Shared Disk Disconnection Final Action  : Shared Disk Disconnection Final Action
<Auto Recovery>

(71) Auto Return : Auto Recovery of Servers

<Power Saving>

(72) Use CPU Frequency Control : CPU frequency control
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Displaying only the configuration data of certain servers (--sv
option)
When you want to display only the cluster configuration data on a specified server, specify the
name of the server after the - - sv option in the c1pstat command. To see the details, specify

the - -detail option. When the server name is not specified, cluster configuration data of all
the servers is displayed.

Example of a command entry
# clpstat --sv serverl --detail

Example of the display after running the command:
—====================CLUSTER INFORMATION ==================

[Server0 : serverl] ->see (1)
Comment : serverl -> see (2)
Product : ExpressCluster X 3.1 for Windows ->see (3)
Internal Version : 11.10 ->see (4)
Install Path ______: C:\Program Files\EXPRESSCLUSTER ->see (5)
'Virtual Key : vSphere X
: . ->see (6)
‘Mirror Disk Connect IP Address : 10.0.0.1 . ->see (7)
Network warning light IP Address (Type) |
o _....:.10.0.0.10(dnl000S) ______________ \ ->see (8)
BMC Address : 10.0.0.11 ->see (9)
CPU Frequency Status :high -> see (10)

& Theitems in dotted frame are displayed when the - -detail option is used.

Explanation of each item

(1) [Servern:server_name] (nis index number of a server)

(2) Comment : Comment

(3) Product : Product

(4) Internal Version : Internal Version

(5) Install Path . Install Path

(6) Virtual Key : Virtual key name

(7) Mirror Disk Connect IP Address . IP address of mirror disk connection

(8) Network Warning Light IP Address

: Network warning light IP address
(9) BMC IP Address : BMC IP address
(10) CPU Frequency Status : CPU Frequency Status

Section | Detailed functions of ExpressCluster
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Displaying only the resource information of certain heartbeats
(- -hb option)

256

When you want to display only the cluster configuration data on a specified heartbeat resource,
specify the name of the heartbeat resource after the - -hb option in the c1lpstat command. If
you want to see the details, specify the - -detail option. When the heartbeat resource is not
specified, the cluster configuration data of all the heartbeat resources is displayed.

Example of a command entry (For a kernel-mode LAN heartbeat resource)
# clpstat --hb lankhbl --detail

Example of the display after running the command:
—===================CLUSTER INFORMATION ===================

[HBO : lanhbil] ->see (1)
Type : lankhb ->see (2)
Comment : LAN Heartbeat ->see (3)

| <SEerver.lt 1

| IP Address : 192.168.0.1 | -> see (4)

i <server2> |

E IP Address : 192.168.0.2 E

The items marked by the solid line are common to all heartbeat resources.
The lines below “Comment” are displayed when the - -detail option is used.
Explanation of items common to heartbeat resources

(1) [HB n: heartbeat_resource_name]
(n is the identification number of a heartbeat resource)

(2) Type : Heartbeat resource type
(3) Comment :Comment
Explanation of each item

(4) 1P Address : Interconnect address

Example of a command entry (For a BMC heartbeat resource)
# clpstat --hb bmchbl --detail

Example of the display after running the command:

z=====z=z=z=z=z========== (CLUSTER INFORMATION =======================
[HBO : IankhbI]

Type : lankhb
Comment : LAN Heartbeat
vy |-~~~ -~ -~ -~ -~ -~ -~ -~ - -~ -~ -~ - -~ - - - - - - °"°""°"""°"°"""T°""TTTTTTTTTT
. IP Address : 192.168.0.1 | see (1)
| <server2s :
i IP Address : 192.168.0.2 |
1 1
- T T T T T T T T ——— = bt

Explanation of each item
(1) IP Address : BMC IP address
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& Tips

By using the - - sv option and the

- -hb option together, you can see the information as follows.

Command Line # clpstat --sv --hb --detail
———————————=———===—== (CLUSTER INFORMATION ======—===—======

[Server0 : serverl]
Comment

Product

Version

Install Path

Mirror Disk Connect IP

serverl

ExpressCluster x 3.1 for Windows
11.10

C:\Program Files\EXPRESSCLUSTER
Address : 10.0.0.1

Network Warning Light IP Address (Type)

BMC IP Address :
CPU Frequency Status :
[HBO : lankhbil]
Type
Comment
IP Address
[HB1 : lanhb?2]
Type
Comment
IP Address
[Serverl : server2]
Comment
Product
Version
Install Path
Mirror Disk Connect

10.0.0.10
10.0.0.11
high

lankhb
LAN Heartbeat
192.168.0.1

lankhb
LAN Heartbeat
10.0.0.1

server?2

ExpressCluster x 3.1 for Windows

11.10

C:\Program Files\EXPRESSCLUSTER
IP Address : 10.0.0.2

Network Warning Light IP Address (Type)

BMC IP Address

CPU Frequency Status :

[HBO : lankhbil]
Type
Comment
IP Address
[HB1 : lankhb2]
Type
Comment
IP Address

10.0.0.10
10.0.0.12
high

lankhb
LAN Heartbeat
192.168.0.2

lankhb
LAN Heartbeat
10.0.0.2

Section | Detailed functions of ExpressCluster

257



Chapter 3 ExpressCluster command reference
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When you want to display only the cluster configuration data on a specified network partition
resolution resource, specify the name of the network partition resolution resource after the - -np
option in the c1lpstat command. If you want to see the details, specify the - -detail option.
If the network partition name is not specified, the cluster configuration data on all the network
partition resources is displayed.

Example of a command entry (For a DISK network partition resolution resource)
# clpstat --np disknpl --detail

Example of the display after running the command:
====================__CLUSTER INFORMATION =======================

[NPO : disknpl] ->see (1)
Type : disknp ->see (2)
Comment : disk resolution -> see (3)

T T<gerverls T T T TTTTTTTTTTTTTTTTTTTT N

i Volume Mount Point : H:\ | ->see (4)

' Disk I/O Wait Time : 80 . -> see (5)

' <server2a> i

! Volume Mount Point : H:\ \

! Disk I/O Wait Time : 80 :

o o I R L R L R L R e = — —

The items marked by the solid line are common to all network partition resolution resources.
The lines below “Comment” are displayed when the - -detail option is used.
Information common to all network partition resolution resources

(1) [NP n: network partition resolution resource name]
(n is the identification number of a network partition resolution resource)

(2) Type : Network partition resolution resource type
(3) Comment :Comment

Explanation of each items

(4) Volume Mount Point : Volume mount point

(5) Disk I/O Wait Time : Disk I/O wait time
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Example of a command entry (For a COM network partition resolution resource)
# clpstat --np comnpl --detail

Example of the display after running the command:

m—================== CLUSTER INFORMATION ==========—============
[NPO : comnpl]

Type : comnp

Comment : com resolution

<serverls>

Port Name : COM1 -> gee (1)
<server2>

Port Name : COM1

Explanation of each item
(1) Port Name : COM port name

Example of a command entry (For a PING network partition resolution resource)
# clpstat --np pingnpl --detail

Example of the display after running the command:

==================== CLUSTER INFORMATION =======================
[NPO : pingnpl]

Type : pingnp

Comment : ping resolution

<serverl>

IP Addresses : 10.0.0.254 -> see (1)
Ping Interval : 5 -> see (2)
Ping Timeout : 3 -> see (3)
Ping Retry Count : 3 -> see (4)
<server2>

IP Addresses : 10.0.0.254

Ping Interval : 5

Ping Timeout : 3

Ping Retry Count : 3

Explanation of each items

(1) IP Addresses :IP addresses of ping destination
(2) Ping Interval:Ping interval (in seconds)

(3) Ping Timeout :Ping time-out (in seconds)

(4) Ping Retry Count :Ping retry count

Example of a command entry (For a majority network partition resolution resource)
# clpstat --np majonpl --detail

Example of the display after running the command:
==================== CLUSTER INFORMATION =======================
[NPO : majonpl]
Type : majonp
Comment : majority resolution

Explanation of each item

There is no item specific to a majority network partition resolution resource.

Displaying only the configuration data of certain server groups
(--svg option)

Section | Detailed functions of ExpressCluster
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When you want to display only the cluster configuration data on a specified server group, specify
the name of the server group after the - - svg option in the c1pstat command. When a server
group name is not specified, the cluster configuration data on all the server groups is displayed.

Example of a command entry
# clpstat --svg servergroupl

Example of the display after running the command:
————================= CLUSTER INFORMATION =====================

[Server group 0 : servergroupl] ->see (1)
Server0 : serverl ->see (2)
Serverl : server2 ->see (2)
Server2 : server3 ->see (2)

Explanation of each item
(1) [ServerGroup n: server_group_name] (nis the identification number of a server group)

(2) Servern : n is the priority number in a server group
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Displaying only the configuration data of certain groups (--grp
option)

When you want to display only the cluster configuration data on a specified group, specify the
name of the group after the - -grp option in the c1pstat command. If you want to see the
details, specify the - -detail option. When the group name is not specified, the cluster
configuration data on all the groups is displayed.

Example of a command entry
# clpstat --grp --detail

Example of the display after running the command:
CLUSTER INFORMATION

[Group0 ManagementGroup] ->see (1)
Type cluster -> see (2)
Comment ->see (3)
Startup Attribute Auto Startup ->see (4)

Failover Exclusive Attribute
Failback Attribute
Failover Attribute

Servers that can run the Group:

[Groupl failoverl]

Type

Comment

Startup Attribute

Failover Exclusive Attribute
Failback Attribute

Failover Attribute

Servers that can run the Group:

[Group2 failover2]

Type

Comment

Startup Attribute

Failover Exclusive Attribute
Failback Attribute

Failover Attribute

Servers that can run the Group:

[Group3 virtualmachinell]

Type

Comment

Startup Attribute

Failover Exclusive Attribute
Failback Attribute

Failover Attribute

Servers that can run the Group:

Section | Detailed functions of ExpressCluster

Off ->see (5)

Manual Failback -> see (6)
Auto Failover ->see (7)
0 serverl -> see (8)

->see (1)
failover ->see (2)
failover groupl ->see (3)
Auto Startup ->see (4)

Off -> see (5)

Manual Failback -> see (6)
Manual Failover ->see (7)
0 serverl -> see (8)

1l server2

failover
failover group2
Auto Startup
Off

Auto Failback
Auto Failover

0 serxrverl

1 server2

virtualmachine

Auto Startup
Off

Auto Failback
Auto Failover
0 serverl

1 server2
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& The items below “Comment” are displayed when the - -detail option is used.
Explanation of each item

(1) [Groupn:group_name] (nis the identification number of a group)

(2) Type : Group type
(3) Comment : Comment
(4) Startup Attribute . Startup type

e Manual Startup
e Auto Startup

(5) Failover Exclusive Attribute . Startup exclusive attributes
¢ No Exclusion
¢ Normal
e Absolute

(6) Failback Attribute : Failback attribute

e Manual Failback

e Auto (The order of servers that can run the Group)

e Auto (Dynamic)

e Auto (Prioritized in the Server Group / Automatic among the Server Group)

e Auto (Prioritized in the Server Group / Manual among the Server Group)
(7) Failover Attribute : Failover attribute

e Manual Failover

e Auto Failover

(8) Servers that can run the Group  : Failover order

Servers that can run the Group are displayed in the failover policy sequence.
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Displaying only the configuration data of a certain group resource

(--rsc option)

When you want to display only the cluster configuration data on a specified group resource,

specify the group resource after the - -rsc option

in the clpstat command. If you want to see

the details, specify the - -detail option. When the group resource name is not specified, the
cluster configuration data on all the group resources is displayed.

Example of a command entry (For floating IP resource)

# clpstat --rsc fipl --detail

Example of the display after running the command:

CLUSTER INFORMATION

/[Resource0 fipl] >see (1) )
Type fip ->see (2)
Comment __________________:: 10.0.0.11 . -> see (3)

f Failover Target Server stable operation ser?é?>see@)
' Failover Threshold Number of Servers r>see@»
' Retry Count at Activation Failure: 5 -> see (6)
| Retry Interval at Activation Failure: 5 -> see (7)
i Final Action at Activation Failure:

. No Operation (Not activate next resource) -> see (8)
. Execute Script before Final Action: Off > see (9)
E Retry Count at Deactivation Failure 0 ?>see(ﬂn
' Retry Interval at Inactivation Failure: 5 ~> see (11)
! Final Action at Deactivation Failure: Stop the c;uster

' service and shut down OS +> see (12)
| Execute Script before Final Action: Off > see (13)

\_\_Depended Resources : ->see (14) /

IP Address 10.0.0.11 -> see (15)
" "Run ping i on -> see (16)
. Ping Timeout (msec) 1000 L> see (17)
.\ Ping Retry Count : 5 > see (18)
i Ping Retry Interval(sec) : 1 f>see(1%
' FIP Force Activation Off r>see(20)
' Send GARP Retry Threshold : 3 => see (21)
. Send GARP Retry Interval (seconds): 1 L> see (22)

___________________________________

The items marked by the solid line are common to all resources.

used.

Information common to all group resources
()
)
®)
(4)

Type

Comment

Failover Target Server

e The most prioritized server

e Stable operation server

(5) Failover Threshold
(6)
(7) Retry Interval at Activation Failure

Section | Detailed functions of ExpressCluster

Retry Count at Activation Failure :

The items marked by the dotted lines are displayed when the - -detail option is

[Resource n : group_resource_name] (n is the identification number of group resource)
: Group resource type
: Comment

: Failover target server

: Failover count

Activation retry count

. Activation retry interval (in seconds)
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(8) Final Action at Activation Failure : Final action at activation failures

No Operation (Activate next resource)

No Operation (Not activate next resource)
Stop Group

Stop cluster service

Stop the cluster service and shut down
Stop cluster service and reboot OS

Generate an Intentional Stop Error

(9) Execute Script before Final Action : Whether or not to execute script upon
activation failure

(10) Retry Count at Deactivation Failure : Deactivation retry count

(11) Retry Interval at Inactivation Failure : Deactivation retry interval (in seconds)

(12) Final Action at Deactivation Failure : Final action at inactivation failures

No Operation (Deactivate next resource)

No Operation (Not deactivate next resource)
Stop the cluster service and shut down

Stop cluster service and reboot OS

Generate an Intentional Stop Error

(13) Execute Script before Final Action : Whether or not to execute script upon

deactivation failure

(14) Dependent Resources : Dependent resources

Explanation of each item

(15) IP Address : Floating IP address

(16) Run ping : Run ping / Do not run ping

(17) Ping Timeout (msec) : Time-out of ping to confirm redundancy (in
milliseconds)

(18) Ping Retry Count : ping retry count

(19) Ping Retry Interval (sec) > ping retry interval (in seconds)

(20) Forced FIP Activation : Floating IP force activation

(21) Send GARP Retry Threshold : GARP send retry count at activation
(22) Send GARP Retry Interval (seconds) : GARP send retry interval at activation
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Example of a command entry (For virtual IP resource)
# clpstat --rsc vipl --detail

Example of the display after running the command:
—====================(CLUSTER INFORMATION ==================

/[Resource0 : vipl] I
Type : vip
_Comment _______________________ ;2100013
Failover Target Server : stable operation server
Failover Threshold : Number of Servers

1

1

1

| Retry Count at Activation Failure: 5
. Retry Interval at Activation Failure: 5 !

, Final Action at Activation Failure: No Operation (Not act}vate
X next resource) '

| Execute Script before Final Action: Off
! Retry Count at Deactivation Failure: 0
' Retry Interval at Inactivation Failure: 0 '

' Final Action at Deactivation Failure: Stop the cluster service
! and shut down 0S |

1 Execute Script before Final Actlon Off

\.. Dependent Resources : ;

IP Address : 10.0.1.11 see-> (1)
Subnet Mask ___: 255.255.255.0 see > (2)
" Run ping : Enable ]see->(3)
| ping Timeout (msec) : 1000 'see -> (4)
i\ Ping Retry Count : 5 'see -> (5)
E Ping Retry Interval (sec) : 1 . see -> (6)
'__VIP Force Activation ________ : Disable ____________ 1 see -> (7)
Destination IP Address : 192.168.0.255 see -> (8)
Source IP Address : 192.168.0.1 see -> (9)
Send interval : 30 see -> (10)
_Routing Protocol _  : RIPverl see -> (11)
" RIP Next Hop IP Address : | see > (12)
. RIP Metric : 3 1 see ->(13)
. RIP Port Number : 520 ' see -> (14)
| RIPng Metric : 1 ' see -> (15)
' RIPng Port Number : 521 . see -> (16)

_________________________________________________________

Explanation of each item

(1) IP Address : Virtual IP address

(2) Subnet Mask : Subnet mask of the virtual IP address

(3) Run ping : Run ping / Do not run ping

(4) Ping Timeout (msec) : Time-out of ping to confirm redundancy (in milliseconds)
(5) Ping Retry Count : Ping retry count

(6) Ping Retry Interval (sec) : Ping retry interval (in seconds)
(7) VIP Forced Activation  : Virtual IP forced activation
(8) Destination IP Address  : Destination IP address of RIP packets

(9) Source IP Address . IP address to bind for sending RIP packets

(10) Send interval : Send interval of RIP packets

(11) Routing Protocol : RIP version

(12) RIP Next Hop IP Address : The next hop address (address of the next router)
(13) RIP Metric : A metric value of RIP

Section | Detailed functions of ExpressCluster
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(14) RIP Port Number : The ports used for sending RIP
(15) RIPng Metric : A metric value of RIPng
(16) RIPng Port Number  : The ports used for sending RIPng

Example of a command entry (For virtual computer name resource)
# clpstat --rsc vcoml --detail
Example of the display after running the command:
===================== CLUSTER INFORMATION ==================

/'[Resourceo : vcoml] )
Type : vcom
Comment : vecomll

‘7" "Failover Target Server  : stable operation server \
Failover Threshold : Number of Servers

Retry Count at Activation Failure: 5

Retry interval at Activation Failure: 5

Final Action at Activation Failure: No Operation (Not activate

next resource)

Execute Script before Final Action: Off

Retry Count at Deactivation Failure: 0

Retry interval at Activation Failure: 5

Final Action at Deactivation Failure: Stop the cluster service
and shut down OS

Execute Script before Final Action: Off

N

\_ Dependent Resources : fipl
Virtual Computer Name : vcomll ->see (1)
Target FIP Resource Name : fipl -> see (2)

Explanation of each item
(1) Virtual Computer Name : Virtual computer name

(2) Target FIP Resource Name : bind target FIP resource name
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Example of a command entry (For disk resource)
# clpstat --rsc sdl --detail
Example of the display after running the command:
===================== CLUSTER INFORMATION ==================

/[Resource 0 : sdil] N
Type : sd
Comment : I:

‘" Failover Target Server : stable operation server =~ N
Failover Threshold : Number of Servers
Retry Count at Activation Failure: 0
Retry Interval at Activation Failure : 5

1
1
1
1
|
Final Action at Activation Failure: No Operation (Not activate
next resource) |
Execute Script before Final Action: Off |
Retry Count at Deactivation Failure: 0 |
Retry Interval at Inactivation Failure : 5 X
Final Action at Deactivation Failure: Stop the cluster service
and shutdown OS !
Execute Script before Final Action: Off !
\\ Dependent Resources : diskl, fipl !
Drive Letter : I: ->see (1)

N

Explanation of each item

(1) Drive Letter  : Mount point of the volume

Section | Detailed functions of ExpressCluster
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Example of a command entry (Mirror disk resource: when the Replicator is used)

# clpstat --rsc mdl --detail

Example of the display after running the command:

[Resource0 mdl]

Type : md
_____ _C_o_m_rue_r_lt_:___________________________I________________________________
- Failover Target Server : stable operation server N
| Failover Threshold : Number of Servers
| Retry Count at Activation Failure: 0
: Retry Interval at Activation Failure : 5
X Final Action at Activation Failure: No Operation (Not activatge
X next resource)
! Execute Script before Final Action: Off
! Retry Count at Deactivation Failure: 0
! Retry Interval at Inactivation Failure : 5
! Final Action at Deactivation Failure: Stop the cluster service
! and shut down OS !
' Execute Script before Final Actlon Off
&» Depended Resources : Z/

Mirror Disk No. . 1 ->see (1)
... Drive Letter _____ ____________ I -> see (2)
! Cluster Partition - Drive Letter: H: . ->see (3)
! Cluster Partition - Offset Index : 0 E -> see (4)
"""" Mirror Disk Connect =777 mdelT T 7T ->see (H)

_____________________________________________ mde2 ..

’ Initial mirror construction : Enable o ->see (6)
! Mode : Synchronous 1 ->see (7)
! Request Queue Maximum Size (KB): 2048 1 ->see (8)
| Mirror Connect Timeout (sec) : 20 L ->see (9)
| Asynchronous - History Files Store Folder: . ->see (10)
E Asynchronous - Kernel Queue Size (KB): 2048 E -> see (11)
! Asynchronous - Application Queue Size(KB): 2048 -> see (12)
! Asynchronous - Thread Timeout (sec): 30 1 ->see (13)
! Asynchronous - Max. Size of History File (MB) !
! Unlimited 1 ->see (14)
' Asynchronous - Upper Bound of Communication Band (KB/sec)
| Unlimited L ->see (15)
K Compress Data : No ;. ->see (16)
Explanation of each item
(1) Mirror Disk No. : Mirror disk number

(2) Drive Letter : Drive letter

(3) Cluster Partition - Drive letter  : Drive letter
(4) Cluster Partition - Offset Index : Offset index

(5) Mirror Disk Connect : Mirror disk connect name of the communication part for mirroring

(6) Execute the initial mirror construction : Execute the initial mirror construction/Do not

execute the initial mirror construction

(7) Mode : Synchronous/Asynchronous

(8) Request Queue Maximum Size(KB) : Maximum size of the request queue (KB)

(9) Mirror Connect Timeout(sec) : Mirror connect time-out (in seconds)

(10) Asynchronous - History Files Store Folder : History file storage folder
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(11) Asynchronous - Kernel Queue Size (KB): Kernel queue size (KB)

(12) Asynchronous - Application Queue Size(KB) : Application queue size (KB)
(13) Asynchronous - Thread Timeout(sec): Thread time-out (in seconds)

(14) Asynchronous — Max. Size of History File (MB): Size limitation of History File

(15) Asynchronous — Upper Bound of Communication Band(KB/sec) : Set the upper limit of
the communication band used by the mirror connect

(16) Compress Data :  Specify whether to compress the mirror data flowing through the mirror
disk connect

Example of a command entry (For print spooler resource)
# clpstat --rsc spooll --detail

Example of the display after running the command:

/'[Resourceo : spoolll] )
Type : spool

-Comment. ________________________ L ...
! Failover Target Server : stable operation server N
! Failover Threshold : Number of Servers

' Retry Count at Activation Failure: 0 '
. Retry Interval at Activation Failure : 5 |
. Final Action at Activation Failure: No Operation (Not activate,
X next resource) !
. Execute Script before Final Action: Off '
\ Retry Count at Deactivation Failure: 0 !
! Retry Interval at Inactivation Failure : 5 !
! Final Action at Deactivation Failure: Stop the cluster service!
! and shutdown OS !

' Execute Script before Final Action: Off !
\_'. Dependent Resources : mdl ')
Printer Name : NEC MultiImpact 700EX ->see (1)
Partition : I: -> see (2)
Spool Directory : \SPOOL1 ->see (3)

Explanation of each item

(1) Printer Name : Printer name
(2) Partition : Partition

(3) Spool directory  : Spool directory

Section | Detailed functions of ExpressCluster
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Example of a command entry (For a registry synchronization resource)
# clpstat --rsc regsyncl --detail
Example of the display after running the command:
===================== CLUSTER INFORMATION ==================

([Resource0 : regsyncl] )
Type : regsync
_Comment .
’ Failover Target Server : stable operation server )
Failover Threshold : Number of Servers
Retry Count at Activation Failure: 0
Retry Interval at Activation Failure : 5

1

1

1

1

|

i Final Action at Activation Failure: No Operation (Not activate
! next resource)

' Execute Script before Final Action: Off

' Retry Count at Deactivation Failure: 0

' Retry Interval at Inactivation Failure : 5

! Final Action at Deactivation Failure: Stop the cluster service
' and shutdown OS

E Execute Script before Final Action: Off

. Dependent Resources : fipl,vcoml,mdl ,
Registry Key : HKEY_LOCAL_MACHINEiSOFTWAREiA

->see (1)

\
1
I
I
1
1
1
1
1
1
I
I
1
1
1
1
1
1
I
I
1
1
1
1

Explanation of each item

(1) Registry Key . Registry key
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Example of a command entry (For application resource)

#

clpstat --rsc applil --detail

Example of the display after running the command:

—=======z=z=z=z=z========= CLUSTER INFORMATION ======—===========

/"~ [Resource0 : applil]
Type : appli
J-Comment ________________________ z_notepad _______________________ .
' Failover Target Server : stable operation server
i Failover Threshold : Number of Servers
. Retry Count at Activation Failure : 0
. Retry Interval at Activation Failure : 5
, Final Action at Activation Failure: No Operation (Not activa
! next resource)
! Execute Script before Final Action: Off
! Retry Count at Deactivation Failure: 0
' Retry Interval at Inactivation Failure : 5
' Final Action at Deactivation Failure: Stop the cluster servi
! and shutdown OS
1 Execute Script before Final Action: Off
\_‘. Depended Resources : fipl,vcom,mdl
_Resident Type : Resident -> see (1)
[__Target VCOM Resource Name : ___________ I >see(2)
_Start Path ________________: C:\WINDOWS\notepad.exe->see (3)
{ [Start]Type : Synchronous Y ->see (4)
I [Start]Timeout (sec) : 1800 E -> see (5)
E [Start] Current Directory 1 ->see (6)
' [Start]Option Parameter bo->see (7)
i [Start]Window Size : Hide . ->see (8)
. [Start]Domain : i ->see (9)
i [Start]Account : i->see(ﬂD
E [Start]Allow to Interact w1th Desktop: Off ' ->see (11)
' [Start]Execute from the Command Prompt: Off ,->see (12)
" [Start]Normal Return value: 77 -> see (13)
Stop Path : -> see (14)

/" [Stop 1Type : Synchronous " -> see (15)
. [Stop ]1Timeout (sec) : 1800 ' -> see (16)
E [Stop ]Current Directory ' ->see (17)
' [Stop ]Option Parameter . ->see (18)
' [Stop ]Window Size : Hide i -> see (19)
\ [Stop ]Domain : E->see(20)
i [Stop ]Account 1 ->see (21)
i [Stop ]Allow to Interact w1th Desktop: Off ' -> see (22)
E [Stop ]1Execute from the Command Prompt: Off 1 ->see (23)
‘._[Stop _1Normal Return _Value: _______________________ /> see (24)

Explanation of each item

(1) Resident Type : Resident/Non-Resident

(2) Target VCOM Resource Name : Virtual computer name resource of target

(3) Start Path : Application path at start

(4) [Start] Type : Synchronous/Asynchronous at start

(5) [Start] Timeout (sec) :Time-out period at start (in seconds)

(6) [Start] Current Directory : Execution directory at start

(7) [Start] Option Parameter : Option parameter at start

(8) [Start] Window Size :Window size at start
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(9) [Start] Domain :Domain at start
(10) [Start] Account :Account at start

(11) [Start] Allow to Interact with Desktop :Allow to interact with desktop at start/Do not
allow to interact with desktop at start

(12) [Start] Execute from the Command Prompt :Execute from the command prompt at start/Do
not Execute from the command prompt at start

(13) [Start]Normal Return Value : The return value from the execution file of the start path
when it normally ended

(14) Stop Path . Application path at stop

(15) [Stop JType : Synchronous/Asynchronous at stop

(16) [Stop ]Timeout(sec) : Time-out period at stop (in seconds)

(17) [Stop ]Current Directory : Execution directory at stop

(18) [Stop ]Option Parameter : Option parameter at stop

(19) [Stop JWindow Size : Window size at stop

(20) [Stop ]Domain : Domain at stop

(21) [Stop JAccount : Account at stop

(22) [Stop JAllow to Interact with Desktop  : Allow to interact with desktop at stop/Do not
allow to interact with desktop at stop

(23) [Stop ]Execute from the Command Prompt : Execute from the command prompt at stop/Do
not execute from the command prompt at stop

(24) [Stop ]Normal Return Value : The return value from the execution file of the
stop path when it normally ended
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Example of a command entry (For script resource)
# clpstat --rsc scriptl --detail
Example of the display after running the command:
===z==—=—c—=—c—===—== CLUSTER INFORMATION ======c==——==c=c—==

/fResourceO : scriptl] h
Type : script
—Comment ________________________: script_ resourcel _____________ .
! Failover Target Server : stable operation server )
! Failover Threshold : Number of Servers !
1 Retry Count at Activation Failure: 0 !
i Retry Interval at Activation Failure : 5 !
. Final Action at Activation Failure: No Operation (Not activate
| next resource) |
. Execute Script before Final Action: Off \
i Retry Count at Deactivation Failure: 0 |
! Retry Interval at Inactivation Failure : 5 :
' Final Action at Deactivation Failure: Stop the cluster service
! and shut down OS
' Execute Script before Final Action: Off !
\\. Depended Resources : fipl,vcom,mdl L/
| _Target VCOM_Resource Name_ __: ______________________ i ->see (1)
Start Path : start.bat -> see (2)
r [Start] Type : Synchronous ' ->see (3)
' [Start]Timeout (seconds) : 1800 | ->see (4)
\__[Start]Allow to Interact with Desktop: Disable . ->see(5)
[Start]Normal Return Value : -> see (6)
_Stop Path ;_stop.bat -> see (7)
' [Stop ]1Type : Synchronous | > see (8)
. [Stop ]Timeout (seconds) : 1800 E->see(m
L [Stop ]1Allow to Interact with Desktop:Disable 1 ->see (10)
" [Stop 1Normal Return Value : ->see (11)
Explanation of each item
(1) Target VCOM Resource Name : Target VCOM resource name
(2) Start Path : Path of start script
(3) [Start] Type :Synchronous/Asynchronous of start script path
(4) [Start] Timeout (sec) :Time-out period of start script (in seconds)

(5) [Start] Allow to Interact with Desktop  :Allow to interact with desktop at start / Do not
allow to interact with desktop at start

(6) [Start]Normal Return Value : Configure what error code from the script is normal
(7) Stop Path : Path of stop script

(8) [Stop]Type : Synchronous/Asynchronous of stop script

(9) [Stop]Timeout (sec) : Time-out period (in seconds) of stop script

(10) [Stop JAllow to Interact with Desktop  : Allow to interact with desktop at stop /Do not
allow to interact with desktop at stop

(11) [Stop IJNormal Return Value : Configure what error code from the script is
normal
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Example of a command entry (For service resource)
# clpstat --rsc servicel --detail

Example of the display after running the command:
=====================_ CLUSTER INFORMATION ==================

4 [Resourcel : servicel] )
Type : service
Comment _ _ _______________________ Telnet __ ___ _ __________________
" Failover Target Server : stable operation server \
| Failover Threshold : Number of Servers !
| Retry Count at Activation Failure : 0 !
. Retry Interval at Activation Failure : 5 !
\ Final Action at Activation Failure: No Operation (Not activgte
' next resource) '
! Execute Script before Final Action: Off |
' Retry Count at Deactivation Failure: 0 |
' Retry Interval at Inactivation Failure : 5 |
! Final Action at Deactivation Failure: Stop the cluster service
! and shut down 0OS '
i Execute Script before Final Action: Off '
\_ \ Dependent Resources : fipl,vcom,mdl S
Service Name : Telnet ->see (1)
__Start Parameters i _______________________ -> see (2)
i Do not assume it as an error when the service is already'started
. Disable 1 ->see (3)
. Target VCOM Resource Name : ' ->see (4)
E [Start] Type : Synchronous . ->see (5)
' [Start] Timeout (sec) : 1800 E -> see (6)
' [Stop] Type : Synchronous 1 ->see (7)
., [Stop] Timeout (sec) : 1800 1 ->see (8)

Explanation of each item
(1) Service Name : Service name/Service display name
(2) Start Parameter ;: Parameter to give when service starts

(3) Do not assume it as an error when the service is already started : Behaviors when service
has been already started

(4) Target VCOM Resource Name : Target VCOM resource name
(5) [Start] Type :Synchronous/Asynchronous when service starts
(6) [Start] Timeout (sec) :Time-out period (in seconds) when service starts
(7) [Stop] Type :Synchronous/Asynchronous when service stops
(8) [Stop ] Timeout(sec) :Time-out period (in seconds) when service stops
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Example of a command entry (For cifs resource)
# clpstat --rsc cifsl --detail

Example of the display after running the command:
——=—=================_ CLUSTER INFORMATION =======—===—========

4 [Resource0 : cifsl] )
Type : cifs
Comment i ___
Failover Target Server : stable operation server \
Failover Threshold : Number of Servers !
Retry Count at Activation Failure : 0 !
Retry Interval at Activation Failure : 5 !

1

]

|

I

]

1

|

]

! next resource)
! Execute Script before Final Action: Off

! Retry Count at Deactivation Failure: 0

' Retry Interval at Inactivation Failure : 5

]
|
I
]
1
1

and shut down OS '
Execute Script before Final Action: Off '

\__ . Dependent Resources : sd,md, hd L
Share Name : ->see (1)
_Bath i >see (2)
! Comment : ->see (3) |
. User Limit : Maximum Allowed -> see (4) E
| Client-side Cache : Off ->see (5) !
i CSC Method : Automatic Caching ->see (6) !
" Drive Administration ~: On T TN >see (7)
Drive : M: -> see (8)
Config File Path : M:\share clp.conf ->see (9)
Eror Check : On -> see (10)

Explanation of each item

(1) Share Name : Name of the shared folder publicized by CIFS resource

(2) Path : Path to the shared folder publicized by CIFS resource

(3) Comment : CIFS resource comment

(4) User Limit : Maximum number of users that can simultaneously connect to the

shared folder publicized by CIFS resource
(5) Client-side Cache : Whether or not to cache of the shared folder publicized by CIFS

resource
(6) CSC Method : Cache method of the shared folder publicized in CIFS resource
(7) Drive Administration : Execute auto-saving of shared configuration

(8) Drive : Target drive to execute auto-saving of shared configuration

(9) Config File Path : File path to save share configuration

(10) Eror Check :On
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Example of a command entry (For nas resource)
# clpstat --rsc nasl --detail

Example of the display after running the command:
=====================_ CLUSTER INFORMATION ==================

/~  [Resource0 : nasl] N\
Type : nas
Comment i __________

’ Failover Target Server stable operation server \
Failover Threshold : Number of Servers !
Retry Count at Activation Failure : 0 '
Retry Interval at Activation Failure : 5 E

1

1

1

1

|

' Final Action at Activation Failure: No Operation (Not activate
! next resource)
' Execute Script before Final Action: Off

' Retry Count at Deactivation Failure: 0

i Retry Interval at Inactivation Failure : 5

E Final Actionat DeactivationFailure: NoOperation (Not deactivdte
1
1
1
1

next resource) !
Execute Script before Final Action: Off

\_ \ Dependent Resources : fip,vip ),
Drive : N: ->see (1)
__Network Resource _________: . \\file server\nasl __ ->see(2)
! User Name : file server\userl i ->see (3)
, Disconnect Retry Threshold : 3 E->see@0
. Disconnect Retry Interval (seconds): 5 v ->see (5)

Explanation of each item

(1) Drive : Drive letters for network drive mounted by NAS resource
(2) Network Resource : Shared folders mounted by NAS resource

(3) User Name : Account user name to mount shared folders in NAS resource
(4) Disconnect Retry Threshold : The number of retires to be performed when

unmounting fails

(5) Disconnect Retry Interval (seconds) : Interval between retires that are performed when
unmounting fails
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Example of a command entry (For hybrid disk resource)
# clpstat --rsc hdl --detail

Example of the display after running the command:
——=—=================_ CLUSTER INFORMATION =======—===—========

4 [ResourceO : hdl] )
Type : hd
Comment . _ i
/ Failover Target Server : stable operation server \
i Failover Threshold : Number of Servers !
. Retry Count at Activation Failure : 0 !
. Retry Interval at Activation Failure : 5 !
, Final Action at Activation Failure: No Operation (Not activqte
! next resource) [
! Execute Script before Final Action: Off |
' Retry Count at Deactivation Failure: 0 |
' Retry Interval at Inactivation Failure : 5 |
! Final Action at Deactivation Failure: Stop the cluster service
! and shut down 0OS '
1 Execute Script before Final Action: Off '
\_ \ Dependent Resources : )
Mirror Disk No. : 2 ->see (1)
R Drive Letter . ________________ I -> see (2)
! Cluster Partition - Drive Letter: H i ->see (3)
: Cluster Partition - Offset Index 0 1 ->see (4)
______ Mirror Disk Connect =~~~ 777 i mdel T ->see(5)
i somde2 .
! Initial mirror construction : Enable v ->see (6)
\ Mode : Synchronous bo->see (7)
| Request Queue Maximum Size (KB): 2048 ' ->see (8)
E Mirror Connect Timeout (sec) : 20 . ->see (9)
: Asynchronous - History Files Store Folder: E -> see (10)
! Asynchronous - Kernel Queue Size (KB): 2048 1 ->see (11)
! Asynchronous - Application Queue Size (KB): 2048 ' ->see(12)
| Asynchronous - Thread Timeout (sec): 30 1 ->see (13)
| Asynchronous - Max. Size of History File (MB) !
| Unlimited . ->see (14)
: Asynchronous - Upper Bound of Communication Band (KB/sec)
E Unlimited . ->see (15)
% Compress Data : No 1 ->see (16)

Explanation of each item

M
@
©)
(4)
®)
(6)

Y]
®)
©)

Mirror Disk No. : Mirror disk number
Drive Letter : Drive letter
Cluster Partition - Drive letter : Drive letter

Cluster Partition - Offset Index : Offset index
Mirror Disk Connect : Mirror disk connect name of the communication part for mirroring

Execute the initial mirror construction : Execute the initial mirror construction/Do not

execute the initial mirror construction

Mode : Synchronous/Asynchronous
Request Queue Maximum Size(KB) : Maximum size of the request queue (KB)

Mirror Connect Timeout(sec) : Mirror connect time-out (in seconds)

(10) Asynchronous - History Files Store Folder : History file storage folder
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(11) Asynchronous - Kernel Queue Size (KB): Kernel queue size (KB)

(12) Asynchronous - Application Queue Size(KB) : Application queue size (KB)
(13) Asynchronous - Thread Timeout(sec): Thread time-out (in seconds)

(14) Asynchronous — Max. Size of History File (MB): Size limitation of History File

(15) Asynchronous — Upper Bound of Communication Band(KB/sec) :  Set the upper limit of
the communication band used by the mirror connect

(16) Compress Data :  Specify whether to compress the mirror data flowing through the mirror
disk connect
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Example of a command entry (For virtual machine resource)
# clpstat --rsc vml --detail

Example of the display after running the command:
===================== CLUSTER INFORMATION ==================

/~  [Resource0 : vml] N\
Type : vm

_Comment o ________

’ Failover Target Server : stable operation server ™
Failover Threshold : Number of Servers !
Retry Count at Activation Failure : 5 !
Retry Interval at Activation Failure : 5 !

Q
bt
()

Final Action at Activation Failure: No Operation (Not activ
next resource)

Execute Script before Final Action: Off

Retry Count at Deactivation Failure: 0

Retry Interval at Inactivation Failure : 5

Final Action at Deactivation Failure: Stop the cluster service
and shut down 0OS X
Execute Script before Final Action: Off !
\__\ Dependent Resources : )
VM Type : Hyper-V ->see (1)
VM Name : vm ->see (2)
" VM Config File Path : X:\vmo T ->see (3)
! Timeout Of Request (seconds): 180 1 ->see (4)
. Timeout Of Start (seconds): 0 ' ->see (5)
i Timeout Of Stop (seconds): 60 ! ->see (6)
Explanation of each item
(1) VM Type : The virtualization infrastructure in which the virtual machine is set
up.
(2) VM Name : The virtual machine name displayed in the Hyper-V Manager.

(3) VM Config File Path : The path of the virtual machine configuration file.

(4) Timeout Of Request (seconds) : The wait time to wait for completion of a request such as
to start or stop a virtual machine.

(5) Timeout Of Start (seconds) : The wait time to wait for the startup completion of the
guest OS on the virtual machine and the application after the request to the virtual machine
to start up completes and the status of the virtual machine becomes running at the resource
activation.

(6) Timeout Of Stop (seconds) : The wait time for the shutdown of the guest OS on the
virtual machine at the resource deactivation.
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& Tips

By using the - -grp option and the - - rsc option together, you can display the information as
follows.

Command Line # clpstat --grp --rsc
CLUSTER INFORMATION

[GroupO ManagementGroup]
Comment
[Resource0 ManagementIP]
Type fip
Comment
IP Address 10.0.0.10
[Groupl failoverl]
Comment failover groupl
[Resource0 fipll
Type fip
Comment 10.0.0.11
IP Address 10.0.0.11
[Resourcel mdl]
Type md
Comment I:
Mirror Disk No. 1
Drive Letter I:
[Resource2 scriptl]
Type script
Comment script resourcel
Start Path start.bat
Stop Path stop.bat
[Group2 failover2]
Comment failover group2
[Resource0 fip2]
Type fip
Comment 10.0.0.12
IP Address 10.0.0.12
[Resourcel md2]
Type md
Comment J:
Mirror Disk No. 2
Drive Letter J:
[Resource?2 script2]
Type script
Comment script resource?2
Start Path start.bat
Stop Path stop.bat
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Displaying only the data of a certain monitor resource (--mon
option)
When you want to display only the cluster configuration data on a specified monitor resource,
specify the name of the monitor resource after the - -mon option in the c1lpstat command. If

you want to see the details, specify - -detail option. When a monitor resource name is not
specified, the configuration data of all the monitor resources is displayed.

Example of a command entry (For floating IP monitor resource)
# clpstat --mon fipwl --detail

Example of the display after running the command:
—====================CLUSTER INFORMATION ==================

/TMonitorO : fipwl] A\\ ->see (1)
Type : fipw ->see (2)
Comment : fip1l -> see (3)

sMonitor Timing : Active T | ->see (4)

! Target Resource : fipl 1| ->see (5)

. Interval : 60 1| ->see (6)

i Timeout : 60 E -> see (7)

i Retry Count : 1 'l ->see (8)

' Final Action : No Operation ' ->see (9)

! Execute Script before Reactivation: Off | ->see (10)
. Execute Script before Failover: Off | ->see (11)
. Execute Script before Final Action: Off E -> see (12)
E Recovery Target : failoverl ' | ->see (13)

' Recovery Target Type : Group 1| ->see (14)

' Recovery Script Threshold : 0 . | ->see (15)

! Reactivation Threshold : 3 i | -> see (16)

, Failover Target Server : Stable operation server

| 1| ->see (17)

| Failover Threshold : Number of Serversi -> see (18)

E Wait Time to Start Monitoring : 0 ' | ->see (19)

' Collect Dump at Timeout Occurrence: Off | ->see (20)

! Run Migration Before Run Failover: Off i | ->see (21)

\\}pummy Failure Possiblity : Possible Q;/->see(23
Monitor NIC Link Up/Down : Enable -> see (23)

& The items marked by the solid line are common to all resources.
& The items marked by the dotted line are displayed when the - -detail option is used.
Explanation of items common to all monitor resources

(1) [MONITOR n: monitor_resource_name] (n is the identification number of the group)

(2) Type : Monitor resource type
(3) Comment : Comment
(4) Monitor Timing : Timing to start monitoring
e Always
e Active
(5) Target Resource : Monitor target resource
(6) Interval : Monitor interval
(7) Timeout : Monitor time-out (in seconds)
(8) Retry Count : Monitor retry count
(9) Final Action : Action taken when the retry count exceeds
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No Operation

Stop Group

Stop the cluster service

Stop the cluster service and shutdown OS
Stop cluster service and reboot OS
Generate an Intentional Stop Error

(10) Execute Script before Reactivation : Whether or not to execute script before reactivation
(11) Execute Script before Failover : Whether or not to execute script before failover

(12) Execute Script before Final Action : Whether or not to execute script before final action

(13) Recovery Target : Target to be recovered when an error is detected

(14) Recovery Target Type : Type of a target to be recovered when an error is detected
Group
Resource
Itself

(15) Recovery Script Threshold  : Recovery script execution count
(16) Reactivation Threshold : Restart count
(17) Failover Target Server : Failover target server
e The most prioritized server
e Stable operation server
(18) Failover Threshold : Failover count
(19) Wait Time to Start Monitoring: Time to wait for the start of monitoring
(20) Collect Dump at Timeout Occurrence: Whether or not to collect dump at timeout occurrence
(21) Run Migration Before Run Failover: Whether or not to run migration before run failover

(22) Dummy Failure Possibility: Enable dummy failure or not

Explanation of each item

(23) Monitor NIC Link Up/Down : Monitor NIC Link Up/Down/Do not monitor NIC Link
Up/Down
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Example of a command entry (For virtual IP monitor resource)
# clpstat --mon vipwl --detail
Example of the display after running the command:

—==================== CLUSTER INFORMATION ==================

/TMonitor0 : vipwl]

1
1
1
1
1
1
1
:
1
. Execute Script before Reactlvatlon Off

| Execute Script before Failover: Off

| Execute Script before Final Actlon Off

! Recovery Target : failoverl
:

1

1

1

1

1

1

1

1

1

1

1

1

1

Wait Time to Start Monitoring : 0
Collect Dump at Timeout Occurrence: Off
Run Migration Before Run Failover: Off
\;>Dummy Failure Possiblity : Possible

Type : vipw

Comment _________________________:vipl __________
Monitor Timing : Active

Target Resource : vipl

Interval : 60

Timeout : 60

Retry Count 1

Final Action No Operation

Recovery Target Type : Group

Recovery Script Threshold : 0

Reactivation Threshold : 3

Failover Target Server : stable operation ¥
Failover Threshold : Number of Servers

erver

Explanation of each item

There is no item specific to virtual IP monitor resource.
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Example of a command entry (For virtual computer name monitor resource)
# clpstat --mon vcomwl --detail

Example of the display after running the command:
=====================  CLUSTER INFORMATION ==================

Monitor0 : vcomwl] \\
Type : vecomw

Comment : vcoml
;Monitor Timing ~~~ T T T Active T T TTTTTTTTOT S
Target Resource : vcoml

Interval : 60

Timeout : 60

Retry Count 1

Final Action : Stop the cluster service and shu

Execute Script before Reactivation: Off
Execute Script before Failover: Off
Execute Script before Final Action: Off

Recovery Target : cluster

Recovery Target Type : Itself

Recovery Script Threshold : 0

Reactivation Threshold : 0

Failover Target Server : stable operation server
Failover Threshold : 0

Wait Time to Start Monitoring : 0
Collect Dump at Timeout Occurrence: Off
Run Migration Before Run Failover: Off

1

t

down OS X
1

1

1

Explanation of each item

There is no item specific to virtual computer name monitor resource.
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Example of a command entry (For disk TUR monitor resource)
# clpstat --mon sdwl --detail

Example of the display after running the command:

Monitor0 sdwl]
Type : sdw
Comment
onitor Timing ~~ T T T T Always ~~ TR AN
Target Resource :
Interval : 60
Timeout : 300
Retry Count : 0
Final Action No Operation

1
1
1
]
1
1
1
|
Execute Script before Reactlvatlon Off |
Execute Script before Failover: Off |
Execute Script before Final ACthD Of f |
Recovery Target : failoverl |
1
1
]
1
1
1
1
1
1
1
]
1
1
1
1
1

Recovery Target Type : Group

Recovery Script Threshold : 0

Reactivation Threshold : 0

Failover Target Server : stable operation server
Failover Threshold : Number of Servers

Wait Time to Start Monitoring : 0

Collect Dump at Timeout Occurrence: Off

Run Migration Before Run Failover: Off

\\Dummy Failure Possiblity : Possible ;/
Disk Resource : sdl ->see (1)

l
1
I
I
1
1
1
1
1
1
I
I
1
1
1
1
1
1
I
I
1
1
1
1
1
1
I
I
1
1
1
1

Explanation of each item

(1) Disk Resource : Target disk resource name
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Example of a command entry (For disk RW monitor resource)
# clpstat --mon diskwl --detail

Example of the display after running the command:
===================== CLUSTER INFORMATION ==================

Meniterd disdewd]

(" Type . diskw I
Comment _ _ __ _
‘Monitor Timing : Always N

Target Resource :

Interval : 30

Timeout : 300

Retry Count : 0

Final Action No Operation

1
1
1
1
1
I
I
|
1
Execute Script before Reactivation: Off !
Execute Script before Failover: Off !
Execute Script before Final Actlon Off !
1
1
1
1
1
I
I
]
1

Recovery Target : failoverl

Recovery Target Type : Group

Recovery Script Threshold : 0

Reactivation Threshold : 0

Failover Target Server : stable operation server
Failover Threshold : Number of Servers

Wait Time to Start Monitoring : O
Collect Dump at Timeout Occurrence: Off
Run Migration Before Run Failover: Off

\\VDummy Failure Possiblity : Possible )/
_File Name . ______  Cila.txt -> see (1)
I/0 Size (byte) : 2000000 \ ->see (2)
Action on Stall : STOP Error i ->see (3)

]

|

I

| Action When Diskfull is Detected

' Execute Recovery:Action
]

________________________________________________________ ;> see (4)
Use Write Through Method : Disabled -> see (5)
Explanation of each item
(1) File Name : File name
(2) 1/0 size (byte) : /O size (in bytes)
(3) Action on Stall . Actions taken when an stall is detected
(4) Action When Diskfull is Detected : Action when disk full is detected
(5) Use Write Through Method : Enable/disable use of the Write Through method
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Example of a command entry (For mirror disk monitor resource)
# clpstat --mon mdwl --detail

Example of the display after running the command:
——=—==================__ CLUSTER INFORMATION ======—==—==========

Aﬂonitoro : mdwl] \\
Type : mdw
Comment - - - oo PANNREREREE .
Monitor Timing : Always )
Target Resource :
Interval : 30
Timeout : 999
Retry Count : 0

1
1
1
1
1
1
|
Final Action : No Operation |
Execute Script before Reactivation: Off |
Execute Script before Failover: Off |
Execute script Before Final Action: Off |
1
1
1
1
1
1
|
1

Recovery Target : mdl

Recovery Target Type : Resource

Recovery Script Threshold : 0

Reactivation Threshold : 0

Failover Target Server : stable operation server
Failover Threshold : Number of Servers

Wait Time to Start Monitoring : 0
Collect Dump at Timeout Occurrence: Off
' Run Migration Before Run Failover: Off
\;Dummy Failure Posgiblity : Pogsible ,é/
Mirror Disk Resource Name : mdl ->see (1)

Explanation of each item

(1) Mirror Disk Resource Name : Target mirror disk resource name
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Example of a command entry (For mirror connect monitor resource)
# clpstat --mon mdnwl --detail

Example of the display after running the command:
===================== CLUSTER INFORMATION ==================

/TMonitor0 : mdnwl] N\

Type : mdnw

Comment
/Monitor Timing 77T Always T .
Target Resource :

Interval : 60

Timeout : 10

Retry Count : 0

Final Action No Operation

Execute Script before Reactlvatlon Off
Execute Script before Failover: Off
Execute Script before Final Actlon Off

Recovery Target : mdl

Recovery Target Type : Resource

Recovery Script Threshold : 0

Reactivation Threshold : 0

Failover Target Server : stable operation servern
Failover Threshold : 0

Wait Time to Start Monitoring : O

Collect Dump at Timeout Occurrence: Off
' Run Migration Before Run Failover: Off
\Q\Dummy Failure Possiblity : Possible L/
Mirror Disk Resource Name : mdl -> see (1)

Explanation of each item

(1) Mirror Disk Resource Name : Target mirror disk resource name
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Example of a command entry (For print spooler monitor resource)
# clpstat --mon spoolwl --detail

Example of the display after running the command:
—====================(CLUSTER INFORMATION ==================

AMonitor0 : spoolwl] N\
Type : spoolw
Comment __________________________ L_spooll __________________
‘Monitor Timing : Active N\
Target Resource : spooll
Interval : 60
Timeout : 60
Retry Count 1
Final Action No Operation

1
1
1
1
1
1
|
:
1
Execute Script before Reactlvatlon Off !
Execute Script before Failover: Off !
Execute Script before Final Actlon Off !
Recovery Target : failoverl !
1
1
1
1
|
I
1
1
1
1
1
1
|
1
1

Recovery Target Type : Group

Recovery Script Threshold : 0

Reactivation Threshold : 3

Failover Target Server : stable operation server
Failover Threshold : Number of Servers

Wait Time to Start Monitoring : 0

Collect Dump at Timeout Occurrence: Off

Run Migration Before Run Failover: Off

\\Dummy Failure Possiblity : Possible ,;/

Explanation of each item

There is no item specific to print spooler monitor resources.
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Example of a command entry (For registry synchronization monitor resource)
# clpstat --mon regsyncwl --detail

Example of the display after running the command:
===================== CLUSTER INFORMATION ==================

ﬁﬂonltoro : regsyncwl] \\
Type : regsyncw
Comment : regsyncl
/Monitor Timing 7T 7T T Active T T TTTTTTT .
Target Resource : regsyncl
Interval : 60
Timeout : 60
Retry Count 1
Final Action No Operation

Execute Script before Failover: Off

\
1
|
|
1
1
1
|
1
Execute Script before Reactlvatlon Off |
1
1
Execute Script before Final Actlon Off X
|
|
|
1
1
1
1

Recovery Target : failoverl

Recovery Target Type : Group

Recovery Script Threshold : 0

Reactivation Threshold : 3

Failover Target Server : stable operation serven
Failover Threshold : Number of Servers

Collect Dump at Timeout Occurrence: Off
Run Migration Before Run Failover: Off
\\Dummy Failure Possiblity : Possible /i/

1
I
I
1
1
1
1
1
1
I
I
1
1
1
1
1
1
I
I
1
1
1
1
1
1
I
I
1
1
1
1
1

1
I
Wait Time to Start Monitoring : 0 i
1
1
1

Explanation of each item

There is no item specific to registry synchronous monitor resources.

ExpressCluster X 3.1 for Windows Reference Guide
290



Common entry examples

Example of a command entry (For application monitor resource)
# clpstat --mon appliwl --detail

Example of the display after running the command:
—==================== (CLUSTER INFORMATION ==================

ﬁﬂonltoro : appliwl] ‘\
Type : appliw
Comment : applil
/Monitor Timing T TTTTT7T ¢ Active T .
Target Resource : applil
Interval : 60
Timeout : 60
Retry Count 1
Final Action No Operation

Execute Script before Failover: Off

\
]
1
1
1
1
1
:
]
Execute Script before Reactlvatlon Off |
1
1
Execute Script before Final Actlon Off X
1
]
1
1
1
1
1
1

Recovery Target : failoverl

Recovery Target Type : Group

Recovery Script Threshold : 0

Reactivation Threshold : 3

Failover Target Server : stable operation servern
Failover Threshold : Number of Servers

1
1
Wait Time to Start Monitoring : 0 |
Collect Dump at Timeout Occurrence: Off |
' Run Migration Before Run Failover: Off |
ummy Failure Possiblity : Possible /L/

Explanation of each item

There is no item specific to application monitor resources.
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Example of a command entry (For service monitor resource)
# clpstat --mon servicewl --detail

Example of the display after running the command:
===================== CLUSTER INFORMATION ==================

ﬁMonltorO : servicewl] \\
Type : servicew
Comment _________________________:z_servicel _______________
‘Monitor Timing : Active \
Target Resource : servicel
Interval : 60
Timeout : 60
Retry Count 1
Final Action No Operation

1
1
1
1
1
]
|
|
1
Execute Script before Reactlvatlon Off X
Execute Script before Failover: Off '
Execute Script before Final Actlon Off !
Recovery Target : failoverl !
1
1
1
]
|
1
1
1
1
1
1
]
|
1

Recovery Target Type : Group

Recovery Script Threshold : 0

Reactivation Threshold : 3

Failover Target Server : stable operation server
Failover Threshold : Number of Servers

Wait Time to Start Monitoring : O
Collect Dump at Timeout Occurrence: Off

Run Migration Before Run Failover: Off .
\\Dummv Failure Possiblity : Possible ./

Explanation of each item

There is no item specific to service monitor resources.
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Example of a command entry (For IP monitor resource)
# clpstat --mon ipwl --detail

Example of the display after running the command:
—====================(CLUSTER INFORMATION ==================

AMonitor0 : ipwl] N\
Type : ipw
Comment :

/MonlEbi"Tlmlﬁg ______________ T Always T \,

. Target Resource : !

. Interval : 60 !

. Timeout : 60 '

| Retry Count : 1 |

' Final Action No Operation |

' Execute Script before Reactlvatlon Off |

: Execute Script before Failover: Off X

' Execute Script before Final Actlon Off X

: Recovery Target : failoverl !

! Recovery Target Type : Group '

1 Recovery Script Threshold : 0 !

. Reactivation Threshold : 3 !

\ Failover Target Server : stable operation serven

i Failover Threshold : Number of Servers ]

} Wait Time to Start Monitoring : 0 |

! Collect Dump at Timeout Occurrence: Off |
Run Migration Before Run Failover: Off X

\“Dummv Failure Possiblity : Possible 4/
IP Addresses : 10.0.0.254 -> see (1)

10.0.0.253

Ping Timeout (msec) : 1000 -> see (2)

Explanation of each item
(1) IP Addresses : Monitor Target IP Addresses

(2) Ping Timeout (msec) : ping time-out time (in milliseconds)
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Example of a command entry (For NIC Link Up/Down monitor resource)
# clpstat --mon miiwl --detail

Example of the display after running the command:
===================== CLUSTER INFORMATION ==================

/TMonltorO : miiwl] \\
Type : miiw
Comment

’/Monlﬁéirﬁﬁmlﬁé ______________ T Always T 5
i Target Resource : !
i Interval : 60 !
i Timeout : 60 .
! Retry Count : 1 |
1 Final Action No Operation

! Execute Script before Reactlvatlon Off |
' Execute Script before Failover: Off |
' Execute Script before Final Actlon Off X
' Recovery Target : cluster '
' Recovery Target Type : Itself !
1 Recovery Script Threshold : 0 !
i Reactivation Threshold : 0 !
. Failover Target Server : stable operation servern
. Failover Threshold : 0 '
! Wait Time to Start Monitoring : 0 |
| Collect Dump at Timeout Occurrence: Off |
' Run Migration Before Run Failover: Off |

K Dummy. Failure Possiblity ______ :_Possible _______________ /

Explanation of each item

There is no item specific to NIC Link Up/down monitor resources.
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Example of a command entry (For multi target monitor resource)
# clpstat --mon mtwl --detail

Example of the display after running the command:
——=—==================__ CLUSTER INFORMATION ======—==—==========

Aﬂonitoro : mtwl] \\
Type : mtw
Comment
/Monitor Timing : Always N

' Target Resource : |

' Interval : 60 |

! Timeout : 60 X

' Retry Count 1 X

1 Final Action No Operation '

. Execute Script before Reactlvatlon Off !

. Execute Script before Failover: Off !

. Execute Script before Final Actlon Off !

, Recovery Target : failoverl !

\ Recovery Target Type : Group i

' Recovery Script Threshold : 0 |

' Reactivation Threshold : 3 |

' Failover Target Server : stable operation server

! Failover Threshold : Number of Servers '

1 Wait Time to Start Monitoring : 0 !

1 Collect Dump at Timeout Occurrence: Off !

. Run Migration Before Run Failover: Off !

\\Dummv Failure Possiblity : Possible ,;/
Monitor Resources : appliwl ->see (1)

fipwl

Explanation of each item

(1) Monitor Resources : Monitor resources to be grouped
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Example of a command entry (For cifs monitor resource)
# clpstat --mon cifswl --detail

Example of the display after running the command:
===================== CLUSTER INFORMATION ==================

onitor0 : cifswl] \\
Type : cifsw

CQM@@QP _____________________________________________________
Monitor Timing : Actice T
Target Resource : cifsl

Interval : 60

Timeout : 60

Retry Count 1

Final Action No Operation

Execute Script before Failover: Off

\
1
1
1
1
1
1
1
:
Execute Script before Reactlvatlon Off |
1
1
Execute Script before Final Actlon Off X
1
1
1
1
1
1
1
1

Recovery Target : cifsl

Recovery Target Type : Resource

Recovery Script Threshold : 0

Reactivation Threshold : 3

Failover Target Server : stable operation server
Failover Threshold : Number of Servers

Wait Time to Start Monitoring : O
Collect Dump at Timeout Occurrence: Off
Run Migration Before Run Failover: Off

\;Pummy Failure Possiblity : Possible ,;/
Access Check : no check ->see (1)
Check Path : ->see (2)
Check Method : Read -> see (3)

Explanation of each item

(1) Access Check : Specify the way to check access to the shared folders

(2) Check Path . Specify the file/folder for access check by using a relative path
from the shared folder

(3) Check Method : Select the way to check the access for File Check
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Example of a command entry (For hybrid disk monitor resource)
# clpstat --mon hdwl --detail

Example of the display after running the command:
—====================(CLUSTER INFORMATION ==================

onitor0 : hdwl] \\
Type : hdw

Comment :

SMoriitor™ Timing ~~~~~~~""""""""°°3%° AIways ~ "~ """ TTTTTTTTTT S,
Target Resource :

Interval : 30

Timeout : 999

Retry Count : 0

Final Action No Operation

Execute Script before Reactlvatlon Off
Execute Script before Failover: Off
Execute Script before Final Actlon Off

Recovery Target : hd

Recovery Target Type : Resource

Recovery Script Threshold : 0

Reactivation Threshold : 0

Failover Target Server : stable operation server,
Failover Threshold : Number of Servers

Collect Dump at Timeout Occurrence: Off
Run Migration Before Run Failover: Off !
ummy Failure Possiblity : Impossible ;/

)
!
|
Wait Time to Start Monitoring : 10 !
|
]

Explanation of each item

There is no item specific to hybrid disk monitor resources.
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Example of a command entry (For hybrid disk TUR monitor resource)
# clpstat --mon hdtwl --detail

Example of the display after running the command:

—==================== (CLUSTER INFORMATION ============

Aﬁonitoro : hdtwl]

1

1

1

1

1

1

1

|

1

. Execute Script before Reactlvatlon Off
. Execute Script before Failover: Off
. Execute Script before Final Actlon Off
1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

I

Failover Threshold : Number of Servers
Wait Time to Start Monitoring : O
Collect Dump at Timeout Occurrence: Off

Run Migration Before Run Failover: Off
\\Dummy Failure Possiblity :_ Possgible

Type : hdtw

Comment _______
‘Monitor Timing : Always

Target Resource :

Interval : 30

Timeout : 300

Retry Count 1

Final Action No Operation

Recovery Target : hd

Recovery Target Type : Resource

Recovery Script Threshold : 0

Reactivation Threshold : 0

Failover Target Server : stable operation serve

Hybrid Disk Resource : hd

Explanation of each item

(1) Hybrid Disk Resource : Hybrid disk resource to be monitored

ExpressCluster X 3.1 for Windows Reference Guide



Common entry examples

Example of a command entry (For message receive monitor resource)
# clpstat --mon mrwl --detail

Example of the display after running the command:
—====================CLUSTER INFORMATION ==================

Aﬂonitoro : mrwl] \\
Type : mrw
Comment ___
‘Monitor Timing : Always A
Target Resource :
Interval : 10
Timeout : 30
Retry Count : 0
Final Action No Operation

Execute Script before Reactlvatlon Off
Execute Script before Failover: Off
Execute Script before Final Actlon Off

\
|
]
1
]
]
)
|
!
|
]
1
]
]
)
|
!
|
]
1
]
|
|

b
]
1
]
]
:
!
1
\\Dummy Failure Possiblity : Impossible /,/

Recovery Target : failoverl

Recovery Target Type : Group

Recovery Script Threshold : 0

Reactivation Threshold : 0

Failover Target Server : stable operation serve
Failover Threshold : Number of Servers

Wait Time to Start Monitoring : 0

Collect Dump at Timeout Occurrence: Off

Run Migration Before Run Failover: Off

keyword : ->see (1)
category -> see (2)

Execute Failover to outside the Server Group: Off

Explanation of each item

(1) keyword : Specify the keyword specified with -k argument of clprexec
command.

(2) category : Specify the category specified with -k argument of clprexec
command.

(3) Execute Failover to outside the Server Group:
Failover a group outside of the server group or not.
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Example of a command entry (For multi target monitor resource)
# clpstat --mon vmwl --detail

Example of the display after running the command:

—==================== (CLUSTER INFORMATION ============

Aﬁonitoro : vmwl]

Final Action No Operation
Execute Script before Reactlvatlon Off
Execute Script before Failover: Off

Execute Script before Final Actlon Off

1
1
1
1
1
1
1
1
1
1
1
1
:
1
1
. Recovery Target : vml
1
1
1
1
1
1
1
1
1
1
1
1
1
1

Recovery Target Type : Resource
Recovery Script Threshold : 0

Reactivation Threshold : 3
Failover Target Server :
Failover Threshold : Number of Servers
Wait Time to Start Monitoring : O

Collect Dump at Timeout Occurrence: Off

Run Migration Before Run Failover: Off
\\Dummy Failure Possiblity Impossible

Type ;o vmw

CQ@@@DP ___________________________________________________
Monitor Timing : Active

Target Resource : vl

Interval : 60

Timeout : 60

Retry Count 1

stable operation serve

VM Resource Name

vml ->see (1)

Explanation of each item

(1) VM Resource Name : Name of the VM resource
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Example of a command entry (For a system monitor resource)
# clpstat --mon sraw --detail

Example of the display after running the command
—====================_ CLUSTER INFORMATION =======—===——===—========

/IMonitorl : sraw] N\
Type : sraw
Comment _ ____ i
,Monitor Timing Always S
! Target Resource : \
:Ipterval : 30 !
:Tlmeout : 60 !
1 Retry Count : 0 I
.\ Final Action : No Operation
. Execute Script before Final Action : Off
| Recovery Target : [All Groups]
i\ Recovery Target Type : Group
! Reactivation Threshold : 0 '
' Failover Target Server : Stable Server
' Failover Threshold : Number of Servers
! Wait Time to Start Monitoring : 0
! Collect Dump at Timeout Occurrence : Off !
1 Run Migration Before Run Failover : Off |
\_ Dummy Failure Possiblit : Impossible L/
E System: Monitoring CPU Usage : On -%seeﬂ)
! System: CPU Rate (%) : 90 -> see (2)
! System: CPU Monitoring Duration (sec): 3600 -> see (3)
! System: Monitoring Memory Usage : On ->see (4)
i, System: Memory Usage Rate (%) : 90 -> see (5)
| System: Memory Usage Monitoring Duration (sec): 3600 -»see(6)
i System: Monitoring Virtual Memory Usage: On -%see(n
' System: Virtual Memory Usage Rate (%): 90 -> see (8)
' System: Virtual Memory Usage Monitoring Duration (sec)
! : 3600 -> see (9)
| Process: Monitoring CPU Usage : On ->,see (10)
. Process: Monitoring Memory Leak : On ->isee (11)
E Process: Monitoring File Leak : On -%&%(1@
' Process: Monitoring Thread Leak : On ->1see (13)
! Process: Monitoring Same Name Process Count: On ->'see (14)
' Disk: Logical Drive -7 see (15)

Explanation of each item
(1) Monitoring CPU Usage
: Monitoring CPU usage error
(2) CPU Rate (%) : Threshold for detecting a CPU usage error

(3) CPU Monitoring Duration (sec)
: Time during which to detect a CPU usage error

(4) Monitoring Memory Usage
: Monitoring memory usage error

(5) Memory Usage Rate (%)
: Threshold for detecting a memory usage error

(6) Memory Usage Monitoring Duration (sec)
: Time during which to detect a total memory usage error
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(7) Monitoring Virtual Memory Usage
: Monitoring virtual memory usage error

(8) Virtual Memory Usage Rate (%)
: Threshold for detecting a virtual memory usage error

(9) Virtual Memory Usage Monitoring Duration (sec)
: Time during which to detect a total virtual memory usage error

(10) Monitoring CPU Usage
: Monitoring CPU usage error

(11) Monitoring Memory Leak
: Monitoring memory leak error

(12) Monitoring File Leak
: Monitoring file leak error

(13) Monitoring Thread Leak
: Monitoring thread leak error

(14) Monitoring Same Name Process Count
: Monitoring number of same name process error

(15) Logical Drive
: Logical Drive
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Displaying all cluster configuration data (-i option)

By specifying the -i option, you can display the configuration information that is shown when
--cl, --sv, --hb, --np, --svg, --grp, --rsc, and - -mon options are all specified.

If you run the command with the -i option and the - -detail option together, all the detailed
cluster configuration data is displayed.

Because this option displays large amount of information at a time, use a command, such as the
more command, and pipe, or redirect the output in a file for the output.

Example of a command entry:
# clpstat -i

& Tips

Specifying the -1 option displays all the information on a console. If you want to display some
of the information, it is useful to combine the --c1, --sv, --hb, --np, --svg, - -grp,
--rsc, and/or - -mon option. For example, you can use these options as follows:

Example of a command entry:

If you want to display the detailed information of the server whose name is “serverQ,” the group
whose name is “failoverl,” and the group resources of the specified group, enter:

# clpstat --sv server0 --grp failoverl --rsc --detail
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Server

Function Status Description

Status display Online Starting

Heartbeat resource status Offline Offline pending

display ) .
Warning Heartbeat resource failure
Isolated Suspension (isolated)

Online Pending

Now being started

Offline Pending

Now being stopped

Pending Suspension (Network partition
unsolved)
Unknown Status unknown
Group map display o] Starting
Monitor resource status display | i Suspension (isolated)
p Now being started/stopped, ,
Network partition unsolved
X Offline Pending
- Status unknown
Heartbeat Resource
Function Status Description
Status display Normal Normal
Warning Failure (Some)
Error Failure (All)
Not Used Not used
Unknown Status unknown
Heartbeat resource status 0] Able to communicate
display .
X Unable to communicate

Not used or status unknown
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Network Partition Resolution Resource

Function Status Description
Status display Normal Normal
Caution Failure (Some)
Error Failure (All)
Unused Not used
Unknown Status unknown
Network partition resolution o] Able to communicate
resource status display X Unable to communicate
- Not used or status unknown
Group
Function Status Description
Status display Online Started
Offline Stopped

Online Pending

Now being started

Offline Pending

Now being stopped

Error Error
Unknown Status unknown
Group map display o Started
e Error
p Now being started/stopped
Group Resource
Function Status Description
Status display Online Started
Offline Stopped

Online Pending

Now being started

Offline Pending

Now being stopped

Online Failure

Starting failed

Offline Failure

Stopping failed

Unknown

Status unknown
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Monitor Resource

Function Status Description
Status display Normal Normal
Caution Error (Some)
Error Error (All)
Unused Not Used
Unknown Status unknown
Normal (Dummy | Normal (Dummy Failure)
Failure)

Caution (Dummy
Failure)

Error (Some) (Dummy Failure)

Error (Dummy
Failure)

Error (All) (Dummy Failure)

Monitor resource status display

Online Started

Offline Stopped

Caution Warning

Suspend Stopped temporarily

Online Pending

Now being started

Offline Pending

Now being stopped

Online Failure

Starting failed

Offline Failure

Stopping failed

Unused Not used

Unknown Status unknown

Online  (Dummy | Started (Dummy Failure)
Failure)

Offine  (Dummy | Stopped (Dummy Failure)
Failure)

Caution (Dummy
Failure)

Warning (Dummy Failure)

Suspend (Dummy
Failure)

Stopped
Failure)

temporarily  (Dummy

Online Pending
(Dummy Failure)

Now being started (Dummy
Failure)

Offline Pending
(Dummy Failure)

Now being stopped (Dummy
Failure)

Online Failure
(Dummy Failure)

Starting failed (Dummy Failure)

Offline Failure
(Dummy Failure)

Stopping failed (Dummy Failure)
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Operating the cluster (clpcl command)

clpcl:the clpcl command operates a cluster

Command line:

clpcl -s [-a] [-h hostname]
clpcl -t [-a] [-h hostname] [-w time-out]
clpcl -r [-a] [-h hostname] [-w time-out]
clpcl -return [-h hostname]
clpcl -suspend [--forcel [-w time-out]
clpcl -resume
Description This command starts, stops, return, suspends, or resumes the
ExpressCluster service.
Option -s Starts the ExpressCluster service.
-t Stops the ExpressCluster service.
-r Restarts the ExpressCluster service.
--return Returns the ExpressCluster service.
--suspend Suspends the entire cluster
--resume Resumes the entire cluster
-a Executed the command on all servers
-h Makes a request to run the command to the server

host name

specified in host_name. Makes a processing
request to the server on which this command runs
(local server) if the -h option is omitted.

-W

time-out

When -t, -r, or - -suspend option is used,
specify the wait time in seconds that the c1pcl
command waits for the ExpressCluster service to be
completely stopped or suspended.

When a time-out is not specified, it waits for
unlimited time.

When “0 (zero)” is specified, it does not wait.

When the -w option is not specified, it waits for
twice the heartbeat time-out (in seconds).

--force

When used with the - - suspend option, forcefully
suspends the cluster regardless of the status of all
the servers in the cluster.

Return Value | 0

Success

Other than 0

Failure
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Remarks When this command is executed with the - s or - -resume option
specified, it returns control when processing starts on the target server.

When this command is executed with the -t or - - suspend option
specified, it returns control after waiting for the processing to complete.

When this command is executed with the - r option specified, it returns
control when the ExpressCluster daemon restarts on the target server after
stopping once.

Run the c1pstat command to display the started or resumed status of
the ExpressCluster daemon.

Notes Run this command as a user with Administrator privileges.

For the name of a server for the -h option, specify the name of a server in
the cluster that allows name resolution.

When you suspend the cluster, the ExpressCluster service should be
activated in all servers in the cluster. When the - - force option is used,
the cluster is forcefully suspended even if there is any stopped server in the
cluster.

When you start up or resume the cluster, access the servers in the cluster in
the order below, and use one of the paths that allowed successful access.

1. via the IP address on the interconnect LAN
2. via the IP address on the public LAN

3. via the IP address whose name was resolved by the server name in
the cluster configuration data

When you resume the cluster, use the clpstat command to see there is
no activated server in the cluster.

Example of | Example 1: Activating the ExpressCluster service in the local server
a command

# clpcl -s
entry P

Command succeeded

Example 2: Activating the ExpressCluster service in serverl from serverO
# clpcl -s -h serverl
Start serverl : Command succeeded.

If a server name is specified, the display after running the command should
look similar to above.

Start server name : Execution result
Example 3: Activating the ExpressCluster service in all servers
# clpcl -s -a
Start server0 : Command succeeded.

Start serverl : Performed startup processing to the
active cluster service.

When all the servers are activated, the display after running the command
should look similar to above.

Start server name : Execution result

Example 4: Stopping the ExpressCluster service in all servers

# clpcl -t -a
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Stop server0

Stop serverl

result.

Command succeeded.

Command succeeded.

When all the servers are stopped, the display after running the command
should look similar to above. Stop server name

When the stopping process fails, the display may be different from the
example above depending on the process.

Wait for the stopping of all servers of the ExpressCluster service.

Execution

Error Messages

Message

Cause/Solution

Log in as administrator.

Log in as a user with Administrator
privileges.

Invalid configuration file. Create valid
cluster configuration data by using the
Builder.

Create valid cluster configuration data
using the Builder.

Invalid option.

Specify a valid option

Performed stop processing to the stopped
cluster service.

The stopping process has been executed
to the stopped ExpressCluster service.

Performed startup processing to the active
cluster service.

The startup process has been executed to
the activated ExpressCluster service.

Command timeout.

The command timed out.

Failed to return the server. Check the
status of failed server.

Failed to return the server. Check the
status of the failed server.

Could not connect to the server. Check if
the cluster service is active.

Check if the ExpressCluster service is
activated.

Failed to obtain the list of nodes. Specify a
valid server name in the cluster.

Specify the valid name of a server in the
cluster.

Failed to obtain the service name.

Failed to obtain the service name.

Failed to operate the service.

Failed to operate the service.

Resumed the cluster service that is not
suspended.

Resumed the ExpressCluster service that
is not suspended.

invalid server status.

Check if the ExpressCluster service is
activated.

Server is busy. Check if this command is
already run.

This command may be run already. Check
it.

Server is not active. Check if the cluster
service is active.

Check if the ExpressCluster service is
activated.

There is one or more servers of which
cluster service is active. If you want to
perform resume, check if there is any
server whose cluster service is active in
the cluster.

When you execute the command to
resume, check if there is no server in the
cluster on which the ExpressCluster
service is activated.

All servers must be activated. When
suspending the server, the cluster service
need to be active on all servers in the
cluster.

When you execute the command to
suspend, the ExpressCluster service must
be activated in all servers in the cluster.
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Message

Cause/Solution

Resume the server because there is one
or more suspended servers in the cluster.

Execute the command to resume because
some server(s) in the cluster is
suspended.

Invalid server name. Specify a valid server
name in the cluster.

Specify the valid name of a server in the
cluster.

Connection was lost. Check if there is a
server where the cluster service is stopped
in the cluster.

Check if there is any server on which the
ExpressCluster service has stopped in the
cluster.

invalid parameter.

The value specified as a command
parameter may be invalid.

Internal communication timeout has
occurred in the cluster server. If it occurs
frequently, set the longer timeout.

A timeout occurred in the ExpressCluster
internal communication.

If time-out keeps occurring, set the internal
communication time-out longer.

Processing failed on some servers. Check
the status of failed servers.

If stopping process is executed to all
servers, there is one or more servers on
which the stopping process has failed.

Check the status of the server(s) on which
the stopping process has failed.

Internal error. Check if memory or OS
resources are sufficient.

Check if the memory or OS resource is
sufficient.
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Shutting down a specified server (clpdown

command)

C|deWI’1: the clpdown command shuts down a specified server.

Command line

clpdown [-r] [-h hostname]

Description This command stops the ExpressCluster service and shuts down a
server.

Option None Shuts down a server.
-r Reboots the server.
“h Makes a processing request to the server specified
host_name in host_name. Makes a processing request to the

server on which this command runs (local server) if
the -h option is omitted.

Return Value

0 Success

Other than 0 Failure

Remarks

This command returns control when the group stop processing is
completed.

Notes

Run this command as a user with Administrator privileges.

For the name of a server for the -h option, specify the name of a server
in the cluster.

When the Replicator/Replicator DR is used, do not run this command
while activating a group.

A group can not be deactivated while it is being activated. Because of
this, the OS may shut down while the mirror disk resource/hybrid disk
resource is not deactivated properly, which can result in mirror break.

Example of a
command entry

Example 1: Stopping and shutting down the ExpressCluster service in
the local server

# clpdown
Example 2: Shutting down and rebooting serverl from serverQ

# clpdown -r -h serverl

Error Message

See “Operating the cluster (clpcl command)” on page 307.
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Shutting down the entire cluster (clpstdn
command)
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clpstdn [-r]

Command line

clpstdn: the clpstdn command shuts down the entire cluster

[-h hostname]

Description This command stops the ExpressCluster service in the entire cluster
and shuts down all servers.

Option None Executes cluster shutdown.
-r Executes cluster shutdown reboot.
-h Makes a processing request to the server specified

in host_name. Makes a processing request to the
server on which this command runs (local server) if
the -h option is omitted.

host name

Return Value 0 Success
Other than 0 Failure

Remarks This command returns control when the group stop processing is
completed.

Notes Run this command as a user with Administrator privileges.
For the name of a server for the -h option, specify the name of a server
in the cluster.
A server that cannot be accessed from the server that runs the
command (for example, a server with all LAN heartbeat resources are
off-line.) will not shut down.
When the Replicator/Replicator DR is used, do not execute this
command while activating a group.
A group cannot be deactivated while it is being activated. Because of
this, the OS may shut down while the mirror disk resource/hybrid disk
resource is not deactivated properly, which can result in mirror break.

Example of a Example 1: Shutting down the cluster

command entry

# clpstdn

Example 2:Performing the cluster shutdown reboot

# clpstdn -r

Error Message

See “Operating the cluster (clpcl command)” on page 307.
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Operating groups (clpgrp command)

clpgrp: the c1pgrp command operates groups

Command line
clpgrp -s
clpgrp -t

clpgrp -1

grpname]

grpname]

grpname]

[ [
[ [

clpgrp -m [grpname] [-h hostnamel
[ [

-h hostname]

-h hostname]

-h hostname]

[-£f]

[-£f]

[-a hostname]
[

-a hostname]

Description

This command starts, deactivates or moves groups. This command also

migrates groups.

Option

-s [grpname]

Starts groups. When you specify the name of a
group, only the specified group starts up. If no
group name is specified, all groups start up.

-t [grpname]

Stops groups. When you specify the name of a
group, only the specified group stops. If no group
name is specified, all groups stop.

-m [grpname]

Moves groups. When you specify the name of a
group, only the specified group is moved. If no
group name is specified, all the groups are moved.

-1 [grpname]

Migrates the specified group. The group type must
be “virtualmachine”.

If no group name is specified, all the active
migration groups on the server are migrated.

-h host name

Makes a processing request to the server specified
in host name. Makes a processing request to the
server on which this command runs (local server) if
the -h option is omitted.

-a host name

Defines the server which is specified by
host_name as a destination to which a group will
be moved. When the -a option is omitted, the
group will be moved according to the failover

policy

If you use this option with the - s option against a
group activated on a remote server, it will
forcefully be started on the server that requested
the process.

If this command is used with the -t option, the
group will be stopped forcefully.

Return Value

0

Success

Other than 0

Failure
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Notes Run this command as a user with Administrator privileges.

The ExpressCluster service must be activated on the server that runs this
command

Specify a server in the cluster when you specify the name of server name
for the -h and -a options.

When “Normal” is configured for the failover exclusion attribute of a
group and you want to move the group with the —m option, explicitly
specify a server to which the group is moved by using the -a option.

Moving a group will fail when “Normal” groups in all servers to which
the group can be moved are activated if you omit the —a option.

Example of Execution
The following is an example of status transition when operating the groups.
Example: The cluster has two servers and two groups.
Failover policy of group
groupA serverl -> server2

groupB  server2 -> serve

1. Both groups are stopped.

serverl server2

[ groupA  x ] [ groupB  x ]

2.  Run the following command on serverl.

# clpgrp -s groupA

serverl server2

GroupA starts in serverl.
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3. Run the following command in server2.

# clpgrp -s

serverl server2

All groups that are currently stopped but can be started start in server2.

4. Run the following command in serverl

# clpgrp -m groupA

groupB O

serverl server2

GroupA moves to server2.

5. Run the following command in serverl

# clpgrp -t groupA -h server2

serverl server2

GroupA stops.

6. Run the following command in serverl.
# clpgrp -t
Command Succeeded.

When the command is executed, there is no group running on serverl. So, “Command
Succeeded.” appears.

Section | Detailed functions of ExpressCluster
315



Chapter 3 ExpressCluster command reference

316

7. Add -f to the command you have run in Step 6 and execute it on serverl.

# clpgrp -t -f

serverl server2

[groupA X J [grcupB X J

Groups which were started in server2 can be forcefully deactivated from serverl.

Error message

Message

Cause/Solution

Log in as administrator.

Log in as a user with Administrator
privileges.

Invalid configuration data. Create valid
cluster configuration data by using the
Builder.

Create valid cluster configuration data
using the Builder

Invalid option.

Specify a valid option

Could not connect to the server. Check if
the cluster service is active.

Check if the ExpressCluster service is
operating.

Invalid server status. Check if the cluster
service is active.

Check if the ExpressCluster service is
operating.

Server is not active. Check if the cluster
service is active.

Check if the ExpressCluster service is
operating.

Invalid server name. Specify a valid
server name in the cluster.

Specify the valid server name in the
cluster.

Connection was lost. Check if there is a
server where the cluster service is
stopped in the cluster.

Check if there is any server on which the
ExpressCluster service has stopped in
the cluster.

Invalid parameter.

The value specified as a command
parameter may be invalid.

Internal communication timeout has
occurred in the cluster server. If it occurs
frequently, set a longer timeout.

A time-out occurred in the
ExpressCluster internal communication.

If time-out keeps occurring, set the
internal communication time-out longer.

Invalid server. Specify a server that can
run and stop the group, or a server that
can be a target when you move the

group.

Server that starts and stops the group or
to which the group is moved is invalid.

Specify a valid server.

Could not start the group. Try it again
after the other server is started, or after
the Wait Synchronization time is timed
out.

Start up the group after waiting for the
remote server to start up, or after waiting
for the timeout of the start-up wait time.

No operable group exists in the server.

Check if there is any group that is
operable in the server which requested
the process.

ExpressCluster X 3.1 for Windows Reference Guide




Operating groups (clpgrp command)

Message

Cause/Solution

The group has already been started on
the local server.

Check the status of the group by using
the WebManager or the clpstat
command.

The group has already been started on
the other server. To start/stop the group
on the local server, use -f option.

Check the status of the group by using
the WebManager or the clpstat
command.

If you want to start up or stop a group
which was started in a remote server
from the local server, move the group or
run the command with the -£ option.

The group has already been stopped.

Check the status of the group by using
the WebManager or the clpstat
command.

Failed to start one or more resources.
Check the status of group.

Check the status of group by using the
WebManager or the clpstat command.

Failed to stop one or more resources.
Check the status of group.

Check the status of group by using the
WebManager or the clpstat command.

The group is busy. Try again later.

The group is now being started or
stopped. Wait for a while and try again.

An error occurred on one or more
groups. Check the status of group.

Check the status of the group by using
the WebManager or the clpstat
command.

Invalid group name. Specify a valid
group name in the cluster.

Specify the valid name of a group in the
cluster.

Server is isolated.

The server has been suspended. The
server is rebooted after it went down.

Some invalid status. Check the status of
cluster.

The status is invalid. Check the status of
the cluster.

Log in as administrator.

Check if the memory or OS resource is
sufficient.

Failed to migrate the group.

If the -1 option is used, check whether
the type of the specified group is
“virtualmachine”.

The specified group cannot be migrated.

Check the status of the group.

The specified group is not vm group.

Check if the type of the group is set to
the virtual machine.

Migration resource does not exist.

Check if the virtual machine resource
exists in the group.

Migration resource is not online.

Check if the virtual machine resource
has already started.

Server is not in a condition to start
group. Critical monitor error is detected.

Check the status of each server.

There is no appropriate destination for
the group. Critical monitor error is
detected.

Check the status of each server.
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Clplogcc: the c1plogcc command collects logs.

Command line

clplogce [ [-n targetnodel -n targetnode2 ...... 11

[-t collect typel [-o path] [--locall

Description This command collects information including logs and the OS
information by accessing the data transfer server.

Option None Collects logs in the cluster.
-t Specifies a log collection pattern. When this option is

omitted, a log collection pattern will be typel.
Information on log collection types is provided in the
next section.

collect_ type

-0 Specifies the output destination of collector files.
When this option is skipped, logs are output under tmp

path of the installation path.

-n Specifies the name of a server that collects logs. With
this specification, logs of the specified server, rather

targetnode than of the entire cluster, will be collected.

--local Collects logs on the local server without going through
the data transfer server. The -n option cannot be
specified at the same time.

Return Value | 0 Success
Other than 0 Failure

Remarks Since log files are compressed by cab, decompress them using an
appropriate application.

Notes Run this command as a user with Administrator privileges.

All servers in the cluster should check that the data transfer server is
active.

For the name of server for the -n option, specify the name of server that
allows name resolution. If name resolution is not possible, specify the
interconnect or public LAN address.

When you run this command, access the servers in the cluster in the
order below, and use one of the paths that allowed successful access.

1. via the IP address on the interconnect LAN
2. via the IP address on the public LAN

3. via the IP address whose name was resolved by the server name in the
cluster configuration data
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Example of
command
execution

Example 1: Collecting logs from all servers in the cluster
# clplogcc
Please wait, now collecting..

server status

server0 Completion Normal
serverl Completion Normal
The execution results of the server that collected logs are displayed.

Server name Progress Result

Execution
Result

For this command, the following processes are displayed.

Steps in Process Meaning
Preparing Initializing
Connecting Connecting to the server

Compressing Compressing log files

Transmitting Sending log files

Disconnecting Disconnecting from the server

Completion Finished collecting logs

The following results (server status) are displayed:

Result (server status) Meaning

Normal Completed successfully

Canceled Canceled by the user

Invalid Parameters Parameters are invalid

Compression Error There was an error while compressing

files
Timeout Time-out occurred.
Busy The server is busy.

No Free Space No free space on the disk.

File I/O Error There was a file 1/O error.

Unknown Error Failure caused by other errors
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Error Message

Message

Cause/Solution

Log in as administrator.

Log in as a user with Administrator
privileges.

Invalid option.

Specify a valid option.

Collect type must be specified ‘typel'
or 'type2' or 'type3'. Incorrect
collection type is specified.

Invalid collection type is specified.

Specifiable number of servers are the
max number of servers that can
constitute a cluster.

The number of servers you can specify is
within the maximum number of servers
for cluster configuration.

Failed to obtain properties.

Failed to obtain the properties.

Failed to obtain the list of nodes.
Specify a valid server name in the
cluster.

Specify the valid name of a server in the
cluster.

Invalid server name. Specify a valid
server name in the cluster.

Specify the invalid server name in the
cluster.

Failed to collect log.

Failed to collect logs.

Server is busy. Check if this
command is already run.

This command may be run already.
Check it.

Internal error. Check if memory or OS
resources are sufficient.

Check if the memory or OS resource is
sufficient.
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Collecting logs by specifying a type (-t option)

*

*

*

To collect only the specified types of logs, run the clplogcc command with the -t option.

Specify a type from 1 through 3 for the log collection.

typel type2 type3
(1) Default collection information y y n
(2) event log y y y
(3) Dr.Watson Log y y y
(4) user dump y n n
(5) Diagnostics Report y n n
(6) Registry y y n
(7) Script y y n
(y=yes, n=no)

Run this command from the command line as follows.
Example: When collecting logs using type2

# clplogcc -t type2
When no option is specified, a log type will be type 1.

Information to be collected by default

e Logs of each module in the ExpressCluster Server
Attribute information on each module (dir) in the ExpressCluster Server
- Inbin
- In alert/bin, webmgr/bin
- In %SystemRoot%\system32\drivers
ExpressCluster version information
OS information
update log
CPU license and node license
Configuration file
Policy file
Shared memory dump
Host name and domain name information (hostname execution result)
Network information (netstat execution result)
Memory usage status (mem execution result (only for the 1A32 version))
Process existing status (tasklist execution result)
ipconfig (ipconfig execution result)

event log

e application log (AppEvent.Evt, Application.evtx)
«  system log (SysEvent.Evit, System.evtx)

Dr.Watson Log/Windows error report

e drwtsn32.log (for Windows Server 2003)
o *** wer (for Windows Server 2008)

User dump

e user.dmp (for Windows Server 2003)
o *** hdmp (for Windows Server 2008)
o ** mdmp (for Windows Server 2008)

Diagnostics Report
»  the result of running msinfo32.exe
Registry
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¢ Registry information of the ExpressCluster Server
- HKLM\SOFTWARE\NEC\EXPRESSCLUSTER\Alert
- HKLM\SOFTWARE\NEC\EXPRESSCLUSTER\MirrorList
- HKLM\SOFTWARE\NEC\EXPRESSCLUSTER\RC
- HKLM\SOFTWARE\NEC\EXPRESSCLUSTER\VCOM
- registry information of diskfltr
e Registry information of OS
- HKLM\SYSTEM\CurrentControlSet\Services\Disk
- HKLM\SYSTEM\CurrentControlSet\Control\Session Manager\DOS Devices
- HKLM\SYSTEM\MountedDevices
- HKLM\SYSTEM\CurrentControlSet\Enum\SCSI
- HKLM\SYSTEM\CurrentControlSet\Enum\STORAGE
- HKLM\SYSTEM\CurrentControlSet\Services\symc8xx

& Script
Start/stop script for a group that was created with the Builder.

If you specify a user-defined script, it is not included in the log collection information. It
must be collected separately.

¢ ESMPRO/AC and ESMPRO/UPSC logs

Files collected by running the acupslog.exe command.

Output paths of log files (-o option)

& Log file is named and be saved as “server name-log.cab”

& Since log files are compressed by cab, decompress them by using an appropriate application.

If not specifying -o option

Logs are output in tmp of installation path.

When the -o option is specified:
If you run the command as follows, logs are located in the specified c : \ tmp directory.
# clplogcc -o C:\tmp

Specifying log collector server (-n option)

By using the -n option, you can collect logs only from the specified server.
Example: Collecting logs from Serverl and Server3 in the cluster.
# clplogcc -n Serverl -n Server3
& Specify a server in the same cluster.

& The number of servers you can specify is within the maximum number of servers in the cluster
configuration.
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Collecting information at emergency OS shutdown

The OS resource information is collected when the cluster service that forms the cluster fails due
to termination by an internal status error. Information to be collected is as follows:

& Information created by running a command

e Host name and domain name information (hostname execution result)

«  Network information (netstat execution result)

*  Memory usage status (mem execution result (only for the 1A32 version))
»  Process existing status (tasklist execution result)

* ipconfig (ipconfig execution result)

These are collected by default in the log collection. You do not need to collect them separately.
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Creating a cluster and backing up configuration

data (clpcfctrl command)

Creating a cluster (clpcfctrl --push)

C|pCfCtI’| --pUSh: the clpcfctrl --push command delivers cluster configuration data to

Servers.
Command line
clpcfetrl --push -[1]|w]

[-x <path>]

[-c <hostname>|<IP>] [-h

<hostname> | <IP>]

[-p <portnumbers]

[--force]

Description
Servers.

This command delivers the configuration data created by the Builder to

Option --push

Specify this option when delivering the data.

You cannot omit this option.

Specify this option to deliver the configuration data
that is in the specified directory.

Displays that the graphic character code of the cluster
configuration data file to be delivered is SJIS.

In general, it is not necessary to specify this option

You cannot specify -1 and -w together. Specify either
-lor-w.

Specifies a server to access for acquiring a list of
servers. Specify a host name or IP address.

Specifies a server to which configuration data is
delivered. Specify host name or IP address.

If this option is omitted, configuration data is delivered
to all servers.

Specifies a port number of data transfer port.

When this option is omitted, the default value will be
used.

In general, it is not necessary to specify this option.

--force

Even if there is a server on which the data transfer
service does not start up, the configuration data is
delivered forcefully.

--nocheck

The configuration data is delivered without the
checking operation that is required when applying a
settings change to the cluster. To apply the delivered
configuration data to the cluster, therefore, execute the
required operation manually.
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Return Value

0

Success

Other than 0

Failure

Notes

Run this command as a user with Administrative authority.

When you run this command, access the servers in the order below, and
use one of the paths that allowed successful access.

1. via the IP address on the interconnect LAN
2. via the IP address on the public LAN

3. via the IP address whose name was resolved by the server name in

the cluster configuration data

When delivering the cluster configuration data, the current cluster
configuration data and the configuration data to be delivered are

compared.

If there is any change in the configuration data, the following message
output. Follow the instructions of the message to complete the delivery.

Message

Solution

Please stop the ExpressCluster.

Stop the server.

Please suspend the
ExpressCluster

Suspend the server.

Please stop the following groups.

Stop the group of which setting
has been changed.

Reboot of a cluster is necessary
to reflect setting.

Shut down and reboot the cluster
to apply the change of settings.

To apply the changes you made,
restart the ExpressCluster Web
Alert service.

Restart the Web Alert service to
apply the change of settings.

To apply the changes you made,
restart the ExpressCluster
Manager service.

Restart the ExpressCluster
Manager service to apply the
change of settings.

Start of a cluster is necessary to
reflect setting.

This is the message displayed at
the initial cluster configuration.
Start the cluster.

The - -nocheck option is used only for special purposes including a
maintenance procedure. Do not use the - -nocheck option for normal

operations.
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Example of Example 1: Generating a cluster from the floppy disk with the data
command saved by the Builder on Windows
execution

# clpcfctrl --push -x C:\tmp\config
file delivery to server 10.0.0.11 success.
file delivery to server 10.0.0.12 success.
Command succeeded. (code:0)

Example 2: Delivering configuration data that was saved on the file
system using the Builder on Windows

# clpcfctrl --push -x C:\tmp\config -h 10.0.0.11
Command succeeded. (code:0)
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Error Message

Message

Cause/Solution

Log in as administrator.

Log in as a user with Administrator
privileges.

This command is already run.

This command has already been run.

invalid option.

This option is invalid. Check the
option.

Invalid mode. Check if -push or -pull
option is specified.

Check if - -push is specified.

Invalid host name. Server specified
by -h option is not included in the
configuration

The server specified with -h is not
included in configuration data. Check
if the specified server name or IP
address is correct.

Failed to initialize the xml library.
Check if memory or OS resources
are sufficient.

Failed to load the configuration file.
Check if memory or OS resources
are sufficient.

Failed to change the configuration
file. Check if memory or OS
resources are sufficient.

Check if the memory or OS resources
are sufficient.

Failed to load the all.pol file.
Reinstall the RPM cluster.

Reinstall the ExpressCluster Server.

Failed to load the cfctrl.pol file.
Reinstall the RPM cluster.

Reinstall the ExpressCluster Server.

Failed to get the install path.
Reinstall the RPM cluster.

Reinstall the ExpressCluster Server.

Failed to initialize the trncl library.
Check if memory or OS resources
are sufficient.

Check if the memory or OS resources
are sufficient.

Failed to connect to trnsv. Check if
the other server is active.

Accessing the server has failed.
Check if the other server has been
started up.

Failed to get the list of node. Check
if the server specified by -c is a
member of the cluster.

Check if the server specified by -c is a
cluster member.

File delivery failed. Failed to deliver
the configuration data. Check if the
other server is active and run the

Delivering configuration data has
failed. Check if other server(s) has
been started.
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Message

Cause/Solution

command again.

Run the command again after the
server has started up.

Multi file delivery failed. Failed to
deliver the configuration data.
Check if the other server is active
and run the command again.

Delivering configuration data has
failed. Check if other server(s) has
been started.

Run the command again after the
server has started up.

Failed to deliver the configuration
data. Check if the other server is
active and run the command again.

Delivering configuration data has
failed. Check if other server(s) has
been started.

Run the command again after the
server has started up.

Failed to upload the configuration
file. Check if the other server is
active and run the command again.

Delivering configuration data has
failed. Check if other server(s) has
been started

Canceled to deliver the
configuration file since it failed to
connect to one or more server. If
you want to deliver the configuration
file to servers that can be
connected, run the command again
with "-force" option.

Canceled the delivery of the
configuration data. There are some
servers that failed to connect. If you
want to deliver the configuration data
only to the server that can be
connected, run the command again
by using the - - force option.

The directory "work" is not found.
Reinstall the RPM.

Reinstall the ExpressCluster Server.

Failed to make a working directory.

The directory does not exist.

This is not a directory.

The source file does not exist.

The source file is a directory.

The source directory does not exist.

The source file is not a directory.

Failed to change the character code
set (EUC to SJIS).

Failed to change the character code
set (SJIS to EUC).

Check if the memory or OS resources
are sufficient.

Failed to allocate memory.

Failed to change the directory.

Failed to make a directory.

Failed to remove the directory.

Failed to remove the file.

Failed to open the file.

Failed to read the file.

Failed to copy the file.

Failed to create the mutex.

Internal error. Check if memory or
OS resources are sufficient.

Check if the memory or OS resources
are sufficient.
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Message

Cause/Solution

Failed to check server property.
Check if the server name or ip
addresses are correct by builder.

Check if the server name and the IP
address of the configuration
information are correctly set.

Please stop the following resources.

Stop the resource of which the
configuration has been changed.
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Backing up the cluster configuration data

C|pCfC'[I‘| ——puII: the clpcfctrl --pull command backups cluster configuration data.

Command line

clpcfetrl --pull -[1|w]
[-p <portnumbers>]

[-x <path>] [-h <hostnames|<IP>]

Description

This command backs up cluster configuration data to be used for the

Builder.

Option

--pull

Specify this option when performing backup.

You cannot omit this option.

Specify this option when backing up configuration data
in the specified directory.

Save the configuration data with graphic character
code, SJIS.

You cannot specify both -1 and -w together.

You cannot omit both -1 and -w.

Save the configuration data with graphic character
code, EUC.

You cannot specify both -1 and -w together.

You cannot omit both -1 and —w.

Specifies the source server for backup.
Specify a host name or IP address.

When this option is omitted, the configuration data on
the server running the command is used.

Specifies a port number of data transfer port.
When this option is omitted, the default value is used.

In general, it is not necessary to specify this option.

Return Value

0

Success

Other than 0

Failure

Notes

Run this command as a user with Administrator privileges.

When you run this command, access the servers in the cluster in the order
below, and use one of the paths that allowed successful access.

1. via the IP address on the interconnect LAN
2. via the IP address on the public LAN

3. via the IP address whose name was resolved by the server name in
the cluster configuration data
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Example of
command
execution

Example 1: Backing up configuration data into the specified directory

# clpcfctrl --pull -x C:/tmp/config
Command succeeded. (code:0)

Example 2: Backing up configuration data of the specified server into
the specified directory

# clpcfetrl --pull -x C:/tmp/config -h 10.0.0.11
Command succeeded. (code:0)

Error Message

Message

Cause/Solution

Log in as administrator.

Log on as a user with Administrator
privileges.

This command is already run.

This command has already been run.

invalid option.

The option is invalid. Check the
option.

Invalid mode. Check if -push or -pull
option is specified.

Check if --pull is specified.

Failed to initialize the xml library.
Check if memory or OS resources
are sufficient.

Failed to load the configuration file.
Check if memory or OS resources
are sufficient.

Failed to change the configuration
file. Check if memory or OS
resources are sufficient.

Check if the memory or OS
resources are sufficient.

Failed to load the all.pol file.
Reinstall the cluster.

Reinstall the ExpressCluster Server.

Failed to load the cfctrl.pol file.
Reinstall the cluster.

Reinstall the ExpressCluster Server.

Failed to get the install path.
Reinstall the cluster.

Reinstall the ExpressCluster Server.

Failed to initialize the trncl library.
Check if memory or OS resources
are sufficient

Check if the memory or OS
resources are sufficient.

Failed to connect to trnsv. Check if
the other server is active.

Accessing the server has failed.
Check if other server(s) has been
started.

The directory "work" is not found.
Reinstall the cluster.

Reinstall the ExpressCluster Server.

Failed to make a working directory.

The directory does not exist.

This is not a directory.

The source file does not exist.

The source file is a directory.

The source directory does not exist.

The source file is not a directory.

Failed to change the character code

Check if the memory or OS
resources are sufficient.
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Message Cause/Solution
set (EUC to SJIS).

Failed to change the character code
set (SJIS to EUC).

Failed to allocate memory. Check if the memory or OS
resources are sufficient.

Failed to change the directory.

Failed to make a directory.

Failed to remove the directory.

Failed to remove the file.

Failed to open the file.

Failed to read he file.

Failed to write the file.

Failed to copy the file.

Failed to create the mutex.

Internal error. Check if memory or
OS resources are sufficient.
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Adjusting time-out temporarily (clptoratio
command)

clptoratio: the c1ptoratio command extends or displays the current time-out ratio.

Command line

clptoratio -r <ratio> -t <time>
clptoratio -1

clptoratio -s

Description This command displays or temporarily extends the various time-out
values of the following on all servers in the cluster.

+ Monitor resource

+ Heartbeat resource

+ Disk Agent

+ Alert synchronous service

+ WebManager service

The current time-out ratio is displayed.

Option -r Specifies the time-out ratio.
ratio Use 1 or larger integer.
The maxim time-out ratio is 10,000.

If you specify “1,” you can return the modified time-out
ratio to the original as you can do so when you are using
the - i option.

—t Specifies the extension period.

You can specify minutes for m, hours for h, and days for

time d. The maximum period of time is 30 days.
Example: 2m, 3h, 4d
-1 Sets back the modified time-out ratio.
-s Refers to the current time-out ratio.
Return Value | 0 Success

Other than 0 Failure

Remarks When the cluster is shutdown, the time-out ratio you have set will become
ineffective. However, if any server in the cluster is not shut down, the
time-out ratio and the extension period that you have set will be
maintained.

With the - s option, you can only refer to the current time-out ratio. You
cannot see other information such as remaining time of extended period.

You can see the original time-out value by using the status display
command.

Heartbeat time-out # clpstat -cl -detail

Monitor resource time-out # clpstat -mon
monitor resource name -detail
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Notes Run this command as a user with Administrator privileges.

Make sure that the ExpressCluster service is activated in all servers in
the cluster.

When you set the time-out ratio, make sure to specify the extension
period. However, if you set “1” for the time-out ratio, you cannot
specify the extension period.

You cannot specify a combination such as “2m3h,” for the extension
period.

Example of a Example 1: Doubling the time-out ratio for three days
command

# clptoratio -r 2 -t 3d
entry

Example 2: Setting back the time-out ratio to original
# clptoratio -i

Example 3: Referring to the current time-out ratio
# clptoratio -s

present toratio : 2

The current time-out ratio is set to 2.

Error Message

Message Cause/Solution

Log in as administrator. Log on as a user with Administrator
privileges.

Invalid configuration file. Create valid | Create valid cluster configuration data

cluster configuration data by using by using the Builder.

the Builder.

invalid option. Specify a valid option.

Specify a number in a valid range. Specify a number within a valid range.

Specify a correct number. Specify a valid number.

Scale factor must be specified by Specify 1 or larger integer for ratio.

integer value of 1 or more.

Specify scale factor in a range less Specify a ratio that is not larger than

than the maximum scale factor. the maximum ratio.

Set the correct extension period. Set a valid extension period.

ex) 2m, 3h, 4d

Set the extension period in a range Set the extension period which does

less than the maximum extension not exceed the maximum extension

period. period.

Could not connect to the server. Check that the ExpressCluster service

Check if the cluster service is active. | is operating.

Server is not active. Check if the Check that the ExpressCluster service

cluster service is active. is operating.

Connection was lost. Check if there Check if there is any server in the
is a server where the cluster service | cluster that the ExpressCluster service
is stopped in the cluster. stopped.
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Invalid parameter. The value specified as the command
parameter may be invalid.

Internal communication timeout has A time-out occurred in the

occurred in the cluster server. If it ExpressCluster internal
occurs frequently, set a longer communication.
timeout.

If time-out keeps occurring, set the
internal communication time-out

longer.
Processing failed on some servers. There is a server in which the
Check the status of failed servers. processing has failed.

Check the statuses of servers in the
cluster. Run the command with all
servers in the cluster activated.

Internal error. Check if memory or Check if the memory or OS resources
OS resources are sufficient. are sufficient.
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Modifying the log level and size (clplogcf command)

C|p|OngZ the c1plogcf command modifies and displays log level and log output file size.

Command line

clplogcf -t <type> -1 <level> -s <size>

Description This command modifies the log level and log output file size, or
displays the values currently configured.

Option -t Specifies a module type whose settings will be
changed.

If both -1 and - s are omitted, the information set to
the specified module will be displayed. See the list of
“Types that can be specified to the -t option” for
types which can be specified.

-1 Specifies a log level.
You can specify one of the following for a log level.
1,2,4,8,16,32

You can see more detailed information as the log level
increases.

See the list of “Default log levels and log file sizes” for
default values of each module type.

-S Specifies the size of a file for log output.

The unit is byte.

None Displays the entire configuration information currently
set.
Return Value 0 Success

Other than 0 Failure

Remarks Each type of output logs from ExpressCluster uses two log files.
Therefore, it is necessary to have the disk space that is twice larger than
what is specified by -s.

Notes Run this command as a user with Administrator privileges.
To run this command, the ExpressCluster Event service must be started.

Configuration change is effective only to servers on which this
command was run. Rebooting the server restores the settings to their
pre-change values.
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Example of
command
execution

Example 1: Modifying the pm log level
# clplogcf -t pm -1 8
Example 2:Seeing the pm log level and log file size
# clplogcf -t pm
TYPE, LEVEL, SIZE
pm, 8, 1000000
Example 3: Displaying the values currently configured
# clplogct

xml,

TYPE, LEVEL, SIZE

trnsv, 4, 1000000

logcft, 4, 1000000

1000000

Error Message

Message

Cause/Solution

Log in as administrator.

Log on as a user with Administrator
privileges.

invalid option.

The option is invalid. Check the
option.

Failed to change configuration.
Check if the event service is

clpevent may not have been started.

running.
invalid level The specified level is invalid.
invalid size The specified size is invalid.

Failed to initialize the xml
library.Check if memory of OS
resources are sufficient.

Check if the memory or OS resources
are sufficient.

Failed to print current
configuration.Check if the event
service is running.

clpevent may not be started yet.
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Types that can be specified for the -t option (y=yes, n=no)

Type Module Description

alert clpaltinsert.exe Alert

apicl clpapicl.dll API client library

apisv clpapisv.dll API server

appli clpappli.dll Application resource

appliw clpappliw.dll Application monitor resource

armdrive armdrive.exe Drive letter setting command

bmc clpbmc.dll BMC HB library

bmcenf clpbmccenf.exe BMC information update command

bmchb clpbmchb.dll BMC heartbeat resource

bwectrl clpbwctrl.exe Cluster activation synchronization wait
processing control command

cfetrl clpcfctrl.exe Cluster generation, cluster information and
backup command

cl clpcl.exe Cluster startup and stop command

clpdnid clpdnid.exe Downloader

clpgetsvcstat

clptrnsv.exe

Transaction server

clpshmstat clpshmstat.dll Node status management library

clsv clpclsv.dll Client server

commcl clpcommcl.dll Common communication client library

comnp clpcomnp.dll COM network partition resolution resource

cpufreq clpcpufreq.exe CPU frequency control command

diskagcl clpdiskagcl.dll Disk agent communication client

diskagent clpdiskagent.exe Disk agent

diskfltr clpdiskfitr.dll Disk filtering library

disknp clpdisknp.dll DISK network partition resolution resource

diskperf clpdiskperf.dil Disk performance log library

diskutil clpdiskutil.dll Mirror disk/disk shared library

diskw clpdiskw.dll Disk RW monitor resource

down clpdown.exe Server shutdown command

event clpevent.dll Event log

exping clpexpng.dll PING execution management

fip clpfip.dll Floating IP resource

fipw clpfipw.dll Floating IP monitor resource

genw genw.dll Custom monitor resource

arp clpgrp.exe Group startup, stop, move, and migration
command

hblog clplanhb.dll Kernel-mode LAN heartbeat resource

hd clphd.dll Hybrid disk resource
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Type Module Description

hdadmn clphdadmn.dll Hybrid disk management library

hdapi clphdapi.dll Hybrid disk internal API

hddac clphddac.dll Hybrid disk control library

hdfunc clphdfunc.dll Hybrid disk function library

hdnm clphdnm.dll Hybrid disk node management

hdsnapshot clphdsnapshot.exe Hybrid disk snapshot backup command

hdtw clphdtw.dll Hybrid disk TUR monitor resource

hdw clphdw.dll Hybrid disk monitor resource

ipw clpipw.dll IP monitor resource

lankhb clplanhb.dll Kernel-mode LAN heartbeat resource

Icns clplens.dll License library

ledctrl clpledctrl.exe Chassis identify control command

logc clplogcc.exe Log collection library

logcc clplogcc.exe Collect logs command

logcf clplogcf.exe Log level and size modification command

logcmd clplogcmd.exe Alert producing command

mail clpmail.exe Mail Notification

majonp clpmajnp.dll Majority network partition resolution
resource

md clpmd.dll Mirror disk resource

mdadmn clpmdadmn.dll Mirror disk management library

mdclose mdclose.exe Mirror disk resource close command

monctrl clpmonctrl.exe Monitor resource control command

mdfunc clpmdfunc.dll Mirror disk function library

mdnw clpmdnw.dll Mirror connect monitor resource

mdopen mdopen.exe Mirror disk resource open command

mdw clpmdw.dll Mirror disk monitor resource

mgmtagt clpmgtmib.dll Library for SNMP Service

miiw clpmiiw.dll NIC Link Up/Down monitor resource

monctrl clpmonctrl.exe Monitor resource control command

mrw clpmrw.dll Message receive monitor resource

mtw clpmtw.dll Multi target monitor resource

nm clpnm.exe Node map management

oldapi clpoldapi.exe Compatible API

oldapi_cnf clpoldapi.exe Compatible API

oldapi_evt clpoldapi.exe Compatible API

oldapi_if clpoldapi.exe Compatible API

oldapi_sts clpoldapi.exe Compatible API

pingnp clppingnp.dli PING network partition resolution resource
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Type Module Description

pm clppm Process management

pmsvc clppmsvc.exe Process management

psw clppsw.dll Process name monitor resource

ptun clpptun.dil Parameter tuning

ptunlib clpptun.dll Parameter tuning

rc clprc.exe Group and group resource management
rc_ex clprc.exe Group and group resource management
rd clprd.exe Process for smart failover

rdl clprdl.dll Library for smart failover

regctrl clpregctrl.exe Reboot count control command

regsync clpregsync.dll Registry synchronization resource
regsyncw clpregsync.dll Registry synchronization monitor resource
resdlic clpresdiic.dll Resource control library

rm clprm.dll Monitor management

script clpscript.dll Script resource

scrpc clpscrpc.exe Script

scrpl clpscrpl.ece Script

sd clpsd.dll Disk resource

sdadmn clpsdadmn.dli Disk management library

sddknp clpsddknp.dll DISK network partition resolution resource
sdfunc clpsdfunc.dll Disk function library

sdw clpsdw.dll Disk TUR monitor resource

sem clpsem.dll Semaphore library

service clpservice.dll Service resource

servicew clpservicew.dll Service monitor resource

shmem clpshmem.dll Shared memory library

shmevt clpshmevt.dll Event library

shmnm clpshmnm.dll Shared memory library

shmrm clpshmrm.dll Shared memory library

snmpmgr clpsnmpmgr.dll SNMP trap reception library

spool clpspool.dll Print spooler resource

spoolw clpspoolw.dll Print spooler monitor resource

starup clpstartup.exe Startup

stat clpstat.exe Status display command

stdn clpstdn.exe Cluster shutdown command

toratio clptoratio.exe Time-out ratio modification command
trncl clptrncl.dll Transaction library

trap claptrap.exe SNMP trap command

trnreq clptrnreg.exe Inter-cluster processing request command
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Type Module Description

rexec clprexec.exe External monitoring link processing
request command

trnsv clptrnsv.exe Transaction server

vcom clpvcom.dll Virtual computer name resource

vcomw clpvcomw.dll Virtual computer name monitor resource

vip clpvip.dll Virtual IP resource

vipw clpvipw.dll Virtual IP monitor resource

webalert clpaltd.exe Alert synchronization

webmgr clpwebmc.exe WebManager

xml xlpxml.dll XML library

vm clpvm.dll VM resource

vmw clpvmw.dll VM monitor resource

vmctrl clpvmctrl.dll VMCtrl library

Default log levels and log file sizes

Type Level Size (byte)
alert 4 1000000
apicl 4 5000000
apisv 4 5000000
appli 4 1000000
appliw 4 1000000
armdrive 4 1000000
bmc 4 1000000
bmcenf 4 1000000
bmchb 4 1000000
bwectrl 4 1000000
cfctrl 4 1000000
cifs 4 1000000
cifsw 4 1000000
cl 4 1000000
clpdnlid 4 1000000
clpgetsvcstat | 4 1000000
clpshmstat 4 1000000
clsv 4 1000000
commcl 4 80000000
comnp 4 1000000
cpufreq 4 1000000
diskagcl 4 4000000
diskagent 4 1000000
diskfltr 4 1000000
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Type Level Size (byte)
disknp 4 1000000
diskperf 8 2000000
diskutil 4 1000000
diskw 4 1000000
down 4 1000000
event 4 1000000
exping 4 1000000
fip 4 1000000
fipw 4 1000000
genw 4 1000000
grp 4 1000000
hblog 4 1000000
hd 4 1000000
hdadmn 8 1000000
hdapi 8 1000000
hddac 4 4000000
hdfunc 8 8000000
hdnm 8 4000000
hdsnapshot 8 2000000
hdtw 4 1000000
hdw 4 2000000
ipw 4 1000000
lankhb 4 1000000
Icns 4 1000000
ledctrl 4 1000000
logc 4 1000000
logcc 4 1000000
logcf 4 1000000
logcmd 4 1000000
mail 4 1000000
majonp 4 1000000
md 4 1000000
mdadmn 4 1000000
mdclose 4 1000000
mdctrl 4 1000000
mdfunc 4 2000000
mdnw 4 1000000
mdopen 4 1000000
mdw 4 1000000
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Type Level Size (byte)
mgmtagt 4 1000000
miiw 4 1000000
monctrl 4 1000000
mrw 4 1000000
mtw 4 1000000
nas 4 1000000
nasw 4 1000000
nm 4 2000000
oldapi 4 1000000
oldapi_cnf 4 1000000
oldapi_evt 4 1000000
oldapi_if 4 1000000
oldapi_sts 4 1000000
pingnp 4 1000000
pm 4 1000000
pmsvc 4 2000000
psw 4 1000000
ptun 4 1000000
ptunlib 4 1000000
rc 4 5000000
rc_ex 4 5000000
rd 4 1000000
rdl 4 1000000
regctrl 4 1000000
regsync 4 1000000
regsyncw 4 1000000
resdlic 4 2000000
rm 4 5000000
script 4 1000000
scrpc 4 1000000
scrpl 4 1000000
sd 4 1000000
sdadmn 4 1000000
sddknp 4 1000000
sdfunc 4 1000000
sdw 4 1000000
sem 4 1000000
service 4 1000000
servicew 4 1000000
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Type Level Size (byte)
shmem 4 1000000
shmevt 4 1000000
shmnm 4 1000000
shmrm 4 1000000
snmpmgr 4 1000000
spool 4 1000000
spoolw 4 1000000
startup 4 1000000
stat 4 1000000
stdn 4 1000000
toratio 4 1000000
trap 4 1000000
trncl 4 2000000
trnsv 4 2000000
trnreq 4 1000000
rexec 4 1000000
vcom 4 1000000
vcomw 4 1000000
vip 4 1000000
vipw 4 1000000
webalert 4 1000000
webmgr 4 1000000
xml 4 1000000
vm 4 1000000
vmw 4 1000000
vmctrl 4 1000000

Total 252000000 * 2

Monitoring Agent Types that can be specified for the -t option

Type Module Description

db2w clp_db2w.dll DB2 Monitor (Database Agent)

ftpw clp_ftpw.dll FTP Monitor (Internet Server Agent)

httpw clp_httpw.dll HTTP Monitor (Internet Server Agent)
imap4w clp_imap4w.dll IMAP4 Monitor (Internet Server Agent)

jra clpjrasvc.exe JVM monitor resource (Java Resource Agent)
jraw clpjraw.dll JVM monitor resource (Java Resource Agent)
odbcw clp_odbcw.dll ODBC Monitor (Database Agent)

oscw clposcw.dll OracleAS Monitor (Application Server Agent)
0SSW clpossw.dll Oracle Monitor (Database Agent)

otxw clposcw.dll VB Corp CL Monitor (Anti-Virus Agent)
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Type Module Description

0SSwW clpossw.dll VB Corp SV Monitor (Anti-Virus Agent)

otxw clp_otxw.dll WebOTX Monitor (Application Server Agent)
smtpw clp_smtpw.dll POP3 Monitor (Internet Server Agent)

psqlw clp_psqlw.dll PostgreSQL Monitor (Database Agent)

tuxw clp_tuxw.dll SMTP Monitor (Internet Server Agent)

wasw clp_wasw.dll SQL Server Monitor (Database Agent)

sra clpsraserviceproc.exe | System monitor resource (System Resource Agent)
sraw clpsraw.dll System monitor resource (System Resource Agent)
tuxw clp_tuxw.dll Tuxedo Monitor (Application Server Agent)

wasw clp_wasw.dll Websphere Monitor (Application Server Agent)
wisw clp_wisw.dll Weblogic Monitor (Application Server Agent)

Monitoring Agent Default Values of Log Level/Log File Size

Type Level Size (byte)
db2w 4 1000000
ftpw 4 1000000
httpw 4 1000000
imap4w 4 1000000
jra 4 1000000
jraw 4 1000000
odbcw 4 1000000
oracleasw 4 1000000
oraclew 4 1000000
oscw 4 1000000
0SsSwW 4 1000000
otxw 4 1000000
pop3w 4 1000000
psqlw 4 1000000
smtpw 4 1000000
sglserverw 4 1000000
sra 8 1000000
sraw 4 1000000
tuxw 4 1000000
wasw 4 1000000
wisw 4 1000000
Total 21000000 * 2
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Mirror-related commands
Displaying the mirror status (clpmdstat command)

clpmdstat: the c1pmdstat command displays status related to mirroring and configuration
information.

Command line:

clpmdstat {-m|--mirror} mirrordisk-alias
clpmdstat {-a|--active} mirrordisk-alias
clpmdstat {-d|--detail}; mirrordisk-alias
clpmdstat {-1|--list}

clpmdstat {-c

--connect} mirrordisk-alias

Description This command displays the status related to mirroring.
This command displays mirror disk resources configuration information.
Option -m, --mirror --mirror Displays mirror disk
resource status.
-a,--active --active Displays status of
mirror disk activation.
-d, --detail --detail Displays mirror disk
resources configuration
information.
-1,--1list --list Displays a list of mirror
disk resources.
-c, --connect --connect Displays the mirror
connect status.
Parameter | mirrordisk-alias | mirrordisk-alias Specifies a mirror disk
resource name.
Returnvalue |0 Success
Other than 0 Failure
Notes Run this command as a user with Administrator privileges.
In the case where the mirror disk resource is deactivated in the server on
which the command is run, a warning message “Trying again to
disconnect mirror disk” appears when the command is executed
in the environment where processes other than ExpressCluster access to
the volume. (The command is executed successfully.)
Example An example of the display after running this command is provided in the
display after | next section.
running this
command
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Error Messages

Message

Cause/Solution

clpmdstat failed. An internal error
occurred.

Check if the memory or OS resources
are sufficient.

clpmdstat failed. A network error
occurred.

Check the connection status of the
interconnect.

clpmdstat failed. The resource name is
invalid.

Specify the valid mirror disk resource
name.

clpmdstat failed in the internal

processes(xxxx). The error code is %3.

Reboot the local server.
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Display examples
& Displaying the status of mirror disk resource

The status of specified mirror disk resource is displayed by specifying the -m or - -mirror
option. There are three types of display depending on the status of mirror disk resource:

. When the status of mirror disk resource is Normal:

Mirror Status: Noxrmal
mdl serverl server?2
Mirkor Color GREEN GREEN
Fast\ Copy N N
Needed Copy Percent 13 %
Volumge Used Percent 64% 608
Volume Size 10R40MB 10240MB
Mirror disk resource name Server name Server name
Explanation of each item
Item Description

Mirror Status

Status of mirror disk resource

Status Description

Normal Normal

Recovering Mirror is recovering
Abnormal Abnormal

No Construction

Initial mirror construction is not
done

Mirror Color Status of mirror disk on each server
Status Description
GREEN Normal
YELLOW Mirror is recovering
RED Abnormal
GRAY Being stopped, Unknown status
BLUE Both disks are active

Fast Copy Indicates whether differential copy is enabled
Status Description
OK Differential copy is enabled
NG Differential copy is disabled
-- Status is unknown

Needed Copy

Percentage of the amount of the volume to be copied again

Percent

Volume Used Percentage of volume usage
Percent

Volume size The size of the volume

When the status of mirror disk resource is abnormal
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Mirror Status: Abnormal

mdl serverl server?2
Mirror Color GREEN RED

Fast Copy NG NG
Lastupdate Time 2004/02/24 15:41:07 --
Break Time 2004/02/24 15:40:38 --
Disk Error OK OK
Needed Copy Percent 1% 1%
Volume Used Percent 64% 60%
Volume Size 10240MB 10240MB

Explanation of each item

Iltem Description
Mirror Status Status of mirror disk resource *1
Mirror Color Status of mirror disk on each server *1
Lastupdate Time Last time when the data was updated on the server.
Break Time Time when mirror break has occurred
Disk Error Status of disk 1/0
Status Description
OK Normal
ERROR Error (No 1/0O)
-- Unknown
Needed Copy Percentage of the amount of the volume to be copied again
Percent
Volume Used Percent | Percentage of volume usage
Volume size The size of the volume

*1 Refer to “When the status of mirror disk resource is Normal:”
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e During mirror recovery

Mirror Status: Recovering

mdl serverl server2
Mirror Color YELLOW YELLOW
Recovery Status Value

Status: Recovering

Direction: serverl -> server2
Percent: 15%

Used Time: 00:00:21

Remain Time: 00:01:59

Explanation of each item

Item

Description

Mirror Status

Status of mirror disk resource *1

Mirror Color

Status of mirror disk on each server *1

Status

Status of mirror recovery

Status Description

Preparing Preparing for copy

(This status may last for a while if /O
load is high when resource is getting
started during recovery)

Recovering Being recovered

Completing Recovering is being completed

Nothing Canceling recovery

Direction

Direction of mirror recovery

Display either
[source server] -> [destination server] , or

[destination server] <- [source server]

Percent

Percentage of how much data is already recovered

Used Time

Elapsed time since recovering has started

Remain Time

Estimated time to complete recovering the remaining data. It
is estimated by the speed of already recovered data. The
time may be different depending on server load.

*1 Refer to ”e When the status of mirror disk resource is Normal:”.

Section | Detailed functions of ExpressCluster

349



Chapter 3 ExpressCluster command reference

& Displaying active status of mirror disk resource

Active status of the specified mirror disk resource is displayed when the -a or --active

option is specified:

Mirror Name: mdl

Server Name

serverl
server2

Active Status

Active
Inactive

Status of mirror partition device

Active Status Description
Active Active
Inactive Not active

-- Unknown

& Displaying mirror disk resource information

Configuration information of the specified mirror disk resource is displayed when the -d or
--detail option is specified:

Mirror Name:

Server Name

serverl
server?2

mdl

Drive Letter NMP/Disk Size
F: 1024MB/1024MB
F: 1024MB/1024MB

Explanation of each item

Iltem

Description

Mirror Name

Mirror disk resource name

Server Name

Server name

Mount Point

Mount point

Drive Letter

Data partition drive letter

NMP/Disk Size(MB)

NMP: the smaller size of data partition of servers

Disk Size: actual data partition size

350

ExpressCluster X 3.1 for Windows Reference Guide



Displaying the mirror status (clpmdstat command)

& Displaying the list of mirror disk resources

The list of mirror disk resources is displayed when the -1 or --11ist option is specified.

Mirror Name

Letter

Server Name Drive
serverl F
server2 F:
serverl G:
server2 G:

Explanation of each item:

Iltem

Description

Mirror Name

Mirror disk resource name

Server Name

Server name

Drive Letter

Data partition drive letter

& Displaying the mirror connect status

When the -c or - -connect option is specified, the mirror connect status is displayed.

An example of a two-node MD is given below.

e The resource is active on Serverl. (The currently used mirror disk connect has
Priorityl, and the next mirror disk connect to be connected has Priority?2.)

Resource Name

mdol

Number of Connection : 2

Mirror Connect

Priorityl

Priority2

Serverl
Address
Status

Server?2
Address
Status

10.0.10.11
Active

10.0.10.12
Active

10.0.20.11
Standby

10.0.20.12
Standby

e The resource is in the standby status on both servers. (There is no currently used mirror
disk connect, and the next mirror disk connect to be connected has Priority1.)

Resource Name

mdol

Number of Connection : 2

Mirror Connect

Priorityl

Priority?2

Serverl
Address
Status

Server2
Address
Status

10.0.10.11
Standby

10.0.10.12
Standby
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e Only one mirror disk connect is set up. (The resource is active on Serverl.)

Resource Name : mdol
Number of Connection : 1
Mirror Connect Priorityl Priority2
Serverl

Address 10.0.10.11 --

Status Active -
Server2

Address 10.0.10.12 --

Status Active --

e Server2 is in the error status. (The mirror disk connect status of Server2 cannot be
acquired, and the resource is active on Serverl.)

Resource Name : mdol
Number of Connection : 2

Mirror Connect Priorityl Priority2
Serverl
Address 10.0.10.11 10.0.20.11
Status Error Error
Server?2
Address 10.0.10.12 10.0.20.12
Status Unknown Unknown

Explanation of each item

Item name Description

Resource Mirror disk resource hame

Name

Number of Number of mirror disk connects

Connection

Address IP address of the mirror disk connect (primary and secondary)

The values specified in the Builder are referenced.

Status Status of the mirror disk connect (primary and secondary)

(Operation status and presence of any error such as a disconnection or
connection error)

String Status of the mirror disk connect

Active Being used

Standby Not used and on standby (There is no error and the
connect is available for communication.)

Error Not used and disconnected (There is an error and the
connect is not available for communication.)

Unknown Unknown

-- No configuration data
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Operating mirror disk resource (clpmdctrl
command)

C|pdetl’|: the clpmdctrl command operates mirror disk resources.

Command line:

clpmdctrl {-al|--active} mirrordisk-alias

clpmdctrl {-d|--deactive} mirrordisk-alias

clpmdctrl {-b|--break} mirrordisk-alias

clpmdctrl {-f|--force} recovery-source-servername mirrordisk-alias
clpmdctrl {-r|--recovery} mirrordisk-alias[-f, -a, oOr -vf]
clpmdctrl {-c|--cancel} mirrordisk-alias

clpmdctrl {-w|--rwait} mirrordisk-alias [-timeout time] [-rcancell
clpmdctrl {-s|--mdcswitch} mirrordisk-alias [priority-number]
clpmdctrl {-p|--compress} mirrordisk-alias

clpmdctrl {-n|--nocompress} mirrordisk-alias

Note:

Do not use the -a, --active, and -d, - -deact ive options when the ExpressCluster service
is started. If you use them, there will be an error.

Description This command activates/deactivates mirror disk resource and recovers
mirror.

Option -a, --active | Activates the mirror disk resource on the local server.

If the status of mirror disk resource is normal,
mirroring is performed.

If the status of mirror disk resource is not normal,
mirroring will not be performed.

-4, Deactivates the activated mirror disk resource on the
--deactive local server.

-b, --break Stops mirroring of the mirror disk and makes the data
status not to be the latest on the server where the
command is executed. The status of the mirror disk
resource on the server that the command is executed
becomes abnormal. The status of the mirror disk
resource remains the same as long as the command is
not executed on the server.

Mirroring restarts when mirror recovery is executed.
The mirror data is not synchronized until mirror
recovery is executed if mirror writing occurs.

-f, --force Forcefully performs mirror recovery for the specified
mirror disk resource.

-r, Performs either full mirror recovery or differential
--recovery mirror recovery for the specified mirror disk resource
with the local server as the copy source.

Whether to perform full or differential mirror recovery
is determined automatically.

-t Copies all the used area of a volume if the used area
can be identified.

Copies the entire area of a volume if the used area
cannot be identified.
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This cannot be specified when -a or -v£ is specified.

Automatically selects the recovery mode.

Performs differential copying if the different parts can
be identified. If differences cannot be identified, the
command behaves in the same way as when - £ is
specified.

This cannot be specified when - £ is specified. When
neither -£ or -a is specified, the recovery mode is
automatically selected.

This cannot be specified when -f or -vf is specified.

-vf

Copies the entire area of a volume regardless of
differences and the used area.

This cannot be specified when -a or - £ is specified.

-c, --cancel

Cancels mirror recovery.

-w, --rwait

Waits the completion of the mirror recovery of the
specified mirror disk resource.

-timeout Specifies the timeout period of mirror recovery

time completion (second). This option can be omitted.
When this option is omitted, timeout is not executed
and waits for the completion of mirror recovery.

-rcancel Intermits mirror recovery when the timeout of waiting

of mirror recovery completion occurred. This option
can be set when -timeout option is set. When this
option is omitted, the mirror recovery continues even
after the timeout occurrence.

-8, --mdcswi
tch

Switches between the primary and secondary mirror
disk connects of the user-specified disk resource.

If the priority number is omitted, the secondary mirror
disk connect is switched to when the primary mirror
disk connect is used at the time of command
execution. When the secondary mirror disk connect is
used, the primary mirror disk connect is switched to.

If the priority numbers are specified, the mirror disk
connect that has the appropriate priority number is
switched to.

Temporarily enables mirror data compression for the

_py . h

- -compress specified disk resource.

-n Temporarily disables mirror data compression for the
- -nocompres | SPecified disk resource.

S

Parameter

recovery-sou
rce-serverna
me

Specify a server name of the copy source.

mirrordisk-a
lias

Specify a mirror disk resource name.

priority-num

ber

Specify the prioritynumber (1 or 2).
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Return Value

Success

Invalid parameter

Other error

AW |, | O

Target mirror disk is not configuring mirror, or the
mirror configuring failed on the process.

(Only when -w or - -rwait option is specified,
including the case when mirror recovery is interrupted
by -cor -rcancel.)

5 Timeout of mirror recovery of target mirror disk
occurs (Only when -wor --rwait -timeout
option is specified)

6 The status of the destination mirror disk connect is
invalid (only when the -s or --mdcswitch option
is specified).

7 Only one mirror disk connect is set up (only when the
-s or - -mdcswitch option is specified).

8 The remote server is down (only when the -s or
--mdcswitch option is specified).

Remarks

This command returns control when the specified processing starts. Run
the clpmdstat command to check the processing status.

Notes

Run this command as a user with Administrator privileges.

When performing forced mirror recovery only for the local server while
the remote server is not running, specify the server that is forcefully
mirror recovered as a copy source.

When performing mirror recovery again after mirror recovery failed,
specify the same server you used last time for mirror recovery as a copy
source.

To resume the forced mirror recovery that was suspended by selecting
Cancel, use this command for forced mirror recovery.

Example of
command
execution

Example 1: When activating the mirror disk resource md1:

# clpmdctrl --active mdl

<mdl@serverls>: active successfully

Example 2: When deactivating the mirror disk resource md1:

# clpmdctrl --deactive mdl

<mdl@serverls>: deactive successfully

Example 3: When mirror recovering the mirror disk resource md1:

# clpmdctrl --recovery mdl
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Error Messages

Message

Cause/Solution

clpmdctrl failed. An internal error
occurred.

Check if the memory or OS resources
are sufficient.

clpmdctrl failed. The resource is busy.

The partition may be being used. Try
again later.

clpmdctrl failed. A network error
occurred.

Check the connection status of the
interconnect.

clpmdctrl failed. Cannot establish the
mirror disk connection.

Check if the cluster configuration data
is valid.

clpmdctrl failed. The resource name is
invalid.

Specify the valid mirror disk resource
name.

clpmdctrl failed. The status is invalid.

Check the mirror disk status.

clpmdctrl failed. The resource is not
initialized.

Check if the partition is allocated and
the disk can be identified by OS.
Check also that the cluster
configuration data is valid.

clpmdctrl failed. The resource has not
performed initial mirror construction.

Initial mirror configuration is
necessary.

clpmdctrl failed. Cannot lock the
mirror disk.

Check if the memory or OS resources
are sufficient.

clpmdctrl failed. The license is not
registered.

Register the license.

clpmdctrl failed. The trial version has
expired.

Register the license.

clpmdctrl failed. The license
authentification failed.

Register the license.

clpmdctrl failed. Cannot find the
history folder.

Check if the cluster configuration data
is valid.

clpmdctrl failed. The partition size
between servers does not match.

Check the patrtition size of the mirror
disk.

clpmdctrl failed. The mirror connect is
not initialized.

Check the connection status of the
mirror connect. Check also that the
cluster configuration data is valid.

clpmdctrl failed. Cannot find the
partition specified for the cluster
partition.

Check if the partition is allocated and
the disk can be identified by OS.

clpmdctrl failed. Cannot find the
partition specified for the data
partition.

Check if the partition is allocated and
the disk can be identified by OS.

clpmdctrl failed. Cannot change the
drive letter for the cluster partition.

Check the drive letter specified to the
cluster configuration data. Check if
the drive letter has already been used
by other partition.

clpmdctrl failed. Cannot change the
drive letter for the data partition.

Check the drive letter specified to the
cluster configuration data. Check if
the drive letter has already been used
by other partition.

clpmdctrl failed. The server name is
invalid.

Specify the valid server name.
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Message

Cause/Solution

clpmdctrl failed. %2 is running.

Execute while ExpressCluster Server
is being stopped.

clpmdctrl failed. The mirror disk [MD
resource name] can not be controlled
on this server.

Check the mirror disk status.

clpmdctrl failed. The mirror disk [MD
resource name] is not copying.

Check the mirror disk status.

clpmdctrl failed in the internal
processes(%2). The error code is %3.

Reboot the local server.

[MD resource name] status is invalid.

Target mirror disk is not configuring
mirror, or the mirror configuring failed
on the process.

[MD resource hame] mirror recovery
timed out.

Check if the specified timeout period
is appropriate, or if the disk 1/O or
communication delay is not occurring
due to heavy loads.

The status of the mirror connect to be
switched to is invalid.

Check the connection status of the
mirror disk connect.

Only one mirror connect is set up.

Make sure that more than one mirror
disk connect is registered.

The remote service is down.

Check the server operating status.
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C|pVO|SZ: the c1pvolsz command enlarges and shrinks the disk partition size.

Command line:

clpvolsz drive-letter [sizel

Description This command checks the sizes of data partitions mirrored by mirror disk
resource. If the partitions are not of the same size, the command adjusts
the sizes.

Specify the drive letter of the target partition
drive.
Specify the partition size by byte. If nothing

Parameter drive-letter

SiZe - - g - - -
is specified, the current size is displayed.
Returnvalue 0 succeeded in displaying the size
1 succeeded in changing the size
2 or greater abnormal
Notes Run this command as a user with Administrator privileges.

You cannot extend the partition size by this command.

Shrinking the partition size by using this command may cause the
change of the drive latter. After shrinking the partition size, make sure
to use Disk Management. (Navigate from Control Panel to
Administrative Tools, Computer Management , Disk Management) to
rescan the disk and check the drive letter and configure as necessary.

When the target partition has been registered as data partition/cluster
partition in the cluster configuration information of the mirror disk
resource, delete the mirror disk resource before shrinking the partition
size and register again after shrinking and reconfiguration of drive
letter.

The partition size is coordinated by MBR. Typically, it is a multiple of
512 bytes .

Examples Example 1 : When checking the Z drive size

# clpvolsz z:
Drive <z:> 8,587,160,064

Example 2: When shrinking the Z drive size to 8,587,159,552Byte

# clpvolsz z: 8587159552
Drive <z:> 8,587,160,064 -> 8,587,159,552

Execute it? [Y/N] ->y

SUCCESS
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Error messages

Message

Causes/Solution

ERROR:invalid parameter.

The parameter is incorrect. Check the
number of arguments and formats are set
correctly.

ERROR:larger than partition size.

The value larger than the current partition
size is set. Specify a smaller value.

ERROR:drive not found.

The specified drive is not found. Check if
you have specified the right drive.

ERROR:drive open failed.

The specified drive cannot be opened.
Check if the drive can be accessed.

ERROR:partition not found.

The partition number on the specified drive
cannot be found. Check if you have
checked the right driver.

ERROR:partition size zero.

The partition size of the specified server is
0. Check if the target partition is a basic
volume.

ERROR:device layout info.

Acquiring disk partition configuration
information has failed. Check if the target
partition is a basic volume.

ERROR:device geometry info.

Acquiring the disk geometry information
has failed. Check if the disk device is
working properly.

ERROR:device no info.

Acquiring Device No. / Partition No has
failed. Check the target partition is a basic
volume.

ERROR:set device info.

Configuration of partition information has
failed on the disk. Check if writing to disks
is not prohibited.

ERROR:memory alloc error.

Reserving the resource has failed. Check if
the memory or OS resource is enough.
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Controlling disk access (clpvolctrl command)

clpvolctrl Accesses a volume not registered as a resource.

Command line:

clpvolctrl {-o|--open} drive name
clpvolctrl {-c|--close} drive name
clpvolctrl {-v|--view} [drive name]

clpvolctrl --view

Description Accesses a disk volume not registered as a resource under an HBA for
which filtering is set up.

Option -0, --open Permits access to a volume not registered as a
resource.

Specify the drive name of the volume to which you
want to permit access.

-c, --close Restricts access to a volume not registered as a
resource.

Specify the drive name of the volume to which you
want to restrict access.

-v, --view Displays the status of access to a volume not
registered as a resource.

Specify the drive letter of the volume whose access
status you want to display.

- When a drive letter is specified

The status of access to the specified volume is
displayed.

- When a drive letter is not specified (default)
The command displays the access status of all
volumes not registered as resources on a disk that

belongs to the server executing the command and
that is connected to an HBA for which filtering is

set up.
Parameter  d4rive name Specif;)the drive letter of the target volume.
Returnvalue 0 The command is successfully executed.
101 Invalid Parameters
102 The target volume is already registered as a resource.
103 Access to the target volume is already permitted (only
when the -o or - -open option is used).
104 Access to the target volume is already restricted (only
when the -c or - -close option is used).
200 Other errors
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This command must be executed by a user with the administrator
privilege.

Notes

Example 1: This example shows how to permit access to a volume not
registered as a resource:

#clpvolctrl --open z:

Command succeeded.
Example 2: This example shows how to restrict access to a volume not
registered as a resource:

Examples

# clpvolctrl --close z:
Command succeeded.

Example 3: The examples below show how to display the status of
access to a volume not registered as a resource.

a) When a drive letter is specified:

# clpvolctrl --view z:
Drive Name Access Status

b4 open
b) When a drive letter is not specified:

# clpvolctrl --view:

Drive Name Access Status

w open

X close
v close
4 open

Error messages
Message

Causes/Solution

Check if there is any error in its format or

Invalid parameter.
parameter.

Check whether a group resource is using
the specified drive.

The command has been executed with the
-o or --open option for a drive to which

[drive name]: is a volume registered
as a resource.

Access to [drive name]: is already

permitted.

access is already permitted.

Access to [drive name]: is already
restricted.

The command has been executed with the
—-c or --close option for a drive to which
access is already prohibited.

Internal error. The error code is [error
code].

Restart the local server.
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Operating snapshot backup of hybrid disk resource
(clphdsnapshot command)

clphdsnapshot: the clphdsnapshot is used for operating hybrid disk resource snapshot.

Command line:
clphdsnapshot {—o

--open} hybriddisk-alias
--close} hybriddisk-alias

This command interrupts the mirroring of hybrid disk resource and

cancels the data partition access restriction to allow collection of
snapshot backup, and then resumes ordinary status by resuming

clphdsnapshot {-c
Description
mirroring.
Option -0, --open
-c, --close
Parameter  hybriddisk-ali

as

Return Value 0

Interrupts mirroring and allows collecting the
snapshot backups on the server on which the
command is executed by cancelling the data
partition access restriction, and then resumes
mirroring. When the auto mirror recovery is set to
be enabled, this setting is made to disable
temporarily.

Restricts access to the data partition. If the auto
mirror recovery is set to be enabled, the disablement
is canceled and then, mirroring is resumed.

Specifies the hybrid disk resource name.

The command is successfully executed.

1 Invalid parameter.

2 The target resource is not mirrored (only when using the
-0 Ofr - -open option).

3 The target resource is already in the snapshot status on
other server, or forcibly activated (only when using the
-0 or - -open option.).

4 The target resource is already in the snapshot status
(only when using the -o or - -open option).

5 The target resource is not in the snapshot status (only
when using the -c or - -close option).

© 0O N O
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The target resource is now on mirror recovery.
The target resource does not exist in local server.
The command is executed on the active server group.

Other errors
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Notes This command must be executed by the user with administrator
privilege.

This command should be executed on one of the standby server group
which works as a copy destination of mirroring for the active hybrid
disk resource that is properly mirrored. This command cannot be
executed on a server in active server group (i.e., server in the same
group as the server whose resources are activated).

Example of The following shows how backup of the Z drive which is mirrored at
command the hybrid disk resource hd_Z is collected.
execution

Server 1 Server 2 Server 3

1. Execute the command below on the server 3 in the standby server
group.

# clphdsnapshot --open hd Z
Command succeeded.

2. Collect backup of the Z drive at the server 3 by using the backup
tool.

3. Execute the command below on the server 3.

# clphdsnapshot --close hd Z
Command succeeded.

4. When the auto mirror recovery is set to be disabled, run the mirror
recovery manually.
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Error Messages

Message

Cause/Solution

Invalid parameter.

The parameter is invalid. Check if there is
any error in its format or parameter.

%1 is not mirroring, or not active.

Snapshot backup cannot be performed on
a hybrid disk resource which is deactivated
or is not mirrored. Try again after activating
the resource on another server group and
while the mirroring is performed.

%1 is busy on %2

Check that the target resource is already in
the snapshot status on another server in
the same server group, or is not forcefully
activated.

%1 has already opened.

The command is executed by specifying
the -o or - -open option for the resource
that is already been in the snapshot status.
Check the execution procedures.

%1 is not open.

The command is executed with the -c or

- -close option for the resource that is not
in snapshot status by the -o or - -open
option. Make sure that the command with
the -o or - -open option has been
executed successfully.

%1 is copying.

A snapshot backup cannot be performed
for the hybrid disk resource in the process
of mirror recovery. Try again after the
mirror recovery has been completed.

%1 is not available to %2.

Snapshot backups cannot be collected on
a server on which the target resource
cannot be activated. Execute it on a server
on which the failover group containing this
resource can be started.

Don't execute at active server group.

Snap shot back cannot be performed on a
hybrid disk resource that is already
activated in another serer in the same
server group. Execute it on a server in the
standby server group.

Internal error. %1

Check the status of the cluster
partition/data partition of the target
resource. Make sure that memory or OS
resource is sufficient.
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Displaying the hybrid disk status (clphdstat

command)

clphdstat: the c1phdstat command displays the status and configuration information on

hybrid disk.

Command line

clphdstat
clphdstat
clphdstat
clphdstat

Description

Option

Parameter

Return Value

Notes

Example of
command
display

Error Message

-m|--mirror} hybriddisk-alias
-a|--active} hybriddisk-alias
-1|-config}

-c|--connect} hybriddisk -alias

This command displays various status on hybrid disk and the
configuration information on hybrid disk resource.

-m, --mirror Displays the status of hybrid disk resource.

-a, --active Displays the activation status of hybrid disk
resource.

-1, --config Displays the configuration information on hybrid

disk resource.

-c, --connect Displays the mirror connect status.
hybriddisk-alias Specifies the hybrid disk resource name.

0 Success
Other than 0 Failure

This command must be executed by the user with administrator
privilege.

In the case where the hybrid disk resource is deactivated in the server on
which the command is run, a warning message “Trying again to
disconnect hybrid disk” appears when the command is executed
in the environment where processes other than ExpressCluster access to
the volume. (The command is executed successfully.)

See the next section for command display examples.

Message

Cause/Solution

Invalid parameter.

The parameter is invalid. Check if there is
any error in its format or parameter.

All servers are down. target hybrid disk resource is operating,

Check that at least one server having the

and then execute the command again.

Internal error. %1 Restart the local server.
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Display examples

& Hybrid disk resource status display

When the -m or - -mirror option is specified, the status of the specified hybrid disk

resource is displayed.

There are two types of hybrid disk resource status display depending on the hybrid disk

resource status.

e When the hybrid disk resource status is other than Recovering

Status:

hdol

Mirror Color

Hybrid disk resource name

366

Abnormal

svg01l svg02
RED
OK

2008/05/27 15:50:27
2008/05/27 15:44:35
68%
63%
1024MB
ERROR

CP Error

NO ERROR
NO ERROR
NO ERROR
ERROR

Server group name
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Description on each item

Iltem Name Description
Status Hybrid disk resource status
Status Description
Normal Normal
Recovering Mirror is being recovered
Abnormal Abnormal
No Construction Mirror initial construction
has not been performed
Uncertain Unknown status or
undefined of new/old
Mirror Color Hybrid disk status in each server
Status Description
GREEN Normal
YELLOW Mirror is being recovered
RED Abnormal
ORANGE Undefined of new/old
GRAY Stopped or Unknown
BLUE Both systems are active
Fast Copy Indicates whether differential copy is enabled
Status Description
OK Differential copy is enabled
NG Differential copy is disabled
- Status is unknown
Lastupdate Time Time when the data was last updated on the
server
Break Time Time when mirror break occurred
Needed Copy Percentage of the amount of the volume to be
Percent copied again
Volume Used Percent | Percentage of volume usage
Volume Size The size of the volume
Disk Error Disk 1/O status
Status Description
NO ERROR Normal
ERROR Abnormal (Unable to I/O)
- Unknown
DP Error Whether or not there is data partition 1/0 error in
servers
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Item Name Description
CP Error Whether or not there is cluster partition 1/0 error
in servers

¢ When the hybrid disk resource status is Recovering

Status: Recovering

hdol svg0l svg02

Mirror Color YELLOW -> YELLOW
40%

Recovery Status

Source Server serverl

Destination Server server3

Used Time 00:00:28

Remain Time 00:00:14

Description on each item

Item Name Description

Mirror Status Hybrid disk resource status *1

Mirror Color Hybrid disk status in servers *1

Or

Copy direction of mirror recovery is shown with an
arrow.

->: Copy from the left server group to the right
server group

<-: Copy from the right server group to the left
server group

Progress of copying is shown as xx%.

Source Server Copy source server name

Destination Server Copy destination server name

Used Time Time passed since copying started

Remain Time Estimated time required to complete copying

Because it is estimated from the copy rate of the
finished part, the value may vary due to load status of
the servers or other factors.

*1 See “When the status of mirror disk resource is Normal”.
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& Hybrid disk resource active status display

When the -a or - -active option is specified, active status of the specified hybrid disk
resource is displayed.

HD Resource Name: hdo1l

Server Name Active Status Current Server

svg01l
serverl Active CURRENT
servex2 Inactive --

svg02
servar3 Force Active CURRENT
serve Inactive --

erver group name

Active status

Active Status Description
Active Active
Inactive Inactive

Force Active

Forced activation

Unknown

Current server

Current Server

Description

CURRENT

Current server

-- Non-current server

& Hybrid disk resource configuration information display

When the -1 or - -config option is specified, configuration information on all hybrid
disk resources are displayed.

HD Resource Name: hdo1l
Syncmode : Sync
Config svgo0l svg02
Drive Letter Z: Z:
Disk Size 1027MB 1027MB
Server Name serverl server3
server?2 serveréd
Description on each item
Item Name Description

HD Resource Name Hybrid disk resource name

Syncmode Synchronization mode

Drive Letter Drive letter of the data partition

Disk Size Data partition size

Server Name Member server of each server group
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& Displaying the mirror connect status
When the -c or - -connect option is specified, the mirror connect status is displayed.
An example of a four-node HD is given below.
e [Cluster configuration]
» Four servers (Serverl - Server4)
» Two server groups (SvG01 and SvG02)
» Servers registered for SvGO1: Serverl and Server2
» Servers registered for SvG02: Server3 and Server4
» One hybrid disk resource (hd01)
e [Cluster status]
- Hybrid disk resource hd01 is active on Serverl.
- Server group SvGO01 is using a priority 1 mirror connect.

- Server group SvGO02 is using a priority 2 mirror connect.

Resource Name : mdol
Number of Connection : 2

Mirror Connect Priorityl Priority2
<SvG01l>
Serverl
Address 10.0.10.11 10.0.20.11
Status Active Standby
Server2
Address 10.0.10.12 10.0.20.12
Status Error Standby
<SvG02>
Server3
Address 10.0.10.21 10.0.20.21
Status Standby Active
Server2
Address 10.0.10.22 10.0.20.22
Status Standby Standby

Explanation of each item

Display item Description

Resource Hybrid disk resource name

Name

Number of Number of mirror connects

Connection

Address IP address of the mirror connect (primary and secondary)

The values set in the Builder are referenced.

Status Status of the mirror connect (primary and secondary)
(Operation status and presence of any error such as disconnection or
connection error)
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String Status of mirror connect

Active Being used

Standby Not used and on standby (There is no error and the
connect is available for communication.)

Error Not used and disconnected (There is an error and the
connect is not available for communication.)

Unknown Unknown

- No configuration data
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Operating hybrid disk resource (clphdctrl
command)

C|pthtI’|: the c1lphdctrl command operates hybrid disk resource.

Command line

clphdctrl {-a|--active} hybriddisk-alias [-n or -f]

clphdctrl {-d|--deactive} hybriddisk-alias

clphdctrl {-b ——break{ hybriddisk-alias [-n or -f]

clphdctrl {-f|--force} hybriddisk-alias

clphdctrl {-r|--recovery} hybriddisk-alias [-f or -a or -vf] [dest
-servername]

clphdctrl {-c|--cancel} hybriddisk-alias

clphdctrl {-w|--rwait} hybriddisk-alias [-timeout time] [-rcancel]

clphdctrl {-s|--mdcswitch} hybriddisk-alias [priority-number]
clphdctrl {-p|--compress} hybriddisk-alias

clphdctrl {-n|--nocompress} hybriddisk-alias

Note:

Make sure that the ExpressCluster service has been stopped when you use the - -active or
--deactive option.

Description Activates/deactivates hybrid disk resource and recovers mirror.

Option -a,--active Activates hybrid disk resource on the local server.

If the status of hybrid disk resource is normal,
mirroring is performed.

If the status of hybrid disk resource is not normal,
mirroring will not be performed.

-n Specifies normal activation for activation mode.
This option can be omitted. This cannot be
specified when - £ is specified.

- Specifies forced activation for activation mode.
This option can be omitted. This cannot be
specified when -n is specified.

-d,.--deactive Deactivates the activated hybrid disk resource on
the local server.

-b,.--break Stops mirroring of the hybrid disk resource and
makes the data status not to be the latest on the
server where the command is executed. The data
is not synchronized until mirror recovery is
completed even if writing on the hybrid disk takes
place. Specify the - £ or -n option.

-n Specifies the degeneration mode as normal
degeneration. In the case of normal degeneration,
mirroring is intermitted and the server becomes
not the latest status only when the mirroring is
executed normally on the hybrid disk.

This cannot be specified when - £ is specified.
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-f,.--force

-Y,.--Yecovery

-vf

-c,.--cancel

-w,.--rwait

-timeout time

-rcancel

Section | Detailed functions of ExpressCluster

Specifies the degeneration mode as forced
degeneration mode. In the case of forced
degeneration, mirroring is intermitted and the
server becomes not the latest status even if the
mirroring target server/server group status is
abnormal or unknown.

This cannot be specified when -n is specified.

Performs forced mirror recovery on the specified
hybrid disk resource.

Performs either full mirror recovery or differential
mirror recovery for the specified hybrid disk
resource with the local server as copy source.

Copies all the used area of a volume if the used
area can be identified.

Copies the entire area of a volume if the used area
cannot be identified.

This cannot be specified when -a or -v£ is
specified.

Automatically selects the recovery mode. If the

difference can be identified, differential copying
is performed. If differences cannot be identified,
the command behaves in the same way as when

- £ is specified.

This cannot be specified when - £ or -v£ is
specified.

Copies the entire area of a volume regardless of
differences and the used area.

Cancels mirror recovery.

Waits for the completion of the specified disk
resource mirror recovery.

Specifies the time of mirror recovery completion
timeout (second). This option can be omitted.
When this option is omitted, timeout is not
executed and waits for the completion of mirror
recovery.

Intermits mirror recovery when waiting for the
mirror recovery completion is timed out. This
option can be set when -timeout option is set.
When this option is omitted, the mirror recovery
continues even after the timeout takes place.
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-s,.--mdcswitch  Switches between the primary and secondary
mirror disk connects of the user-specified disk
resource.

If the priority number is omitted, the secondary
mirror disk connect is switched to when the
primary mirror disk connect is used at the time of
command execution. When the secondary mirror
disk connect is used, the primary mirror disk
connect is switched to.

If the priority numbers are specified, the mirror
disk connect that has the appropriate priority
number is switched to.

-p,.- -compress Temporarily enables mirror data compression for
the specified disk resource.

-n,.--nocompres  Temporarily disables mirror data compression for

s the specified disk resource.
hybriddisk-ali . L
Parameter ag Specifies the hybrid disk resource name.

dest-servername  Specifies the copy destination server name. When
you omit this, the copy destination server is
automatically determined from another server
group.

priority-numbe  go.if the number 1 or 2.

r
Return Value 0 Success

Other than 0 Failure

101 Invalid parameter

102 Invalid status including the case when -w or --rwait
option is specified and mirror recovery is intermitted by
-rcancel.

103 Operations for the same resource are executed
simultaneously from other servers.

104 Operations for the same resource were executed
simultaneously from the own server.

106 The server that command is executed does not
have the target resource.

107 1/0 error occured on the cluster partition or on
the data partition.

109 Waiting for the completion of Mirror recovery
of the target hybrid disk is timed out (only when
-w Orf --rwait -timeout option is
specified).

110 Other errors

201 The status of the destination mirror disk connect is
invalid (only when the -m or - -mdcswitch option is
specified).
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202 Only one mirror disk connect is set up (only when the
-m or - -mdcswitch option is specified).

203 All the servers in the remote server group are down
(only when the -m or - -mdcswitch option is
specified).

Remarks This command returns control when the specified processing starts. Run

the clpmdstat command to check the processing status.

Notes This command must be executed by the user with administrator
privilege.

When performing mirror recovery again after mirror recovery failed,
specify the same server you used last time for mirror recovery or
another server in the same server group which this server belongs to as a
copy source.

To resume mirror recovery that was suspended by selecting Cancel, use
this command for forced mirror recovery.

Example of
command
execution

Example 1: When activating hybrid disk resource hdl

# clphdctrl --active hdl
Command succeeded.

Example 2: When deactivating hybrid disk resource hdl

# clphdctrl --deactive hdl
Command succeeded.

Example 3: When recovering mirror for hybrid disk resource hd1l

# clphdctrl --recovery hdl
Command succeeded.

Error Message

Message

Cause/Solution

Invalid parameter.

The parameter is invalid. Check if there
is any error in its format or parameter.

The status of [HD_resource_name]
is invalid.

Check the status and execute the
command again.

This command is already run in
another server.

After finishing the command which is
currently executed, execute the
command again.

This command is already run in the
local server.

After finishing the command which is
currently executed, execute the
command again.

[copy_destination_serve_name] is
down.

Start the server which has been
specified as copy destination, or specify
another server as copy destination to
execute the command again.

[local_server_name] is not included
in Servers that can run the Group of
[HD_resource_name].

Execute the command from the server
where the target HD resource can be
started.

Disk error.

Check if there is not HW failure in the
disk or disk path where cluster partition
or data partition exists.
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Message

Cause/Solution

Mirror recovery of [HD resource
name] is timed out.

Check if the specified timeout time is
appropriate, or if the disk I/O or
communication delay is not occurring
due to heavy load.

Internal error. [error_code]

Restart the local server.

The status of the destination mirror
connect is invalid.

Check the connection status of the
mirror disk connect.

There is only one mirror connect

that is set for [HD resource name].

Make sure that more than one mirror
disk connect is registered.

All the servers of the remote server
group are out of service.

Check the server operating status.

ExpressCluster X 3.1 for Windows Reference Guide



Outputting messages (clplogcmd command)

Outputting messages (clplogcmd command)

prIogcmd: the c1plogcemd command registers the specified text into alert.

Command line:

clplogcmd -m message

[--alert] [-i ID] [-1 levell

Note:

Generally, it is not necessary to run this command for constructing or operating the cluster. You
need to write the command in the script resource script.

Description

Write this command in the script resource script and output messages
you want to send to the destination.

Messages are produced in the following format:

[ID] message

Options

-m message

Specifies text to be produced in message. This option
cannot be omitted. The maximum size of message is
498 bytes.

You may use alphabets, numbers, and symbols. See
below (*) for notes on them.

--alert

This parameter can be omitted. You can specify only
alert as the output destination of this command.

For more information on output destinations, see
"Directory structure of ExpressCluster” in Chapter 10,
"The system maintenance information" in this guide.

-1 ID

Specify event ID.

This parameter can be omitted. The default value 1 is
set for the event ID when the parameter is omitted.

-1 level

Select a level of alert output from ERR, WARN, or
INFO. The icon on the alert view of the WebManager
is determined according to the level you select here.

This parameter can be omitted. The default value
INFO is set to level when the parameter is omitted.

See “Checking alerts using the WebManager” on
page 77 for more information.

Return Value

0

Success

Other than 0

Failure

Notes

Run this command as a user with Administrator privileges.

The specification of the —1i option is different from that of the Linux
version. The event ID that is displayed in alert is fixed and unchangeable
in the Windows version
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Example of
command
execution

Example 1: When specifying only message

When the following is written in the script resource script, text is
produced in alert.

clplogcmd -m testl

The following is displayed in the alert view of the WebManager:

| Receive Time | Time ¥ | Server Mame | Madule Name| EventID| Message |
(L) [2004i08/01 14:00000 [2004/09/01 14:00:00 |semver lngemd 1 test

Example 2: When specifying message, message ID, and level:

When the following is written in the script resource script, the text is
produced in alert.

clplogcmd -m test2 -i 100 -1 ERR
The following alert is displayed on the alert view of the WebManager:

Receive Time | Tirne W | Server Name [ Module Name| Event D] Message |
W [2004/08/01 14:00:00 |2004/09/01 14:00:00 |servert logemd 3601 [[100]testz

* Notes on using symbols in text:

The symbols below must be enclosed in double quotes (“ ™):

& | < >

(For example, if you specify “&” in the message, & is produced.)

The symbols below must have a backslash \ in the beginning:

\

(For example, if you specify \\ in the message, \ is produced.)

When there is a space in text, it must be placed in enclosed in double quotes (“ ).

The symbol % cannot be used in text.
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Controlling monitor resources (clpmonctrl
command)

clpmonctrl: the clpmonctrl command controls the monitor resources.

Command line:

Clpmonctrl -s [-m resource name ]
clpmonctrl -r [-m resource name ]
Clpmonctrl -c [-m resource name ...]
clpmonctrl -v [-m resource name ]
clpmonctrl -e -m resource name
clpmonctrl -n [-m resource name]

[-w wait time]
[-w wait timel]

Note:
This command must be run on all servers that control monitoring because the command controls
the monitor resources on a single server.

This command suspends and/or resumes the monitor resources, displays
Description and/or initializes the recovery operation count, and enabel and/or disable
dummy failure on a single server.

Option -s, Suspends monitoring
--suspend
-r, Resumes monitoring
--resume
-c, Initializes the recovery operation count.
--clear

-v, --view | Displays the recovery operation count.

-e Enables dummy failure. Be sure to specify a monitor
resource name with the -m option.

-n Disables dummy failure. When a monitor resource name is
specified with the -m option, the function is disabled only
for the resource. When the -m option is omitted, the
function is disabled for all monitor resources.

-m, Specifies one or more monitor resources to be controlled.

--monitor . . . .
This option can be omitted. All monitor resources are

controlled when the option is omitted.

-w, --wait | Waits for control monitoring on a monitor resource basis
(in seconds).

This option can be omitted. The default value of 5 is set
when the option is omitted.
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Return Value | 0 Normal termination
1 Privilege for execution is invalid
2 The option is invalid
3 Initialization error
4 The cluster configuration data is invalid
5 Monitor resource is not registered.
6 The specified monitor resource is invalid
10 The cluster is not activated
11 The ExpressCluster service is suspended
12 Waiting for cluster synchronization
90 Monitoring control wait time-out
128 Duplicated activation
255 Other internal error

Example of Monitor resource configuration

command # clpstat -m
execution === MONITOR RESOURCE STATUS ===
Cluster : cluster
*server(0 : serverl
serverl : server2

Monitor0 [ipwl : Normall]

server0 [o] : Online
serverl [o] : Online

Monitorl [miiwl: Normal]

server(0 [o] : Online
serverl [o] : Online
Monitor2 [userw : Normal]
server0 [o] : Online
serverl [o] : Online

In the examples 1 through 4 below, the monitor resources of the serverl
are controlled.

To control the monitor resources of the server2, run this command in the
server2.

Example 1: When suspending all monitor resources:

# clpmonctrl -s

Command succeeded.

# clpstat -m

=== MONITOR RESOURCE STATUS ===
Cluster : cluster

*server(0 : serverl
serverl : server2
r ———————————————— -
1 MonitorO_[ipwl :_ _Caution]!
i i e
, serverO [o] : Suspend 1
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serverl [o] : Online
'rM'oEi'tErE “[miiwl: ~ Caution]
T T T e e e T e e o e e e e mem -_| _____________________
server0 [o] Suspend 1
TgerverlT[o]” T TOonIin&E T T T
'rM'oEi'tErE “[userw : Caution]
o e o o e i o i — = = — —  —mm e m e — =
jserver0 [o] : Suspend I
serverl To] ~: ©Online

Example 2: When resuming all monitor resources:

# clpmonctrl -r

Command succeeded.

# clpstat -m

=== MONITOR RESOURCE STATUS ===
Cluster : cluster

*server(0 : serverl
serverl : server2
1
| Monitor0 [ipwl : Normall
T T T m T T M T T T o _______
Il servexr® f0} — =~ Online-!
serverl [o] : Online
e Tt - |
| Monitorl [miiwl: Normal]

| servexd o — = Orline—

serverl [o] : Online

:Fao'ni'tBr'z' [userw : 'NBr'n!lal]

I o o o e e e o o o e o = o

- _I; T e - - - ;_—_‘_—_; _1 _________________________
'servero [o] : Online

Serverl” ToT —:~ Omlire™

Example 3: When displaying recovery operation count for all monitor
resources:

# clpmonctrl -v

RESQUECE. m — = — = midwl o

Script Count : 0/0
IRestart Count :1/1 "
IFailover Count : 3/3
IFinalAction Count : 0 [I\L!D Operation]

RESOUICe o o — — —imdiwl,

Script Count : 0/0;
IRestart Count : O/OI
IFailover Count :1/1

JFinalAction Count _:_O[_llTo Operation]

Resource _ _ _ _ _: _sgrvicewl
Mscript Count 2 0/0
I Restart Count : 0/D
| Failover Count : 1/

LFinalAction Count _:_0[No Operation]

Command succeeded.
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Example 4: When initializing recovery operation count for all monitor
resources:

C:\Users\Administrators>clpmonctrl -c
Command succeeded.

C:\Users\Administrator>clpmonctrl -v

RESQULCE . — — — — fipwl

Script Count : O/&

IRestart Count . 0/3

IFailover Count : 0/4

|JFinalAction Count : O[No Operation]
Regource_ _ _ _ _ i QSsw__

IScript Count : 0/01

IRestart Count : 0/01

JFailover Count : 0/2]

|FinalAction Count : O[No Operation]

Resource — — = = = =serviaew_ControlManager

IScript Count : 0/0]
Restart Count : O/Ol
Failover Count : 0/2

| FinalAction Count : O[ﬁo Operation]

Command succeeded.

Example 5: When suspending only the IP monitor resource (ipwl):

# clpmonctrl -s -m ipwl

Command succeeded.

# clpstat -m

=== MONITOR RESOURCE STATUS ===
Cluster : cluster

*server(0 : serverl
serverl : server2
Monitor0O [ipwl : Caution]
- _F___ = e e ___'I_ _____________________
server0 [o] : Suspend |

serverl” for =~ Omline — — ~

Monitorl [miiwl: Normall]
server0 [o] : Online
serverl [o] : Online

Monitor2 [userw : Normal]
server0 [o] : Online
serverl [o] : Online

Example 6: When resuming only the IP monitor resource (ipw1l):

# clpmonctrl -r -m ipwl
Command succeeded.
# clpstat -m

=== MONITOR RESOURCE STATUS ===
Cluster : cluster

*server(0 : serverl

serverl : server2
r—-r—-——T"="T==7=======-=== 1
I Monitor0 [ipwl : Normal] |
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rseryerD_LoL.;._Online -
'serverl [o] : Online 1
Monitorl [miiwl: Normal]
server0 [o] : Online
serverl [o] : Online
Monitor2 [userw Normal]
server0 [o] : Online
serverl [o] : Online

Example 7: When displaying recovery operation count for IP monitor
resources:

C:\>clpmonctrl -v -m ipwl

Resource _ _ _ _ _: 3 ipwl, -
r-Script Count : 0/0
| Restart Count : 3/3I
| Failover Count : 2/2l

Command succeeded.

Example 8: When initializing recovery operation count for IP monitor
resources:

C:\>clpmonctrl -v -m ipwl

RESQUECEOm = = = = = Wl
cript Count : o/0!
Restart Count : 0/3l
Failover Count : 0/21

FinalActien—Caunt— « &[No Operation]

Command succeeded.

Remarks If you suspend a monitor resource that is already suspended or resume that
is already resumed, this command terminates successfully without
changing the status of the monitor resource.

Notes Run this command as a user with Administrator privileges.

Check the status of monitor resource by using the status display command
or WebManager.

Before you run this command, use the c1pstat command or
WebManager to verify that the status of monitor resources is in either
“Online” or “Suspend.”

In the case of a monitor resource of which monitor timing is “Active”, if a
target resource stops temporarily in the active status, and then the target
resource or the group which the target resource belongs to is activated, the
monitor resource which has been stopped temporarily cannot detect an
error. This is because the monitor resource does not start monitoring.

The following are examples of the case described above:
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temporarily.

1. Stops an application monitor that is monitoring application resource

2. Reactivate the application resource or the group that the application
resource belongs to.

This reactivation procedure applies both manual and automatic when a
monitor resource detects an error and reactivates an application by the
recovery operation.

If you execute clpmonctrl command with the -v option, “FinalAction
Count” is script execution count before final action for following setting.

- The Execute Script before Final Action check box is selected.

- Final Action is No operation.

Error Messages

Message

Causes/Solution

Command succeeded.

The command ran successfully.

You are not authorized to run the
command. Log in as Administrator.

You are not authorized to run this command. Log in as
a user with Administrator privileges.

Initialization error. Check if memory or
OS resources are sufficient.

Check if the memory or OS resource is sufficient.

Invalid cluster configuration data.
Check it by using the Builder.

The cluster configuration data is invalid. Check the
cluster configuration data by using the Builder.

Monitor resource is not registered.

The monitor resource is not registered.

Specified monitor resource is not
registered. Check the cluster
configuration information by using the
Builder.

The specified monitor resource is not registered.

Check the cluster configuration data by using the
Builder.

The cluster has been stopped. Check
the active status of the cluster service
by using the command such as ps
command.

The cluster has been stopped.

Check the activation status of the ExpressCluster
service by using the ps command.

The cluster has been suspended. The
cluster service has been suspended.
Check activation status of the cluster
service by using a command such as
the ps command.

The ExpressCluster service has been suspended.
Check the activation status of the ExpressCluster
service by using a command such as ps command.

Waiting for synchronization of the
cluster. The cluster is waiting for
synchronization. Wait for a while and try
again.

Synchronization of the cluster is awaited.

Try again after synchronization of the cluster is
completed.

Monitor %1 was unregistered, ignored.
The specified monitor resources %1is
not registered, but continues
processing. Check the cluster
configuration data by using the
Builder. %1: monitor resource name

There is an unregistered monitor resource in the
specified monitor resources, but it is ignored and the
process is continued

Check the cluster configuration data by using the
Builder.

%1: Monitor resource nhame

384
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Message

Causes/Solution

command.

The command is already executed.
Check the execution state by using the
"ps" command or some other

by using the ps command.

The command has already been run. Check the status

Internal error. Check if memory or OS
resources are sufficient.

Check if the memory or OS resource is sufficient.

Monitor resource types that can be specified for the -m option

Type

Suspending/Resume

Reset Recovery Count

Dummy Failure Possibility

appliw

(0]

(0]

(0]

diskw

fipw

ipw

O0|0|O

mdnw

X

mdw

miiw

mtw

regsyncw

sdw

servicew

oO|O0|O0|O|O|O|O|O|0O|O

spoolw

vcomw

O | x

vipw

cifsw

nasw

O|0O|O0|O|O|O|0O|O|0O|0O| X

hdw

hdtw

genw

O|O0|x

vmw

X

mrw

db2w

ftpw

httpw

imap4w

odbcw

oraclew

oracleasw

OSCw

OSSw

pop3w

psqlw

smtpw

sqlserverw

tuxw

O|0O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|X

wasw

o

OoO|0|0O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|O|0O|O|O|O|0O|0O|0O]|0O|O

O|O0|O0|O|O|O|O|O|O|O|O|O|O|0O|O|X
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Type Suspending/Resume Reset Recovery Count |Dummy Failure Possibility
wisw (0] (0] (0]
otxw (0] (0] (0]
jraw (0] (0] (0]
sraw (0] (0] (@]
psw (0] 0] (0]
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Controlling group resources (clprsc command)

C|pI’SCZ the c1prsc command controls group resources

Command line:

clprsc -s resource name [-h hostname] [-f]
clprsc -t resource name [-h hostname] [-f]

Description  This command starts and stops group resources.

Option -s Starts group resources.
-t Stops group resources.
-h Requests processing to the server specified by the
hostname.

When this option is skipped, request for processing is made
to the following servers.

e When the group is offline, the command execution
server (local server) .

e When the group is online, the server where group is
activated.

-t When the group resource is online, all group resources that
the specified group resource depends starts up.

When the group resource is offline, all group resources that
the specified group resource depends stop.

Return VValue 0 success
Other than 0 failure

Example Group resource configuration
# clpstat
—========= CLUSTER STATUS ==========

Cluster : cluster

<servers
*serverl . ... : Online
lankhbl : Normal
lankhb2 : Normal
pingnpl : Normal
SErVer2 .. .iiiiiiii : Online
lankhbl : Normal
lankhb2 : Normal
pingnpl : Normal
<group>
ManagementGroup ............ : Online
current : serverl
ManagementIP : Online
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failoverl...................: Online
current : serverl
fipl : Online
mdl : Online
scriptl : Online
failover2...................: Online
current : server2
fip2 : Online
md2 : Online
scriptl : Online
<monitors
fipwl : Normal
fipw2 : Normal
ipwl : Normal
mdnwl : Normal
mdnw2 : Normal
mdwl : Normal
mdw?2 : Normal

Example 1: When stopping the resource (fipl) of the group (failover 1)
# clprsc -t fipl

Command succeeded.

#clpstat
========== CLUSTER STATUS ==========
<abbreviations>
<group>
ManagementGroup ................ : Online
current : serverl
ManagementIP : Online
failoverl ...... ... ... : Online
current : serverl
fip1l : Offline
mdl : Online
scriptl : Online
failover2 .......... ... ... .. .. .. : Online
current : server2
fip2 : Online
md2 : Online
scriptl : Online
<abbreviation>
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Example 2: When starting the resource (fipl) of the group(failover 1)

# clprsc -s fipl
Command succeeded.

#clpstat

<Abbreviation>
<group>
ManagementGroup
current
ManagementIP
failoverl
current
fipl
mdl
scriptl
failover2
current
fip2
md2
scriptl

<Abbreviation>

Notes

CLUSTER STATUS

Online
serverl
Online
Online
serverl
Online
Online
Online
Online
server2
Online
Online

Online

Run this command as a user with Administrator privileges.

Check the status of the group resources by the status display or the

WebManager.

When there is an active group resource in the group, the group resources
that are offline cannot be started on another server.

Error Messages

Message

Causes/Solution

Log in as Administrator.

Run this command as a user with Administrator
privileges.

Invalid cluster configuration data. Check it by
using the Builder.

The cluster construction information is not correct.
Check the cluster construction information by
Builder.

Invalid option.

Specify a correct option.

Could not connect server. Check if the cluster
service is active.

Check if the ExpressCluster is activated.

Invalid server status. Check if the cluster service
is active.

Check if the ExpressCluster is activated.

Server is not active. Check if the cluster service
is active.

Check if the ExpressCluster is activated.

Invalid server name. Specify a valid server name
in the cluster.

Specify a correct server name in the cluster.
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Message

Causes/Solution

Connection was lost. Check if there is a server
where the cluster service is stopped in the
cluster.

Check if there is any server with ExpressCluster
service stopped in the cluster,

Internal communication timeout has occurred in
the cluster server. If it occurs frequently, set the
longer timeout.

Timeout has occurred in internal communication
in the ExpressCluster.

Set the internal communication timeout longer if
this error occurs frequently.

The group resource is busy. Try again later.

Because the group resource is in the process of
starting or stopping, wait for a while and try again.

An error occurred on group resource. Check the
status of group resource.

Check the group resource status by using the
WebManager or the clpstat command.

Could not start the group resource. Try it again
after the other server is started, or after the Wait
Synchronization time is timed out.

Wait till the other server starts or the wait time
times out, then start the group resources.

No operable group resource exists in the server.

Check there is a processable group resource on
the specified server.

The group resource has already been started on
the local server.

Check the group resource status by using the
WebManager or clpstat command.

The group resource has already been started on
the other server. To start the group resource on
the local server, stop the group resource.

Check the group resource status by using the
WebManager or clpstat command.

Stop the group to start the group resources on the
local server.

The group resource has already been stopped.

Check the group resource status by using the
WebManager or clpstat command.

Failed to start group resource. Check the status
of group resource.

Check the group resource status by using the
WebManager or clpstat command.

Failed to stop resource. Check the status of
group resource.

Check the group resource status by using the
WebManager or clpstat command.

Depending resource is not offline. Check the
status of resource.

Because the status of the depended group
resource is not offline, the group resource cannot
be stopped. Stop the depended group resource or
specify the - £ option.

Depending resource is not online. Check the
status of resource.

Because the status of the depended group is not
online, the group resource cannot be started.
Start the depended group resource or specify the
- £ option.

Invalid group resource name. Specify a valid
group resource name in the cluster.

The group resource is not registered.

Server is isolated.

The server is suspended. (Rebooting after down)

Internal error. Check if memory or OS resources
are sufficient.

Not enough memory space or OS resource.
Check if there is enough space.

Server is not in a condition to start resource.
Critical monitor error is detected.

Check the status of the server.
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Switching off network warning light (clplamp
command)

Clplamp The c1plamp command switches off network warning light .

Command line:

clplamp -h host name

Description This command switches off the network warning light corresponding to the
specified server.

If the reproduction of the DN-1500GL audio file is set, audio file
reproduction is stopped.

Option -h Specify the target server whose network warning light you
host_name  ant to switch off.

This must be configured.

Returnvalue 0 Completed successfully.

Otherthan 0  Terminated due to a failure.

Example Example 1: When turning off the warning light and audio alert associated
with serverl
# clplamp -h serverl
Command succeeded. (code:0)

Notes This command must be executed by a user with the administrator
privilege.
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Controlling CPU frequency (clpcpufreq command)

clpcpufreq

The clpcpufreg command controls CPU frequency.

Command line:

clpcpufreq
clpcpufreq
clpcpufreq
clpcpufreq

Description

Option

Return
Value

Example

Remark

Notes

392

--high [-h hostname]
--low [-h hostname]
-1 [-h hostname]

-8 [-h hostname]

This command enables/disables power-saving mode by CPU frequency
control.

--high Sets CPU frequency to the highest.
--low Sets CPU frequency to the lowest.

-1 Switch to automatic control by cluster.

-s Displays the current CPU frequency level.

high: Frequency is the highest

low: Frequency is lowered and it is in power-saving
mode

-h Requests the server specified in hostname for processing.

If this is omitted, it requests the local server for processing.

0 Completed successfully.

Other than 0 Terminated due to a failure.

# clpcpufreq -s
high
Command succeeded. (code:0)

# clpcpufreqg -- high
Command succeeded. (code:0)

# clpcpufreq --low -h serverl
Command succeeded. (code:0)

If the Use CPU frequency control check box is not selected in the power
saving settings in cluster properties, this command results in error.

This command must be executed by a user with the administrator
privilege.

When you use CPU frequency control, it is required that frequency is
changeable in the BIOS settings, and that the CPU supports frequency
control by Windows OS power management function.

ExpressCluster X 3.1 for Windows Reference Guide



Controlling CPU frequency (clpcpufreq command)

Error Messages

Message Cause/Solution

Log in as Administrator. Log in as a user with Administrator privileges.
This command is already run. This command has already been run.

Invalid option. This option is invalid. Check the option.

Invalid mode. ] o Check if either of the --high, --low, -I of -s
Check if --high or --low or -i or -s option is option is specified.

specified.

Failed to initialize the xml library. Check to see if the memory or OS resource is

Check if memory or OS resources are sufficient. | gyfficient.

Failed to change CPU frequency settings. Check the BIOS settings and the OS settings.
Check if the cluster is started.

Check if the setting is configured so that CPU
frequency control is used.

Failed to acquire CPU frequency settings. Check the BIOS settings and the OS settings.
Check if the cluster is started.

Check if the setting is configured so that CPU
frequency control is used.

Failed to create the mutex. Check if the memory or OS resource is sufficient.

Internal_e_rror. Check if memory or OS resources Check if the memory or OS resource is sufficient.
are sufficient.
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Controlling chassis identify lamp (clpledctrl
command)

Clpledctrl The clpledctrl command controls the chassis identify function.

Command line:
clpledctrl -d [-h hostname] [-a] [-w timeout]

clpledctrl -i [-h hostname] [-a] [-w timeout]

Description This command disables/enables chassis identify function.

Option -d Disables the chassis identify function.
-1 Enables the chassis identify function.
-h hostname Specifies the name of the server which

enables/disables the chassis identify function.
Specify -a to omit this.

-a All servers in the cluster are the targets.
The -a option can be omitted. If so, specify -h
hostname

-w timeout Specifies the timeout value of the command by the
second.
If the -w option is not specified, it waits for 30
seconds.

Return Value 0 Completed successfully.

Otherthan 0  Terminated due to a failure.

Notes This command must be executed by a user with the administrator privilege.

Execute this command in the server operating normally in the same cluster
as the one which the target server belongs to.

If you disable the chassis identify function by this command, it is cancelled
when the cluster is restarted or when the target server recovers the normal
status.
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Examples Example 1:

When disabling (i.e. turn off the lamp which is turned on) the

chassis identify function in serverl (specify the command timeout as 60

seconds)

# clpledctrl -d -h serverl -w 60

Example 2: When disabling chassis identify in all servers in the cluster

# clpledctrl -d -a

Example 3:
the function was disabled
# clpledctrl —i -h serverl

When enabling the chassis identify function in serverl where

The result of command execution is displayed as follows:

Detail of the processing Server name:

Error messages

Result (Cause if failed)

Message

Cause/solution

Log in as Administrator.

Log in as a user with Administrator privileges.

Invalid option.

The command line option is invalid. Specify the
correct option.

Internal error. Check if memory or OS resources
are sufficient.

Check if the memory or OS resource is sufficient.

Could not connect to all data transfer server.
Check if the server has started up.

Could not connect to all the IP addresses
specified. Check the IP addresses and the status
of the target server.

Could not connect to the data transfer server.
Check if the server has started up.

Could not connect to all the IP addresses
specified. Check the IP addresses and the status
of the target server.

Command timeout

The cause may be heavy load on OS and so on.
Check this.

Chassis identify is not setting or active at all
server.

Chassis identify is disabled or not used.

All servers are busy. Check if this command is
already run.

This command may be run already. Check it.

Failed to obtain the list of nodes.
Specify a valid server name in the cluster.

Specify a valid server name in the cluster.
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Processing inter-cluster linkage (clptrnreq
command)

clptrnreq The clptrnreq command requests a server to execute a process.

Command line:

clptrnreq -t request code -h IP [-r resource namel [-s script file]
[-w timeout]

Description The command issues the request to execute specified process to the server in
another cluster.

Option -t Specifies the request code of the process to be
request_code  executed. The following request codes can be
specified:
GRP_FAILOVER Group failover
EXEC SCRIPT Execute script
-h IP Specifies the server to issue the request to execute

the process with IP address. You can specify more
than one server by separating by commas. The
maximum number of IP addresses you can specify is
32.

When you specify group failover for request code,
specify the IP addresses of all the servers in the
cluster.

-r Specifies the resource name which belongs to the
resource name target group for the request for process when
GRP_FAILOVER is specified for request code.

If GRP_FAILOVER is specified, - r cannot be
omitted.

-s script_file Specifies the file name (within 30 characters) of the
script to be executed (e.g. batch file or executable
file) when EXEC SCRIPT is specified for request
code. The script needs to be created in the
work\trnreq folder in the folder where
ExpressCluster is installed in each server specified

with -h.
If EXEC_SCRIPT is specified, -s cannot be
omitted.

-w timeout Specifies the timeout value of the command by the

second. The minimum value is 5 seconds.

If the -w option is not specified, it waits for 30
seconds.

Return Value 0 Completed successfully.

Otherthan 0  Terminated due to a failure.
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Notes This command must be executed by a user with the administrator
privilege.

This command cannot be executed when the ExpressCluster Transaction
service is not operating on the server with the IP address specified by -h.

When WebManager connection restriction is conducted by the client IP
address on this target server, it is required that connection to the address
of the server to execute the command is permitted.

It is required that ExpressCluster for Windows of internal version 10.02 or
later, or ExpressCluster for Linux of internal version 2.0.2_1 or later is set
up in the server which executes this command and the server with the IP
address specified by -h.

Examples Example 1: When performing a failover on the group having the applil
resource of another cluster

# clptrnreqg -t GRP_FAILOVER -h 10.0.0.1,10.0.0.2 -r
applil

GRP_FAILOVER 10.0.0.1: Success

GRP FAILOVER 10.0.0.2: Group that specified resource
(applil) belongs is offline.

Example 2: When executing the scrpitl.bat script by the server with IP
address 10.0.0.1

# clptrnreq -t EXEC_SCRIPT-h 10.0.0.1 -s scriptl.bat
EXEC SCRIPT 10.0.0.1: Success
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Error messages

Message

Cause/solution

Log in as Administrator.

Log in as a user with Administrator privileges.

Invalid option.

The command line option is invalid. Specify the
correct option.

All servers are busy. Check if this command is
already run.

This command may be run already. Check it.

Internal error. Check if memory or OS resources
are sufficient.

Check if the memory or OS resource is sufficient.

Command timeout

The cause may be heavy load on OS and so on.
Check this.

Failed to obtain the list of nodes.
Specify a valid server name in the cluster.

Failed to obtain the list of nodes.
Specify a valid IP address.

Could not connect to all data transfer server.
Check if the server has started up.

Could not connect to all IP addresses specified.
Check the IP addresses and the status of the
target server.

Could not connect to the data transfer server.
Check if the server has started up.

Could not connect to the IP address specified.
Check the IP address and the status of the target
server.

GRP_FAILOVER IP: Group that specified
resource (resource_name) belongs to is offline.

Failover process is not performed because the
group to which the specified resource belongs is
not started on the target server.

EXEC_SCRIPT IP: Specified script ( script_file )
does not exist.

The script does not exist on the specified server.

Check it.

EXEC_SCRIPT IP: Specified script (script_file)
is not executable.

The specified script could not be executed.

Check that execution is permitted.

request_code IP : This server is not permitted
to execute clptrnreqg.

The server that executed the command does not
have permission. Check that the server is
registered to the connection restriction IP list of
WebManager.

request_code IP: REQEST_TYPE failed in
execute.

The execution processing of the request type
failed.

(Either of a present request type Failover or Script
is specified. )
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Requesting processing to cluster servers (clprexec
command)

clprexec The clprexec command requests a server to execute a process.

Command line:

clprexec --failover [group name] -h IP [-r resource name] [-w timeout]
[-p port number] [-o logfile path]

clprexec --script script file -h IP [-p port number] [-w timeout] [-o
logfile pathl]

clprexec --notice [mrw name] -h IP [-k categoryl.keyword]] I[-p
port number] [-w timeout] [-o logfile path]
clprexec --clear [mrw name]l -h IP [-k category [.keyword]] I[-p

port number] [-w timeout] [-o logfile pathl]

Description  This command is an expansion of the existing clptrnreq command and has
additional functions such as issuing a processing request (error message)
from the external monitor to the ExpressCluster server.

Option --failover Requests group failover. Specify a group name for
group name.

When not specifying the group name, specify the
name of a resource that belongs to the group by using
the - r option.

--script Requests script execution.
script name . )
For script name, specify the file name of the

script to execute (such as a batch file or executable
file).

The script must be created in the work/trnreq
folder, which is in the folder where ExpressCluster is
installed, on each server specified using -h.

--notice Sends an error message to the ExpressCluster server.

Specify a message reception monitor resource name
for mrw_name.

When not specifying the monitor resource name,
specify the monitor type and monitor target of the
message reception monitor resource by using the -k
option.

--clear Requests changing the status of the message reception
monitor resource from “Abnormal” to “Normal.”

Specify a message reception monitor resource name
for mrw_name.

When not specifying the monitor resource name,
specify the monitor type and monitor target of the
message reception monitor resource by using the -k
option.

-h IP Address Specify the IP addresses of ExpressCluster servers
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Return Value

Notes

that receive the processing request.

Up to 32 IP addresses can be specified by separating
them with commas.

* |f this option is omitted, the processing request is
issued to the local server.

-r Specify the name of a resource that belongs to the
resource_name target group for the processing request when the
--failover option is specified.

-k For category, specify the category specified for
category[.key the message receive monitor when the - -notice
word] or --clear option is specified.

To specify the keyword of the message receive
monitor resource, specify them by separating them
with period after category.

-pport_number Specify the port number.

For port number, specify the data transfer port
number specified for the server that receives the
processing request.

The default value, 29002, is used if this option is
omitted.

-o For logfile path, specify the file path along
logfile path  \hich the detailed log of this command is output.

The file contains the log of one command execution.

* |f this option is not specified on a server where
ExpressCluster is not installed, the log is always
output to the standard output.

-w timeout Specify the command timeout time. The default, 180
seconds, is used if this option is not specified.

A value from 5 to 999 can be specified.

0 Completed successfully.

Other than 0 Terminated due to a failure.

When issuing error messages by using the c1lprexec command, the
message reception monitor resources for which executing an action when an
error occurs is specified in ExpressCluster server must be registered and
started.

The command version is output to the standard output when the command is
executed.

The command checks whether the character string specified for the
--script option includes “\”, “/” or “..” because a relative path must not
be specified.

The server that has the IP address specified for the -h option must satisfy
the following conditions:
= ExpressCluster X 3.0 or later must be installed.

= ExpressCluster must be running.

= mrw must be set up and running.
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= Transaction service must be running.

Examples Example 1: This example shows how to issue a request to fail over the
group failoverl to ExpressCluster server 1 (10.0.0.1):

# clprexec --failover failoverl -h 10.0.0.1 -p 29002

Example 2: This example shows how to issue a request to fail over the
group to which the group resource (execl) belongs to ExpressCluster
server 1 (10.0.0.1):

# clprexec --failover -r execl -h 10.0.0.1

Example 3: This example shows how to issue a request to execute the
script (scriptl.bat) on ExpressCluster server 1 (10.0.0.1):

# clprexec --script scriptl.bat -h 10.0.0.1

Example 4: This example shows how to issue an error message to
ExpressCluster server 1 (10.0.0.1):

*mrwl set, category: earthquake, keyword: scale3
e This example shows how to specify a message reception monitor
resource name:

# clprexec --notice mrwl -h 10.0.0.1 -w 30 -o
/tmp/clprexec/ clprexec.log

e This example shows how to specify the category and keyword
specified for the message reception monitor resource:

# clprexec --notice -h 10.0.0.1 -k earthquake.scale3
-w 30 -o /tmp/clprexec/clprexec.log

Example 5: This example shows how to issue a request to change the
monitor status of mrw1 to ExpressCluster server 1 (10.0.0.1):

*mrwl set, category: earthquake, keyword: scale3

e This example shows how to specify a message reception monitor
resource name:

# clprexec --clear mrwl -h 10.0.0.1

e This example shows how to specify the category and keyword
specified for the message reception monitor resource:

# clprexec --clear -h 10.0.0.1 -k earthquake.scale3
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Error messages

Message Cause/solution
Success -
Invalid option. Check the command argument.

Could not connect to the data transfer servers.
Check if the servers have started up.

Check whether the specified IP address is correct
and whether the server that has the IP address is
running.

Could not connect to all data transfer server.

Check whether the specified IP address is correct
and whether the server that has the IP address is
running.

Command timeout.

Check whether the processing is complete on the
server that has the specified IP address.

All servers are busy. Check if this command is
already run.

This command might already be running.

Group(%s) is offline.

Check the processing result on the server that
received the request.

Group that specified resource(%s) belongs to is
offline.

Check the group status.

Specified script(%s) does not exist.

Check if the specified script exist.

Specified resource(%s) is not exist.

Check the resource name or monitor resource
name.

Specified resource(Category:%s, Keyword:%s)
is not exist.

Check the resource name or monitor resource
name.

Specified group(%s) does not exist.

Check the group name.

This server is not permitted to execute clprexec.

Check whether the IP address of the server that
executes the command is registered in the list of
client IP addresses that are not allowed to
connect to the WebManager.

%s failed in execute.

Check the status of the ExpressCluster server
that received the request.
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Changing BMC information (clpbmccnf command)

C|pmeCHf The clpbmcenf command changes the information on BMC user name
and password.

Command line:

clpbmcenf [-u username] [-p password]

This command changes the user name/password for the LAN access of the
Description baseboard management controller (BMC) which ExpressCluster uses for
chassis identify or forced stop.

Option -u username Specifies the user name for BMC LAN access used
by ExpressCluster. A user name with Administrator
privilege needs to be specified. The -u option can
be omitted. Upon omission, when the -p option is
specified, the value currently set for user name is
used. If there is no option specified, it is configured
interactively.

-p password Specifies the password for BMC LAN access used
by ExpressCluster. The -p option can be omitted.
Upon omission, when the -u option is specified, the
value currently set for password is used. If there is
no option specified, it is configured interactively.

ReturnValue 0 Completed successfully.

Otherthan 0 Terminated due to a failure.

Notes This command must be executed by a user with the administrator privilege.
Execute this command when the cluster is in normal status.

BMC information update by this command is enabled when the cluster is
started/resumed next time.

This command does not change the BMC settings. Use a tool attached with
the server or other tools in conformity with IPMI standard to check or
change the BMC account settings.

Examples When you changed the IPMI account password of the BMC in serverl to
mypassword, execute the following on serverl:

# clpbmccnf -p mypassword

Alternatively, enter the data interactively as follows:

# clpbmccenf

New user name: <- If there is no change, press Return to skip
New password: ****x*xk***

Retype new password: ******xxxx*

Cluster configuration updated successfully.
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Error messages

Message

Cause/solution

Log in as Administrator.

Log in as a user with Administrator privileges.

Invalid option.

The command line option is invalid. Specify the
correct option.

Failed to download the cluster configuration
data. Check if the cluster status is normal.

Downloading the cluster configuration data has
been failed. Check if the cluster status is normal.

Failed to upload the cluster configuration data.
Check if the cluster status is normal.

Uploading the cluster configuration data has been
failed. Check if the cluster status is normal.

Invalid configuration file. Create valid cluster
configuration data by using the Builder.

The cluster configuration data is invalid. Check
the cluster configuration data by using the Builder.

tmp_dir already exists. Please delete it and try
again.

The folder to store temporary file already exists.
Delete the folder and execute the command
again.

Can not remove directory: tmp_dir.

Deleting the folder to store temporary file failed.
Delete the folder separately.

Internal error. Check if memory or OS resources
are sufficient.

Check if the memory or OS resource is sufficient.
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Configuring shutdown hook (clphookctrl

command)

clphookctrl

The clphookctrl command configures the shutdown hook function.

Command line:

clphookctrl -s [-m model

clphookctrl -m mode
clphookctrl -t

Description

Option

Return
Value

Notes

Examples

This command configures the function which hooks the OS shutdown
process to execute node shutdown or restart of ExpressCluster. By using this
function, OS shutdown or restart can be performed after successfully
terminating or moving the operating failover group when OS shutdown is
performed by other than ExpressCluster.

-s Enables the shutdown hook function.

-t Disables the shutdown hook function.

-m mode Configures the process to be executed after the OS
shutdown hook. Specify either of the following for
mode:

SHUTDOWN  Server shutdown (preset value)

REBOOT Server restart

0 Completed successfully.

Other than 0 Terminated due to a failure.

This command must be executed by a user with the administrator
privilege.

The configuration by the - s option is enabled when the ExpressCluster
Server service is started next time. Configuration by other options are
enabled immediately.

Shutdown hook function cannot be used in Windows Server 2008.

If there is a possibility that OS shutdown is executed by the application
or middleware other than ExpressCluster, you can cancel the OS
shutdown to perform ExpressCluster server shutdown by executing the
following command in each cluster server.

# clphookctrl -s

Note that in this case although OS restart is executed, it is shut down so
that the server is not restarted. Upon restarting the OS, it is required to
execute the following command to change the operation settings in
advance.

# clphookctrl -m REBOOT

Section | Detailed functions of ExpressCluster

405



Chapter 3 ExpressCluster command reference

Error messages

Message Cause/solution

The command line option is invalid. Specify the

Invalid option. .
correct option.

Registry operation has been failed. Check if it is
Failed to open/edit the registry. executed with Administrator privilege and
ExpressCluster is installed correctly.
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Controlling cluster activation synchronization wait
processing (clpbwctrl command)

clpbwectrl

Command line:
clpbwctrl -c
clpbwctrl -h

Description

Option

Return Value

Notes

Examples

Error messages

The clpbwctrl command controls the cluster activation
synchronization wait processing.

This command skips the cluster activation synchronization wait time that

occurs if the server is started when the cluster services for all the servers in

the cluster are stopped.

-c, --cancel Cancels the cluster activation synchronization wait
processing.

-h, --help Displays the usage.

0 Completed successfully.

Other than 0 Terminated due to a failure.

Run this command as a user with Administrator privileges.

This example shows how to cancel the cluster activation synchronization
wait processing:

#clpbwctrl -c

Command succeeded.

Message

Cause/solution

Log in as Administrator

Log in as a user with administrator
privileges.

Invalid option.

correct option.

The command option is invalid. Specify

Cluster service has already been started.

in startup synchronization waiting status.

The cluster has already been started. It is not

The cluster is not waiting for synchronization.

other causes are possible.

The cluster is not in startup synchronization
waiting processing. The cluster service stop or

Command Timeout. Command execution timeout.

Internal error.

Internal error occurred.
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clpregctrl

Command line:
clpregectrl
clpregctrl
clpregctrl
clpregctrl

the c1lpregctrl command controls reboot count limitation.

--get
-9

--clear -t type -r registry

-c -t type -r registry

Note:

This command must be run on all servers that control the reboot count limitation because the
command controls the reboot count limitation on a single server.

Description

Option

Return Value

Examples

This command displays and/or initializes reboot count on a single server

-g, --get

_C’
--clear

-t type

-r
registry

0
1
2
3
4

10to 17
20to 22
90

Displays reboot count information

Initializes reboot count

Specifies the type to initialize the reboot count. The type
that can be specified is rc or rm,

Specifies the registry name. The registry name that can be
specified is haltcount.

Completed successfully.

Privilege for execution is invalid

Duplicated activation

Option is invalid

The cluster configuration data is invalid
Internal error

Obtaining reboot count information has failed.

Allocating memory has failed.

Display of reboot count information

# clpregctrl -g

khkkkkhkkhkkhkhkhkkhkhkkhkhkhkkhkhkhhkhkdhkhdkkhhkhkk*xx

type
registry
comment
kind
value
default

type
registry

: re
: haltcount

: halt count

int

: rm
: haltcount
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comment : halt count

kind : int
value : 3
default : 0

LR R EE SR SRR EEEEEEEEEEEEEEEEEEEE]
success. (code:0)

#

The reboot count is initialized in the following examples.

Run this command on the server which actually control the reboot count,
because the reboot count is recorded on each server.

Examplel: When initializing the count of reboots caused by group resource
error:

# clpregctrl -c -t rc -r haltcount

success. (code:0)

Example2: When initializing the count of reboots caused by monitor
resource error:

# clpregctrl -c -t rm -r haltcount

success. (code:0)

Notes See “What is a group? Reboot count limit” in Chapter 5, “Group
resource details” in this guide for information on reboot count limit.

Examples Run this command as a user with Administrator privileges.

Error messages

Message Cause/solution

Command succeeded. The command ran successfully.

You are not authorized to run this
Log in as Administrator. command. Run this command as a user
with Administrator privileges.

The command is already executed. The command is already running.

Invalid option. Specify a valid option.

Internal error. Check if memory or OS Not enough memory space or OS
resources are sufficient. resource.
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Estimating the amount of resource usage (clpprer
command)

Clpp rer Estimates the future value from the tendency of the given resource use
amount data.

Command line:
clpprer -i inputfile -o outputfile [-p number] [-t number [-1]]

Description  Estimates the future value from the tendency of the given resource use
amount data.

Option -i inputfile The clpprer command specifies the resource data for
which a future value is to be obtained.

-o outputfile  Specifies the name of the file to which the estimate
result is output.

-p number Specifies the number of estimate data items. If
omitted, 30 items of estimate data are obtained.

-t number Specifies the threshold to be compared with the
estimate data.

-1 Valid only when the threshold is set with the -t
option.Judges the status to be an error when the data
value is less than the threshold.

Return
Value

o

Normal end without threshold judgment

1 Error occurrence

As a result of threshold judgment, the input data is
determined to have exceeded the threshold.

As a result of threshold judgment, the estimate data is
determined to have exceeded the threshold.

As a result of threshold judgment, the data is determined to
have not exceeded the threshold.

If the number of data items to be analyzed is less than the
recommended number of data items to be analyzed (120),
the input data is determined to have exceeded the threshold
as a result of threshold judgment.

If the number of data items to be analyzed is less than the
recommended number of data items to be analyzed (120),
the estimate data is determined to have exceeded the
threshold as a result of threshold judgment.

If the number of data items to be analyzed is less than the
recommended number of data items to be analyzed (120),
the data is determined to have not exceeded the threshold
as a result of threshold judgment.
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Notes This command can be used only when the license for the system monitor
resource (System Resource Agent) is registered.

The maximum number of input data items of the resource data file specified
with the -i option is 500. A certain number of input data items are required to
estimate the amount of resource usage. However, if the number of input data
items is large, it takes a considerable amount of time to perform the analysis.
So, it is recommended that the number of input data items be restricted to
about 120. Moreover, the maximum number of output data items that can be
specified in option -p is 500.

If the time data for the input file is not arranged in ascending order, the
estimate will not be appropriate. In the input file, therefore, set the time data
arranged in ascending order.

Input file The input file format is explained below.

The input file format is CSV. One piece of data is coded in the form of
date and time, numeric value.

Moreover, the data and time format is YYYY/MM/DD hh:mm:ss.

File example
2012/06/14 10:00:00,10.0

2012/06/14 10:01:00,10.5
2012/06/14 10:02:00,11.0

Examples The estimation of the future value is explained using a simple example.

When an error is detected in the input data:

If the latest value of the input data exceeds the threshold, an error is
assumed and a return value of 2 is returned. If the number of input data
items is less than the recommended value (=120), a return value of 5 is
returned.

Threshold

Input data Estimate data

Figure: Error detection in the input data

When an error is detected in the estimate data:

If the estimate data exceeds the threshold, an error is assumed and a return
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value of 3 is returned. If the number of input data items is less than the
recommended value (=120), a return value of 6 is returned.

Threshold

Input data : Estimate data

Figure: Error detection in the estimate data

When no threshold error is detected:

If neither the input data nor the estimate data exceeds the threshold, a return
value of 4 is returned. If the number of input data items is less than the
recommended value (=120), a return value of 7 is returned.

Threshold

|

1
Y b
Input data | Estimate data
i

Figure: When no threshold error is detected

When the -1 option is used:

If the -1 option is used, an error is assumed when the data is less than the
threshold.

|
1---

o] '{-%}T'.ﬁ.f..ﬁ...:

Threshold

Input data

Estimate data

Figure: Use of the -l option
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Error messages

Message

Causes/Solution

Normal state.

As a result of threshold judgment, no data
exceeding the threshold is detected.

Detect over threshold. datetime = %s, data
= 9%s, threshold = %s

As a result of threshold judgment, data
exceeding the threshold is detected.

Detect under threshold. datetime = %s, data
= %s, threshold = %s

As a result of threshold judgment with the -1
option, data less than the threshold is detected.

License is nothing.

The license for the valid System Resource
Agent is not registered. Check to see the
license.

Inputfile is none.

The specified input data file does not exist.

Inputfile length error.

The path for the specified input data file is too
long. Specify no more than 1023 bytes.

Output directory does not exist.

The directory specified with the output file does
not exist. Check whether the specified directory
exists.

Outputfile length error.

The path for the specified output file is too long.
Specify no more than 1023 bytes.

Invalid number of -p.

The value specified in the -p option is invalid.

Invalid number of -t.

The value specified in the -t option is invalid.

Not analyze under threshold(not set -t) .

The -t option is not specified. When using the
-1 option, also specify the -t option.

File open error [%s]. errno = %s

The file failed to open. The amount of memory
or OS resources may be insufficient. Check for
any insufficiency.

Inputfile is invalid. cols = %s

The number of input data items is not correct.
Set the number of input data items to 2 or
more.

Inputfile is invalid. rows = %s

The input data format is incorrect. One line
needs to be divided into two rows.

Invalid date format. [expected YYYY/MM/DD
HH:MM:SS]

The date of the input data is not of the correct
format. Check to see the data.

Invalid date format. Not sorted in ascending
order.

Input data is not arranged in ascending order of
date and time. Check the data.

File read error.

An invalid value is set in the input data. Check
the data.

Too large number of data [%s]. Max humber of
data is %s.

The number of input data items exceeds the
maximum value (500). Reduce the number of
data items.

Input number of data is smaller than
recommendable number.

The number of input data items is less than the
recommended number of data items to be
analyzed (120).

* Data is analyzed even if the recommended
number of data items to be analyzed is small.

Internal error.

An internal error has occurred.
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reference

This chapter describes compatible commands.

This chapter covers:

Compatible COMMEANT OVEIVIEW.........coueiiiiiiitiicet et bbb 416
Note on compatible COMMENS .........ciiiiiiiiii bbb 416
ComMPALIDIE COMMEANGS ......eeiiiitie bbbttt 416
Displaying the messages on ExpressCluster clients (armbcast command) ...........ccccoeviirvinicnninennns 418
Registering the messages on a log file or an alert log (armlog command)............ccccoeevvvernincnnienennns 419
Starting the applications or services (armload cOmMmMaNd)...........ccourerririrriineneeee s 420
Terminating the application or service (armkill command) ...........cccooiiiiiininiii e 427
Waiting for the start or stop of groups (armgwait CoOMMANd) ........ccccereiirerriirereie e 429
Exclusive control between servers command (armcall command) ..........coccoviriininninennineeeee 430
Retrieving the cluster wide variable or local variable (armgetcd command) ..........cccceoeviiiviicinnnnn, 432
Setting the cluster wide variable or local variable (armsetcd command) .........ccccoeeiininnieneinene 433
Monitoring errors on the connection to the shared resources (armwhshr command)............c.ccoccevienee 434
Controlling the applications or services started by the armload command (ExpressCluster Task
Y gL o T=] o) IOV URUPTRTTTRRN 438
Shutting down the server (armdown COMMEANT)...........eoviiriiiiiriiisirieeee e 442
Moving or failing over a group (armfover COMMAN)..........ccocorviirirriineieene e 443
Starting a group (armgstrt COMMEANG)...........oiiiriiiriiieiree bbb 444
Stopping a group (armgstop COMMANG) .......eviviriiiirieiit e 445
Starting or stopping the application or service, suspending or resuming the monitoring (armloadc
[o00] 0] 0= o Lo ) OO RUSOUUOTT TR 446
Suspending the script execution until the user’s direction (armpause command)..........ccccoceverereneene. 448
Suspending the script execution for the specified time (armsleep command)..........ccccoceveieiiiincnnne. 449
Starting the network sharing of the directory (armnsadd command) ..........cccoceviiriiniiiinc i, 450
Stopping the network sharing of the directory (armnsdel command)............cocoiriiiniiniiiniiieie e, 451
Setting the IP address returned by gethostbyname() (armwsset command) ...........cccoeveiinininencnnnne. 452
Setting or displaying the start delay time (armdelay command) ...........cccooeiiiininiiininic e, 454
Setting or displaying operations at the occurrence of the emergency shutdown (armem command).... 455
Shutting down the whole cluster (armstdn CoOMMANd) ..........ccooeiieiriiniie e 456
Returning the server with the status of “Suspension (isolated)” (armmode command) ...........cc.ccceeee 457
Permitting an access to the mirror disk (mdopen command) ..........cccceriiiniienineneee e 458
Prohibiting an access to the mirror disk (mdclose command)..........ccceoeiiiiiiiiiiniece s 459
Permitting an access to the shared disk (Sdopen comMmMaNd).........cccoerereiinerieninieeee e 460
Prohibiting an access to the shared disk (sdclose comMmMaNd) ..........ccoeeiiiiiiiineiinesee e 461
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Compatible command overview

Compatible commands have compatibility with commands used in ExpressCluster Ver8.0 or
earlier in functions. This section explains how to use compatible commands.

Note on compatible commands

The following is the note on compatible commands.

& To use a compatible command, the name of a cluster, server and group needs to be configured
according to the naming rules of the conventional version.

Compatible commands

Commands that can be used only in scripts
command Description Page

armbcast.exe Displays a default or optional message on the client on which 418
the ExpressCluster client is running.

armlog.exe Registers log messages to the log file. 419
armload.exe Starts an application. The application started by the 420
armload.exe can be stopped by the armkill.exe in any position
of a script.
armkill.exe Stops the application started by the armload.exe. 427
armgwait.exe Waits for the start or stop of groups 429
armcall.exe Executes a command specified as a parameter or a program 430

exclusively on nodes.

armgetcd.exe Retrieves the value specified to the desired variable by the 432
armsetcd.exe command. This command can be used for
branch conditions of scripts.

armsetcd.exe Sets the value to the desired variable. This value can be 433
referred by the armgetcd.exe command.

armwhshr.exe Monitors errors on the connection to the shared name. 434
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Commands that can be used both in and outside scripts.

command Description Page

armaswth.exe Starts or stops the application or service, or suspends or 438
resumes the monitoring or the application or service that is
started by the armload.exe command.

armdown.exe Shuts down a server when you want to fail over a group 442
intentionally, such as when starting or stopping the application or
service fails.

armfover.exe Moves or fails over groups. 443

armgstrt.exe Starts groups. 444

armgstop.exe Stops groups. 445

armloadc.exe Start or stop the application or service, or suspends or resumes 446
the monitoring.

armpause.exe Suspends scripts. This command can be used as a debugger. 448
Permit the interaction with desktop. You can configure the
setting for the interaction with desktop on the Service of
Administrative Tools on Programs.

armsleep.exe Suspends the script execution for a specified time. 449

armnsadd.exe Starts sharing a network drive. This command functions in the 450
same way as the net share shared_name=path_name.

armnsdel.exe Releases the network sharing forcibly specified by the net share | 451
shared_name=path_name.

armwsset.exe Sets the IP address returned by executing gethostbyname() on 452
the local server to the specific application.

Commands that can be used only outside scripts

command Description Page

armdelay.exe Sets or refers to the delay time of the ExpressCluster service 454
startup on the NEC Express5800/ft series or servers that have
equivalent fault-tolerant functions.

armem.exe Sets or refers to the mode at emergency shutdown. 455

armstdn.exe Shuts down a cluster. 456

armmode.exe Returns servers to a cluster. 457

mdopen.exe Permits an access to the mirror disk. 458

mdclose.exe Prohibits an access to the mirror disk. 459

Important:

The installation directory contains executable-format files and script files that are not listed in
this guide. Do not execute these files other than ExpressCluster. Any problems caused by not
using ExpressCluster will not be supported.
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Displaying the messages on ExpressCluster clients

(armbcast command)

armbcast.exe: the armbcast.exe command displays the messages on ExpressCluster clients.

Command line:
Format 1 armbcast.exe

Format 2 armbcast.exe

/ID n /S group name
/MSG msg strings [/A | /S group namel

Description This command displays the default or optional messages on monitors of

clients.

Parameter /ID n Displays a message that corresponds to the ID
specified in n. You need to register this message
in advance.

This parameter cannot be specified with /MSG.
/MSG Displays a character string msg _strings on

msg_strings

clients. The maximum size of a string is 127
bytes.

When the character string includes spaces,
enclose it in double quotation marks. When you
use double quotation marks in the string,
describe them as \”.

This parameter cannot be specified with /ID.

/A

Displays a message on all clients.

/S group name

Displays a message on all clients that use the
group specified in group name.

When using a Format 1, you cannot omit this
parameter.

When using a Format 2, you cannot specify this
parameter with /2. You can omit /A and /S.
When omitted, /2 is assumed to be specified.

Return Value | 0 Success
7 The ExpressCluster Server service has not been started.
9 The parameter is invalid.
Notes This command cannot be used when recovering servers to a cluster (when

the environment variable of start script “CLP_EVENT” is “RECOVER”).

Remarks This command can be used only in scripts.

418
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Registering the messages on a log file or an alert
log (armlog command)

armlog.exe: The armlog exe command registers the messages on a log file or an alert log.

Command line:

armlog.exe

log strings [/arml]

Description

the WebManager.

This command registers specified messages to a log file or an alert log.

The messages are registered on the log file (arm.log) of the server on
which this command is run. They are also displayed on the Alert view of

Parameter

log strings

Specifies a message string to be registered.

The maximum size of a string is 128 bytes (when a
string is displayed on the Alert view, the size is 111
bytes).

When the character string includes spaces, enclose it
in double quotation marks. When you use double
quotation marks in the string, describe them as \”.

/arm

Displays a message on the Alert view of the
WebManager.

When this parameter is omitted, a message is
registered only to a log file.

Return Value

Success

Logs were not registered due to an error.

The ExpressCluster Server service has not been started.

© ||k, | O

The parameter is invalid.

Remarks

This command can be specified only in scripts.

Section | Detailed functions of ExpressCluster

419



Chapter 4 Compatible command reference

Starting the applications or services (armload
command)

420

armload.exe: the armload. exe command starts applications or services.

Command line: (Format 1: application Format 2: service)

Format 1 armload.exe watchID [[/U user-name] | [/WINDOW size]]
[/WIDKEEP] [/C [CMD]]
[parameter-1 parameter-2 ..... ]

[<mode>] exec-name

For <mode>, one of the following can be specified.

* /W

* /M [/FOV [/CNT count]]
* /R retry [/H hour]
[/INT time]

[/SCR] [/FOV [/CNT countl]]

Format 2 armload.exe watchID /S [/A] [/WIDKEEP] [/WAIT time]
[/C [CMD]] [<mode>] service-name
[parameter-1 parameter-2 ..... ]

For <mode>, one of the following can be specified.

* /M [/FOV [/CNT count]]
* /R retry [/H hour ] [/SCR] [/FOV [/CNT count]]
[/INT time]

Description

This command starts applications or services.

A failover or restart occurs when the started application or service fails
(when specified as a monitoring target). Monitoring failures continues
until the application or service is terminated by ARMKILL.

A failure is a loss of a process for the application, and a service stop
(SERVICE STOPPED) and abnormal termination for the service.

Parameter

watchID

ID for monitoring.

This ID is used for terminating the application or
service by the ARMKILL command. Be aware of the
following notes when using this parameter:

* The same IDs cannot be specified within a cluster.

*You cannot use IDs starting with “NEC” since those
are already allocated (1Ds of

“NEC_product name+ something extra” are
used for the product programs of NEC).

* Specify the ID with alphanumeric characters of up
to 255 bytes (case-sensitive).

ExpressCluster X 3.1 for Windows Reference Guide



Starting the applications or services (armload command)

/U

Specifies the user account name that runs the
user-name

application.

This parameter is optional. When omitted, the
application is started with the local system account.

* This parameter cannot be specified in Format 2.

* When specifying this parameter, refer to (3) on
Note.

/WINDOW

size Specifies the window size of an application. The

following can be specified to size.

maximum The application or service starts with
windows of a maximum size.

normal The application or service starts with
windows of a size specified by the application.

hide The application or service starts with hidden
windows.

This parameter is optional. When omitted, the
application or service starts with windows of a
minimum size.

* This parameter cannot be specified in Format 2.

/¢ [cMp] Specifies the format to pass the parameter-n to the

application or service. Specify this option when the
parameter-n ends with an escape character (\). Refer to
the following examples to specify the parameter-n.

Example 1) when the command passes “c:\” to

app.exe.

ARMLOAD WatchID /C app.exe c:\

Example 2) when the command passes

“c:\Program Files\” t0 app.exe. Enclose

“c:\Program Files\” in double quotation marks,

and add escape characters for the number of escape

characters in the end.

armload WatchID /C app.exe
"c:\Program Files\\"

* Specify “CMD” as well when specifying this
parameter and the type of application is command.

/WIDKEEP Starts or stops the application or service with no

monitoring parameter (/M, /R) specified by using the
ExpressCluster Task Manager or the ARMLOADC
command.

* This option is ignored when /W, /M or /R is
specified.

/W Waits until the execution of the application is

terminated. When this parameter is specified, controls
are not returned from this command until the
application terminates. This parameter is optional.

* This parameter cannot be specified with /M or /R.

* This parameter cannot be specified in Format 2.

Section | Detailed functions of ExpressCluster
421



Chapter 4 Compatible command reference

422

/M

Monitors the application or service. This parameter is
optional. When omitted, monitoring is not performed.

* This parameter cannot be specified with /W or /R.

* When you use this parameter without specifying
/FOV, servers are shut down at failure.

/R retry

Monitors the application or service and specifies the
threshold of the restart count. This parameter is
optional. When omitted, monitoring is not performed.

* The value from 1 through 9 can be specified.

* This parameter cannot be specified with /M or /w.

/H hour

Specifies the time to reset the restart count of the
application or service to 0. The time can be specified
by hours. When the application or service starts and
operates normally during the time specified with the
/H option, the restart count is reset to 0.

* The value from 1 through 24 can be specified.

* Restart count is not reset if this parameter is omitted
with the parameter /R specified.

/SCR

When this parameter is specified, the application or
service is restarted by scripts. This parameter is
optional.

* The application or service is restarted by itself if this
parameter is omitted with the parameter /R specified.

/FOV

Fails over groups when the restart count threshold is
exceeded on the application or service monitoring.
This parameter is optional.

* Servers are shut down if this parameter is omitted
with the parameter /M or /R specified.

/CNT count

A failover is not performed when the number of
failovers already performed exceeds the count
specified by this option. This is to avoid servers from
repeating failing over endlessly. The number of
failovers is counted for each server.

The value from 1 through 255 can be specified.
When omitted, 8 is specified.

The failover count is reset to 0 on a specific server
when:
the normal status continues more than 1 hour
the server is restarted
the failover group is activated

exec-name

Specifies an executable file name.

* This parameter cannot be specified in Format 2.

ﬁarameter_ Passed to an executable file. This parameter is
optional.
/S

Specifies that the target to be started is a service.

* This parameter cannot be specified in Format 1.
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/A Specify this parameter when you want to specify the

service as a monitoring target even though it is already
started.

This parameter is optional.

* This parameter cannot be specified in Format 1.

/WAIT time | giocifies the time to wait for the completion of a

service startup by the second. When this parameter is
specified, this command does not return controls
while waiting for the service to complete startup
(SERVICE RUNNING) or within the wait time. This
parameter is optional. When omitted, the command
does not wait for the completion of a startup.

* This parameter cannot be specified in Format 1.

* The value from 0 through 3600 can be specified.
When 0 is specified, the command waits for the
completion of a startup endlessly.

/INT time | giocifies restart interval of the application or service,

or scripts by the second. This parameter is optional
When omitted, 0 (second) is specified to the restart
interval.

* This parameter is valid when /R or /SCR option is
specified.

*  The value from 0 through 3600 can be specified.

service-na

me Specifies the service name.

* This parameter cannot be specified in Format 1.
For service-name, specify one of the following:

(1) Specify the service name that is displayed on the
Services on the Administrative Tools.

(2) Specify xxxx that matches with the service
name displaying “DisplayName”, the key of
xxxx 0f the following registry in Services on
Administrative Tools.

HKEY LOCAL MACHINE \SYSTEM\CurrentCon
trolSet\Services\xxxx

Example) For FTP service of 1IS
Name displayed on the Service window
FTP Publishing Service

Name displayed on the registry

...\Services\MSFTPSVC
DisplayName:REG _SZ: FTP Publishing

Service

Format:

armload WatchID /S “FTP Publishing
Service”

or
armload WatchID /S MSFTPSVC
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Return Value

Success (the target application or service has started)

Cannot start the target application or service

Cannot perform process monitoring

The specified watchlD is already used.

Alw | M| |O

Time-out occurred while waiting for the service to complete
startup (the service is starting up).

(o]

The ExpressCluster Server service is not started.

The parameter is invalid.

Remarks

(1) This command can be used only in scripts.

(2) Multiple parameters can be specified for a command that is passed

(3) The figure below indicates operations performed when the

to an executable file.

application or service started by ARMLOAD fails.
1. The application or service is started by ARMLOAD
2. Afailure occurs
3. Threshold check
4

. When the threshold is not exceeded, the application or service
is restarted by scripts.

4.-1: Stop script execution  4-2: Start script execution

5. When the threshold is exceeded, a failover occurs or a server
shuts down

5-1: Stop script execution 5-2: Fails over to another
ExpressCluster server

5. Failover or server shutdown

ExpressCluster

ExpressCluster

4. Restart request from the script
START \h 1
ARMLOAD 1.Start 3. Threshold
— |4-2 check
STOP |
4-1 Restart the 2. Process
1  ARMKILL application or disappearance
5-1 service Service stop
| START
| | ARMLOAD
5-2
STOP
| | ARMKILL
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Notes

1)
)

3)

(4)

Q)

(6)

This command can be specified only in scripts.

When you start the application with GUIs without specifying an
account, select Allow service to interact with desktop on the
ExpressCluster Server service. When not selected, GUIs of the
application are not displayed.

When you specify a user account, it should have “local logon”
permission. For information on the user permissions, see the help of
the domain user administrator.

When you specify the domain of an account explicitly, specify the
following. Note that the domain name and the user name should be
within 15 characters.

When the account is a local administrator:

armload watchid /u administrator ap.exe
When the account is a domain\administrator:

armloadwatchid /udomain\administrator ap.exe

When you use the monitoring function (/M option) of the
ARMLOAD command, specify Dr. Watson (DRWTSN32.EXE) as
a default debugger used by the operating system.

To check this setting, go to the registry

\\HKEY LOCAL MACHINE\Software\Microsoft)\
Windows NT\CurrentVersion\AeDebug

and find the value with the name “Debugger” or “Auto.”

Check if the value of “Auto” is set to 1, and “Debugger” to
“DRWTSN32.”

When the setting values are different from those, change the settings
to use Dr.Watson in addition to the default debugger you are using.
For this setting, start Dr.Watson by running the drwtsn32 -i
command on the command prompt.

At OS installation, the value of “Auto” is set to 1, and “Debugger”
to “drwtsn32” (Dr. Watson). Make the setting so that the debugger
is not automatically started, nor monitoring processing is prevented.

Applications not suitable for ARMLOAD monitoring function

The applications whose processes do not stay resident persistently
are not suitable for the process monitoring (*). Since the process
monitoring is assumed to monitor processes that stay persistently
and do not terminate by themselves, it determines that an error
occurs on an application when the started process is terminated.

(*) The following applications are examples:

An application whose process started by ARMLOAD does not stay
resident persistently

An application whose process started by ARMLOAD starts its child
process, and the process started first does not stay resident
persistently (ARMLOAD only monitors the process it started)

The application that requires GUIs may be terminated when it is
started by the ARMLOAD command and logged off. To prevent the
application from being terminated, start it with an account (/U
option).
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Limitations

(1) The ARMLOAD command with an account cannot be used in a batch
program that is run with an account.

(2) The application that is run with an account (including a child
process) cannot use the LogonUser () function.

(3) Do not execute a 16-bits application since it cannot be terminated
by the ARMKILL command.

(4) When including spaces in a parameter, enclose it in quotation
marks.
Example) ARMLOAD Widl "\Program
Files\Application.exe"
(5) Only the process that is started by the ARMLOAD command can be
terminated by the ARMKILL command.

(6) Do not run the applications (xxxx . EXE) that ExpressCluster
provide.

The ARMLOAD command may terminate abnormally (return value 1:
Cannot start the target application or service) if the application with an
account is started while it cannot access the domain controller (due to a
failed server or network disconnection, etc.).
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Terminating the application or service (armkill

command)

armkill.exe: the armkill exe command terminates the application or service.

Command line:

armkill.exe watchID [/C | /T timel

Description

This command terminates the application or service that was started up
by the ARMLOAD command.

When one service is operated (monitoring target) with several
ARMLOAD commands (when several ARMLOAD commands with /A
option operate one service), the service is not terminated until
ARMKILL is run for all watchID.

Parameter

watchID Specifies the monitoring ID of the application or service
you want to terminate.

Use the ID specified when the application or service was
started up by the ARMLOAD command.

/C Cancels the monitoring of the application or service but
does not terminate the application or service.

This parameter is optional. When omitted, the application
or service is terminated. This parameter cannot be specified
with the /T parameter.

Do not use this option when stopping an application that
was started by specifying the /U option of the ARMLOAD
command.

/T time Sets the termination wait time of the application or service.

The range that can be specified is from 0 to 3600 seconds.
If 0 is specified, the command waits for the completion of
termination of the application or service endlessly. This
parameter is optional. When omitted, the wait time is set to
40 seconds. This parameter cannot be specified with the /C

parameter.
Return Value | 0 Success (the target application or service was terminated).
1 The application or service has already been terminated.
2 The application or service was not terminated.
(The application or service is being terminated.)
8 The ExpressCluster Server service has not been started.
9 The parameter is invalid.
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Remarks

@)
)

®3)

(4)

This command can be specified only in scripts.

To terminate the application, this command sends the WM_CLOSE
message to it. If the application does not terminate within the
specified time (/T time), this command executes the
TerminateProcess () for the target application to forcibly
terminate the application process.

To terminate the service, the requirement to stop the service is sent
to the service control manager (SCM). When terminating the
service has not been completed within the specified time (/T
time), the return value of 2 is returned.

If /C is specified on this command, the application or service
cannot be terminated by ARMKILL.
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Waiting for the start or stop of groups (armgwait

command)

armgwait.exe: the armgwait . exe command waits for the start or stop of groups.

Command line:

armgwait.exe

group name

[time-out] [/stopl

Description

This command waits for the start or stop of groups.

This command waits until the status of a group becomes active (when
waiting for activation) or inactive (when waiting for termination), or
until the specified time is exceeded.

Parameter

group name

Specifies a name of the group whose completion of
start or stop the command waits for.

time-out

Specifies the time-out by the second.

When this parameter is omitted, the time-out value is
set to default (120 seconds).

/stop

Waits until the group is terminated.

When this parameter is omitted, this command waits
for the startup of the group.

Return Value

The status of the failover group is active or inactive.

The time-out has elapsed.

The ExpressCluster Server service has not been started.

The specified group does not exist.

© |0 | N, |O

The parameter is invalid.

Notes

Do not run this command directly from the start or stop script. When
using this command from those scripts, prepare the batch file on which
the command is described, and then run the batch file on the start or stop
script by writing “START batch file name” onit.

Remarks

This command can be run only in scripts. Follow the process on Note
when using this command on the start or stop script.
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Exclusive control between servers command
(armcall command)

armcall.exe: the armcall.exe command runs commands or programs exclusively on

Command line:

armcall.exe

nodes.

[/L lockname ]

exec _name |[parameter ...]

Description

This command executes a program from a script without terminating it,
and returns the control to the script that is invoked again. This program is
executed exclusively between nodes.

Parameter

/L lockname

Specifies the lock name. When this option is
omitted, “Default” is specified for the name.

The commands are run exclusively for each lock
name specified by this parameter.

exec _name

Specifies the command or program to be run.

barameter Specifies the command line information required to
run the program specified in exec name.
Return Value | 0 Success
8 The program was not run due to an error.
9 The parameter is invalid.
Remarks This command can be run only in scripts.
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Examples

When the process <A> must be run on all nodes, and the running of
process <A> must be exclusive between nodes:

<A>
Time <A> -
<A> :
<A>
start.bat work.bat
armcall work.bat <A>

When the process <A> should be run only on one node and the process
<B> should be run at all nodes, and the process <B> must be started after
the completion of the process <A>.

_ <A> : :
Time | B> <B> <B> <B>

start.bat work.bat

armcall work.bat armgetcd /C SHORI

<B> IF ERRORLEVEL 1 GOTO
END
<A>
armsetcd /C SHORI 1
:END
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Retrieving the cluster wide variable or local variable
(armgetcd command)

armgetcd.exe: the armgetcd. exe command retrieves the cluster wide variable or local
variable.

Command line:

armgetcd.exe [/C] variable

Description This command retrieves the setting value of the cluster wide variable or
local variable specified by the armsetcd command.

Parameter /C Retrieves the setting value of the cluster wide variable.
When this parameter is omitted, the value of the local
variable is retrieved.

variable Specifies the variable name set by the armsetcd

command.
Return Value | 0 The value could not be retrieved due to an error.
1-255 The value set by the armsetcd command is returned.
Remarks This command can be specified only in scripts.

If you specify the variable name which is not set by the armsetcd
command, 0 is returned.
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Setting the cluster wide variable or local variable
(armsetcd command)

armsetcd.exe: The armsetcd. exe sets the cluster wide variable or local wide variable.

Command line:

armsetcd.exe [/C] variable value

Description This command sets the cluster wide variable or the local variable.

The setting value of the variable set by this command can be referred by
using the armgetcd command on the same or other scripts.

The cluster wide variable is shared between servers in a cluster. The
variable set by the armsetcd command on one server can be referred or
changed on another server.

The local variable is valid only on the server on which the armsetcd
command is run.

Parameter /C Sets the variable as a cluster wide variable.
When this parameter is omitted, the variable is set as a
local variable.

variable | Specifiesthe name of the variable to be set. Specify the
name with up to 127 alphanumeric characters.

(The name is case-sensitive.)

value Specifies the value to be set to the variable on
variable in integers from 1 through 255.

Return Value | 0 Success
8 The variable was not set due to an error.
9 The parameter is invalid.

Remarks This command can be run only in scripts.

Variable names are controlled separately for the cluster wide variable
and the local variable. Thus, you can set both variables with one variable
name. In this case, those are operated as two different variables.

The local variable is valid until the ExpressCluster Server service of the
server on which this command was run is terminated.

The cluster wide variable is valid until the ExpressCluster Server
services of all servers in a cluster are terminated.
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Monitoring errors on the connection to the shared
resources (armwhshr command)

434

armwhshr.exe: the armwhshr . exe command monitors errors on the connection to the

Command line:

armwhshr.exe

shared name.

share-name ip-addr [/INT time]l [/LOG log-strings]

[/PROC exec-name parameter-1 parameter-2 ... parameter-n]

Description

from normal to error.

This command monitors errors on the connection to the shared name.
It checks if the ping is reached to the specified shared name server or
monitors the connection error to the shared name. It registers the event
log (1D:3514) when the ping is reached normally and an error occurred
while connecting to the shared name.

However, the event log is not registered when the connection error is
already detected. It is registered when the status of connection changes

With options, this command sends messages to the WebManager and
starts specified executable files.

Parameter

share-name

Specifies a shared name (UNC name).

ip-addr

Specifies the IP address of a server that
possesses shared name.

/INT time

Specifies monitoring interval (by the second).
The range which can be specified is from 30
through 86400. This parameter is optional.

When omitted, 180 (sec) is set for the interval.

/LOG
log-strings

Specifies the character string to be reported to
the WebManager when an error occurs on the
connection to a shared name. It is reported to
the WebManager every time an error on the
connection to the shared name is detected.
Maximum of 111 bytes can be specified for the
string. If the string includes spaces, enclose it in
double quotation marks. When you use the
double quotation marks in the strings, describe
them with \ (\""). This parameter is optional.

/PROC exec-name

Specifies the name of an executable file that is
started when an error occurs on the connection
to the shared name. The executable file is
started when the status of shared name
connection changes from normal to abnormal.
This parameter is optional.

parameter-n

This parameter is passed to the executable file.
This parameter is optional.
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Return Value

Success

The parameter is invalid.

Insufficient memory

O |IN| - |O

The ExpressCluster Server service has not been started.

How to use

When using the ARMWHSHR command, configure the following settings.

1)

)

Describe the following in the stop script
(Lines in the script that is run when CLP_EVENT iS START)
ARMKILL watchID

Registering the user account
Register the user account with an administrator right.

Describing the ARMWHSHR command in scripts
Create a new failover group for monitoring errors on the connection
to the shared name(*), and describe the ARMWHSHR command in
scripts.
* Setting a failover group
1. Add only one server to the Servers that can run the Group by
clicking the Startup Server tab on the Group Properties.

For example, to monitor errors on the connection to the shared name
(temp) of the server (server name: server public LAN IP address:
100.100.100.1), describe the following in the start script:

(Lines in the script that is run when CLP_EVENT iS START)
ARMLOAD watchID /U Administrator
ARMWHSHR \\server\temp 100.100.100.1
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Usage
example

This command is used to confirm whether the local disk of the server can be accessed
from the network. On the cluster system with 2 servers, accessibility to local disks on both
servers from the network can be checked by monitoring another server from both servers.
The following indicates the examples of configuration and script descriptions.

Example:

Server 1

()

Failover group A

Start.bat

LAN

@.
G
N

LETRRRRNR RN DY
.

|

Server 2

: Local disk
(Specifies a shared name,
@ Start.bat
: Start script
Stop.bat
:Stop script

I

0
.
.
.

4 :Shared name monitoring
Failover group B -

EEEEEEEm J
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Server Information:

Serverl

Server2

Server name

serverl

server2

Public LAN IP address

100.100.100.1

100.100.100.2

Shared name

(D)sharel

(2)share3

(1)share2

Script example

(1) Start.bat of Server 1

IF “%CLP_ EVENT%” ==
GOTO EXIT

: NORMAL

ARMLOAD W1 /U
100.100.100.2
:EXIT

EXIT

“START”

Administrator

GOTO NORMAL

ARMWHSHR

\\server2\share2

(2) Stop.bat of Server 1
ARMKILL W1
EXIT

(3) Start.bat of Server 2

GOTO EXIT
:NORMAL

ARMLOAD W2 /U
100.100.100.1
ARMLOAD W3 /U
100.100.100.1
:EXTIT

EXIT

IF “%ARMS_ EVENT%"” ==

“START” GOTO NORMAL

Administrator

Administrator

ARMWHSHR

ARMWHSHR

\\serverl\sharel

\\serverl\share3

(4) Stop.bat of Server 2
ARMKILL W2
ARMKILL W3

EXIT

Notes This command can be specified only in scripts.
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Controlling the applications or services started by
the armload command (ExpressCluster Task
Manager)

armaswth.exe: the armaswth.exe command lists applications or services started by the
armload command in GUI.

Command line:

armaswth.exe

Description This command lists the applications or services started by the armload
command in GUI. In addition, it can start or stop the applications or
services, and suspend or resume the monitoring in the same way as the
armload command.

Remarks This command can be specified both in and outside scripts.

Screen image

2 Task Manager [E=8{ o (=)
File Operation View Options Help

Application/Service Mame Failover Group Mame WatchID Type Running ...  Menitoring 5t..

K File Replication Failaver1 WakchlD3 Service Started Manitoring

5 Telephony Failoverl watchlD4 Service Started Monitoring
Bnotepad exe Failoverl WwatchlD1 Application Started Monitoring
Anotepad exe Failoverl WatchIDZ Application Started Monitaring

Ready
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Manager)

Description:

e  Application/Service Name
Displays the names of applications or services started by the ARMLOAD command. Icons
indicate the following status:

Al Application that is not monitored

: Application that is being monitored

[Al Application that is not a monitoring target
: Service that is not monitored

E; Service that is being monitored

|:|: Service that is not a monitoring target

Background colors of icons indicate the following status:
: Started / Being started
: Stopped / Being stopped
e  Failover Group Name
Displays the group names that the started applications or services belong to
o Type
Displays the types (application or service)
e Running Status
Started: Application or service has started
Stopped: Application or service has not started
Starting: Application or service is being started
Stopping: Application or service is being stopped
e  Monitoring status
Monitoring: Application or service is being monitored
Not monitoring: Application or service is not being monitored
Not monitored: Application or service is not a monitoring target (is not set as a monitoring
target but started by the ARMLOAD command)

Sort

Click any of Application/Service Name, Failover Group Name, WatchID, Type, Running
Status, or Monitoring Status to sort the list into ascending or descending order of the clicked
item.
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Operation

Same as the ARMLOADC command, four operations of monitoring stop, monitoring resume,
stop, start can be performed. Operations that can be performed vary depending on the status of the

application or service start and the monitoring. For details, see “ARMLOADC command.”

Select the application on the list (you cannot select multiple applications), and operate it by one of

the following ways:

Operation menu
Toolbar
Shortcut menu displayed by right-clicking the application name (shown below)

@ Task Manager EI@

File Operation View Opticns Help
TR ROE

Application/Service Name

Failover Group Mame WatchID Type Running ...  Menitoring 5t..

Stop Maonitoring

WatchlDg Service Started Manitaring
‘atchIDL Application Started Monitaring
‘WatchIDZ Application Started Monitaring

B notepad.exe

Start Menitoring
B notepad.exe

Stop
Start

Ready
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Manager)
Settings
To configure the settings, click Settings on the Option menu or on the toolbar.
Settings ==
Update Interval of Application/Service List.
I - | Sec(o-3600, 0:No update) —
Timeout to stop Application/Service. . Defaun |
40 = Sec{0-3600, 0:No limiy

Update Interval of Application/Service List

Specify the interval to automatically update the application or service list by the second. The
value from 0 through 3600 can be specified. When 0 is set, the list is not updated automatically.
The default is 10 (seconds).

Timeout to stop Application/Service

Specify the wait time to stop when stopping the application or service by the second. The value
from 0 through 3600 can be specified. When 0 is set, the termination of the application or service
is waited endlessly. The default is 40 (seconds). If the application or service is not stopped after
the stop time is exceeded, the application is forcibly stopped. This setting is used only when the
application or service is stopped by the ExpressCluster Task Manager.
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Shutting down the server (armdown command)

armdown.exe: the armdown . exe command shuts down the server.

Command line:

armdown . exe [reboot | off | stopl

Description This command stops the ExpressCluster service of the server on which
this command is run, and shuts down the server.

Parameter No parameter Shuts down the server and turns off the power.

reboot Shuts down the server and reboots it. This parameter
cannot be specified with “OFF” or “stop” parameter.

off Shuts down the server and turns off the power. This
parameter cannot be specified with “reboot” or
“stop” parameter.

stop Stops the ExpressCluster Server service without
shutting down the server.

This parameter cannot be specified with “reboot” or
“OFF” parameter.

Return Value | 0 Success (The server shutdown has started).
8 The ExpressCluster Server service is not running.
9 The parameter is invalid.
Notes Do not run this command directly from the start or stop script. When

using this command from those scripts, prepare the batch file on which
the command is described, and then run the batch file on the start or stop
script by writing “START batch file name” onit.

Remarks This command can be specified both in and outside scripts. When
running this command on the start or stop script, follow the steps on
Notes.

To shut down whole cluster normally, run the armstdn command.
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Moving or failing over a group (armfover

command)

armfover.exe: the armfover . exe command moves or fails over a group

Command line:

armfover.exe

[/F] group name

Description

This command moves or fails over a group.

A group is moved or failed over to the server next to the current server,
in ascending order, on which the group can be started. If a subsequent
server does not exist, the group is moved or failed over to the first server.

Parameter

/F Fails over a group.
When this parameter is omitted, a group is moved.

When a group is failed over, “FAILOVER” is set to the
environment value of the start script “CLP_EVENT” on
the destination server.

When a group is moved, “START” is set to the
environment value of the start script “CLP_EVENT” on
the destination server.

group_name | Specifies the name of the group to be moved or failed
OVer.

Return Value

Success (the group was moved or failed over).

The specified group has not been started.

The ExpressCluster Server service has not been started.

©O© || N| O

The parameter is invalid.

Notes

Do not run this command directly from the start or stop script. When
using this command from those scripts, prepare the batch file on which
the command is described, and then run the batch file on the start or stop
script by writing “START batch file name” onit.

Remarks

This command can be specified both in and outside scripts. When
running this command on the start or stop script, follow the steps on
Notes.
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Starting a group (armgstrt command)

armgstrt.exe: the armgstrt . exe command starts a group

Command line:

armgstrt.exe

group name [host name]

Description

This command starts a group on a specified server

Parameter

group name

Specifies the name of a group to be started

host_name

Specifies the name of a server on which a group is
started. When this parameter is omitted, the server is
determined according to a group failover policy.

Return Value

0 Success

1 The status on which the specified operation is not available.
(checking if the shared disk is powered on or not)

7 The specified group has already been started.

8 The ExpressCluster Server service has not been started.

9 The parameter is invalid.

Notes

Do not run this command directly from the start or stop script. When
using this command from those scripts, prepare the batch file on which
the command is described, and then run the batch file on the start or stop
script by writing “START batch file name” onit.

Remarks

This command can be specified both in and outside scripts. When
running this command on the start or stop script, follow the steps on

Notes.
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Stopping a group (armgstop command)

armgstop.exe: the armgstop . exe command stops a group

Command line:

armgstop.exe group name

Description This command stops a group.

Parameter group_name Specifies the name of a group to be stopped.
Return Value | 0 Success

7 The specified group has not been started.

8 The ExpressCluster Server service has not been started.

9 The parameter is invalid.
Notes Do not run this command directly from the start or stop script. When

using this command from those scripts, prepare the batch file on which
the command is described, and then run the batch file on the start or stop
script by writing “START batch file name” onit.

Remarks This command can be specified both in and outside scripts. When
running this command on the start or stop script, follow the steps on
Notes.
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Starting or stopping the application or service,
suspending or resuming the monitoring (armloadc
command)

446

armloadc.exe: the armloadc . exe command starts or stops the application or service, or
suspends or resumes the monitoring.

Command line:

armloadc.exe

watchID /W mode [/T time]

Description

This command starts or stops the application or service, or suspends or
resumes the monitoring.

This command terminates when the operations of starting or stopping the
application or service is completed.

Parameter

watchID

This ID is for monitoring. Specify the ID used when the
application or service is started by the ARMLOAD
command.

/W mode

Controls the monitoring.
The following values can be specified for mode.

pause Suspends the monitoring of the application or

service.

contin | Resumes the monitoring of the application or

service. When the application or service has
terminated, the monitoring is resumed after a
startup.

start Starts the application or service.

stop Terminates the application or service. When

the application or service is being monitored, it
is terminated after suspending the monitoring.

/T time

This parameter is valid when “continue,
“stop” is specified to mode of /W mode.
When “continue” or “start” is specified to mode of /W
mode:

When “stop” is specified to mode of /W mode:

7 “start” or

Specifies the wait time to start the service (this
parameter is invalid for the application). The value from
0 through 3600 (seconds) can be specified. When 0 is
specified, the command waits for the startup of the
service endlessly. This parameter is optional. When
omitted, the command only starts the service and returns
the control without waiting for completion of start.

Specifies the wait time to stop the service. The value
from 0 through 3600 (seconds) can be specified. When
0 is specified, this command waits for the termination of
the application or service endlessly. This parameter is
optional. When omitted, the command waits for
maximum of 40 seconds.
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Starting or stopping the application or service, suspending or resuming the monitoring (armloadc

command)

Return Value

0 Success

1 The status is invalid.

2 The application or service was not stopped.

(The application or service is being started or stopped.)

7 An error occurred in WIN32API.

9 The parameter is invalid.

Remarks

(1) This command can be specified both in and outside scripts.

(2) To terminate the application, send WM_CLOSE message to the
application. When the application is not terminated within the
specified time (/T time), run TerminateProcess () to
forcibly terminate the application process.

(3) To start or stop the service, send requests for start or stop of the
service to the service control manager (SCM). When the start or
stop has not been completed within the specified time (/T time),
the return value of 2 is returned.

(4) Refer to the table below for the values that can be specified in
mode. If mode is invalid, the return value of 1 is returned.

Notes

Before stopping the service (mode = stop), suspend the monitoring of
watchID (mode=pause) which is monitoring the same service name, if
any. A service error is detected (event ID=3506 - 3510) if the service is

stopped without suspending the monitoring.

Application/Service specification matrix

Status

Mode

Monitoring

Suspending monitoring

Started

Starting

Terminating | Terminated

Started

Starting

Terminating

Terminated

pause

O

X

X

continue

X

0 (*2)

0 (*2)

start

X

X

)

stop

0 (*1)

O|X|X|O

XX | X[ X

O |X|0O|X

O|X|0O|X

X

X

O: Executable

X: Not executable (Invalid status)

:This combination does not exist.

(*1) When “stop” is executed, monitoring of the application or service is suspended, and the application and
service is stopped.
(*2) When “cont inue” is executed, the application and service is started, and monitoring of the application

or service is resumed.
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Suspending the script execution until the user’s
direction (armpause command)

armpause.exe: the armpause . exe command displays a message box, and suspends the
script execution until the user clicks OK.

Command line:

armpause.exe msg strings

Description This command displays the message box and suspends the script
execution. When the user clicks OK in the message box, script execution
is resumed.

Parameter msg_strings | Specifies the character string to be displayed on the

message box. Maximum of 128 bytes can be specified.

Return Value | 0 Displaying the message was terminated.

1 The message cannot be displayed.
9 The parameter is invalid.

Notes To use this command in scripts, select Allow service to interact with
desktop on the properties of the ExpressCluster Server service.

Remarks This command can be specified both in and outside scripts.
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Suspending the script execution for the specified
time (armsleep command)

armsleep.exe: the armsleep.exe command suspends the script execution until the
specified time is exceeded.

Command line:

armsleep.exe

seconds

[/NOLOG]

Description This command suspends the script execution until the specified time is
exceeded.
Parameter seconds Specifies the time to suspend the script execution by the
second.
/NOLOG When this parameter is specified, the execution of this
command is not registered to the log file (arm. 1og).
Return Value | 0 Success
9 The parameter is invalid.

Remarks

This command can be specified both in and outside scripts.
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Starting the network sharing of the directory
(armnsadd command)

armnsadd.exe: the armnsadd . exe command starts the network sharing of the directory.

Command line:

armnsadd.exe share name path

Description This command starts the network sharing of the directory. This is the
same function as “net share shared name=path name.”

Parameter share_name | Specifies the shared name of the network sharing to be
started.
path Specifies the directory to be shared by entering full path.
Return Value | 0 Success
1 The parameter is invalid.
2 The path name cannot be found.
3 The shared name is invalid.
5 No access right.
7 Insufficient memory.
8 Already shared by the same shared name.
9 Other error
Remarks This command can be specified both in and outside scripts.
When using the net share command, it waits for the entry on the console
when the shared name of more than 8 characters is specified. Thus, it is
not suitable to be used in scripts. In such a case, use this command
instead of the net share command.
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Stopping the network sharing of the directory
(armnsdel command)

armnsdel.exe: the armnsdel . exe command starts the network sharing of the directory.

Command line:

armnsdel.exe share name

Description This command stops the network sharing of the directory. This is the
same function as “net share shared name/delete.”

Parameter share_name Specifies the shared name of the network sharing to
be stopped.
Return Value | 0 Success
1 The parameter is invalid.
5 The access was denied.
8 Insufficient memory
2310 The shared name cannot be found.

Remarks This command can be specified both in and outside scripts.

The net share command waits for the entry on the console depending on
the status of connection to the clients when the network sharing is
stopped. In such a case, use this command instead of the net share
command. This command stops the network sharing regardless of the
status of connection to the clients.
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Setting the IP address returned by
gethostbyname () (armwsset command)

armwsset.exe: the armwsset . exe command sets the IP address returned by the

Command line:

gethostbyname () executed on the local server.

Formatl armwsset.exe [/P] path [ip address ...]

Format2 armwsset.exe /L

Format3 armwsset.exe /DEL

Description

This command sets the IP address returned by the gethostbyname ()
executed on the local server.

Use this command when you want to return the virtual IP address as a
local server’s IP address that the application retrieves.

Parameter

/P

If this parameter is specified, settings are not deleted
at system reboot. The settings are maintained after
the system is restarted.

When this parameter is omitted, settings are deleted
at system reboot.

path

Specifies the full path to the executable file of the
target application.

ip address...

Specifies the IP address returned by the
gethostbyname ().

More than one IP address can be specified by
separating them by spaces.

When multiple addresses are specified, those are set
in the array returned by gethostbyname () in the
described order.

When this parameter is omitted, the settings of the
application specified by path are deleted.

/L Lists the current settings.

/DEL Deletes all current settings.
Return Value | 0 Success

1 Failed to configure the settings.
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Notes The settings by this command function only when the application
downloads