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Preface
Who Should Use This Guide

The Configuration Guide is intended for system engineers who intend to introduce a system and system
administrators who will operate and maintain the introduced system.

How This Guide Is Organized

Chapter 1

Chapter 2

Chapter 3

Chapter 4

Chapter 5

Chapter 6
Chapter 7
Chapter 8
Chapter 9

Appendix A

EXPRESSCLUSTER X SingleServerSafe

Provides a product overview of EXPRESSCLUSTER X SingleServerSafe.

Creating configuration data

Describes how to start the Cluster WebUI / WebManager and the procedures to create the
configuration data with a sample configuration.

Checking the cluster system

Verify if the system that you have configured operates successfully.

Group resource details

Provides details on group resources, which are used as a unit for controlling an application by
using EXPRESSCLUSTER X SingleServerSafe.

Monitor resource details

Provides details on monitor resources, which are used as a unit when EXPRESSCLUSTER X
SingleServerSafe executes monitoring.

Heartbeat resources

Provides details on the heartbeat resource.

Details of other settings

Provides details on other settings of EXPRESSCLUSTER X SingleServerSafe.
Monitoring details

Provides details on how several types of errors are detected.

Notes and restrictions

Describes known problems and how to prevent them.

Index
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Terms Used in This Guide

EXPRESSCLUSTER X SingleServerSafe, which is described in this guide, uses windows and commands
common to those of the clustering software EXPRESSCLUSTER X to ensure high compatibility with
EXPRESSCLUSTER X in terms of operation and other aspects. Therefore, cluster-related terms are used in
parts of the guide.

The terms used in this guide are defined below.

Term Explanation

Cluster, cluster system A single server system using EXPRESSCLUSTER X
SingleServerSafe

Cluster shutdown, reboot Shutdown or reboot of a system using EXPRESSCLUSTER X
SingleServerSafe

Cluster resource A resource used in EXPRESSCLUSTER X SingleServerSafe

Cluster object A resource object used in EXPRESSCLUSTER X SingleServerSafe

Failover group A group of group resources (such as applications and services) used
in EXPRESSCLUSTER X SingleServerSafe
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EXPRESSCLUSTER X SingleServerSafe Documentation Set

The EXPRESSCLUSTER X SingleServerSafe documentation consists of the four guides below. The title and
purpose of each guide is described below:

EXPRESSCLUSTER X SingleServerSafe Installation Guide
This guide is intended for system engineers who intend to introduce a system using EXPRESSCLUSTER X
SingleServerSafe and describes how to install EXPRESSCLUSTER X SingleServerSafe.

EXPRESSCLUSTER X SingleServerSafe Configuration Guide

This guide is intended for system engineers who intend to introduce a system using EXPRESSCLUSTER X
SingleServerSafe and system administrators who will operate and maintain the introduced system. It describes
how to set up EXPRESSCLUSTER X SingleServerSafe.

EXPRESSCLUSTER X SingleServerSafe Operation Guide

This guide is intended for system administrators who will operate and maintain an introduced system that uses
EXPRESSCLUSTER X SingleServerSafe. It describes how to operate EXPRESSCLUSTER X
SingleServerSafe.

EXPRESSCLUSTER X SingleServerSafe Legacy Feature Guide

This guide is intended for system engineers who want to introduce systems using EXPRESSCLUSTER X
SingleServerSafe and describes EXPRESSCLUSTER X SingleServerSafe 4.0 WebManager and Builder.
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Conventions

In this guide, Note, Important, and Related Information are used as follows:

Note:

Used when the information given is important, but not related to the data loss and damage to the system and

machine.

Important:

Used when the information given is necessary to avoid the data loss and damage to the system and machine.

Related Information:
Used to describe the location of the information given at the reference destination.

The following conventions are used in this guide.

Convention Usage Example
Indicates graphical objects, such

Bold as fields, list boxes, menu In User Name, type your name.
selections, buttons, labels, icons, On the File menu, click Open Database.
etc.

Angled

bracket within
the command
line

Indicates that the value specified
inside of the angled bracket can
be omitted.

clpstat -s[-h host name]

Prompt to indicate that a Linux

# user has logged in as root user. # clpel -s -a
Indicates path names, commands,

Monospace system output (message, prompt, .

(courier) etc), directory, file names, /Linux/4.1/en/server/
functions and parameters.

Monospace Indicates the value that a user Enter the following:

bold actually enters from a command

. . clpcl -s -a

(courier) line.

Monospace Indicates that users should replace | rpm -1

italic italicized part with values that expressclssss-<version number>-<relea

(courier) they are actually working with. se number>.x86 64.rpm
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Contacting NEC

For the latest product information, visit our website below:

https://www.nec.com/global/prod/expresscluster/
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Chapter 1 EXPRESSCLUSTER X
SingleServerSafe

This chapter outlines the functions of EXPRESSCLUSTER X SingleServerSafe and describes the types of
errors that can be monitored.

This chapter covers:

EXPRESSCLUSTER X Sing|eServerSafe .............................................................................. 18
How an error is detected in EXPRESSCLUSTER X SingleServerSafe -« -« xvoevvvviiii 19

17



Chapter 1 EXPRESSCLUSTER X SingleServerSafe

EXPRESSCLUSTER X SingleServerSafe

18

EXPRESSCLUSTER X SingleServerSafe is set up on a server. It monitors for application errors
and hardware failures on the server and, upon detecting an error or failure, automatically restarts the
failed application or reboots the server so as to ensure greater server availability.

With an ordinary server, if an application has ended abnormally, you need to restart it when you
realize that it has ended abnormally.

There are also cases in which an application is not running stably but has not ended abnormally.
Usually, such an error condition is not easy to identify.

For a hardware error, rebooting the server might achieve recovery if the error is temporary.
However, hardware errors are difficult to notice. The abnormal behavior of an application often
turns out to be due to a hardware error when the application is checked.

With EXPRESSCLUSTER X SingleServerSafe, specify the applications and hardware components
to be monitored for automatic error detection. Upon detecting an error, EXPRESSCLUSTER X
SingleServerSafe automatically restarts the application or server that caused the error to recover
from the error.

Note:

As indicated above, in many cases, a physical hardware failure cannot be recovered from just by
rebooting the server. To protect against physical hardware failure, consider implementing hardware
redundancy or introducing clustering software.
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How an error is detected in EXPRESSCLUSTER X SingleServerSafe

How an error is detected in
EXPRESSCLUSTER X SingleServerSafe

EXPRESSCLUSTER X SingleServerSafe performs several different types of monitoring to ensure
quick and reliable error detection. The details of the monitoring functions are described below.

& Monitoring activation status of applications

An error can be detected by starting up an application by using an application-starting resource
(called application resource and service resource) of EXPRESSCLUSTER and regularly
checking whether the process is active or not by using application-monitoring resource (called
application monitor resource and service monitor resource). It is effective when the factor for
application to stop is due to error termination of an application.

Note 1:

If an application started directly by EXPRESSCLUSTER X SingleServerSafe starts and then
ends a resident process to be monitored, EXPRESSCLUSTER X SingleServerSafe cannot
detect an error in that resident process.

Note 2:

An internal application error (for example, application stalling and result error) cannot be
detected.

& Monitoring applications and/or protocols to see if they are stalled or failed by using the
monitoring option.

You can monitor for the stalling and failure of applications including specific databases (such
as Oracle, DB2), protocols (such as FTP, HTTP), and application servers (such as WebSphere,
WebLogic) by introducing optional monitoring products of EXPRESSCLUSTER X
SingleServerSafe. For details, see Chapter 5, "Monitor resource details."”

& Resource monitoring

An error can be detected by monitoring the resources (applications, services, etc.) and LAN
status by using the monitor resources of EXPRESSCLUSTER X SingleServerSafe. It is
effective when the factor for application to stop is due to an error of a resource that is
necessary for an application to operate.

Errors that can and cannot be monitored for
For EXPRESSCLUSTER X SingleServerSafe, some errors can be monitored for, and others cannot.

It is important to know what can or cannot be monitored when building and operating a cluster
system.
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20

Errors that can be detected and those that cannot through
application monitoring

Monitoring conditions: Termination of application with errors, continuous resource errors,
disconnection of a path to the network devices.

& Example of errors that can be monitored:

Abnormal termination of an application
LAN NIC problem

& Example of errors that cannot be monitored:

Application stalling and resulting in error.

EXPRESSCLUSTER X SingleServerSafe cannot directly monitor for application stalling
or resulting errors. However, it is possible to make EXPRESSCLUSTER X restart by
creating an application monitoring program to make EXPRESSCLUSTER X terminate if
an error is detected, running the program by using the EXEC resource, and monitoring by
using a PID monitor resource.
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Chapter 2  Creating configuration data

In EXPRESSCLUSTER X SingleServerSafe, data describing how a system is set up is called configuration
data. Configuration data is created by using the Cluster WebUI. This chapter describes how to start the Cluster
WebUI and the procedure for creating configuration data with a sample cluster configuration.

This chapter covers:

Checking the values to be Specified ...................................................................................... 22
Starting up e CIUSTEE MWL -« o v ettt st e e aneens 23
Creating the Configuration dala e v e it e e e e s e e e e e e rees 25
SAVING CONFIGUIALION GALA -+ -+ -+ -+ -+ 31
Appiying Configuration AA « v v e vt i e e e e e e e 32
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Chapter 2 Creating configuration data

Checking the values to be specified

22

Before creating configuration data by using the Cluster WebUI, check the values you are going to
specify as the configuration data. Write down the values to make sure there is no missing
information.

Sample environment

Sample configuration data values are shown below. The following sections describe step-by-step
procedures for creating configuration data based on these conditions. When actually specifying the
values, you might need to modify them according to the cluster you intend to create. For details
about how to decide on the values, see Chapter 4, "Group resource details " and Chapter 5,
"Monitor resource details."

Sample values of configuration data

Target Parameter Value
Server information Server Name serverl
Monitor Resource Count 3
Group Type Failover
Group Name failoverl
Startup Server serverl
First group resource Type EXEC resource
Group Resource Name execl
Resident Type Resident
Start Path Path of execution file
First monitor resource Type User mode monitor
(created by default) Monitor Resource Name userwl
Second monitor resources Type IP monitor
Monitor Resource Name ipwl
Monitor IP Address 192.168.0.254 (gateway)
Recovery Target LocalServer
Reactivation Threshold -
Final Action Stop service and reboot OS
Third monitor resources Type PID monitor
Monitor Resource Name Pidwl
Target Resource Execl
Recovery Target failoverl
Reactivation Threshold 3
Final Action Stop service and reboot OS

Note:
"User mode monitor" is automatically specified for the first monitor resource.
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Differences regarding the use of the offline version of the Builder

Starting up the Cluster WebUI

The configuration data can be created by accessing the Cluster WebUI. This section describes the
overview of the Cluster WebUI and how to create the configuration data.

What is Cluster WebUI?

The Cluster WebUI is a function for monitoring the server status, starting and stopping servers
and groups, and collecting operation logs through a web browser. The overview of the Cluster
WebUI is shown in the following figure.

EXPRESSCLUSTER X
SingleServerSafe

Web browser

T

”EXPRESSCLUSTER
(Cluster WebUI)

Enter the IP address of the
server in a Web browser.

Management PC
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Starting the Cluster WebUI

The following describes how to start the Cluster WebUI.

1. Start your Web browser.
Enter the IP address and port number of the server where EXPRESSCLUSTER X

SingleServerSafe is installed in the browser address bar.

http://192.168.0.3:29003/
| I |

The port number for the WebManager specified at
installation. (Default value 29003).

The IP address of the server where the EXPRESSCLUSTER X SingleServerSafe is installed.
If the local server is used, localhost can be specified..

2. The Cluster WebUI starts.

Cluster WebUI serverl @ Operation mode ~

Dashboard Status

Servers Groups Monitors

online Offine  Err/Warn Online Offine  Err/Warn Neamal Err/Warn
O 1T o 0 O 1T o0 o O 1 0

A Alert log graph = Hide graph

[ Warning
|
0
S & & & & & L& & & & & & S & & & L& & & S & & L& & & & &
R A R O R H R S AT A A
B R N R S R M O MR R - B
O T A R R R R
£2 Alert logs
AcEror | @Waming || info | |~ Alert filter
[0 customize table 5 |v|logs perpage ¢ 2 34 5 29
Type  Received time Time ~ Servername  Module name  EventID  Message
i 2019/03/18 20:57:17.053 2015/03/18 20:57:17.040 serverl rc 11 Activating group failo
i 2019/03/18 20:57:16.275 2019/03/18 20:57:16.268 serverl rc 10 Activatin
i 2015/03/18 20:57:16.266 2019/03/18 20:57:16.258 serverl Iens 1 The number
i 2019/03/18 20:57:16.262 2019/03/18 20:57:16.063 serverl rm 1 Monitoring u:
i 2015/03/18 20:57:12.215 201/03/18 20:57:12.208 serverl nm 6 All servers have s

3. From the drop-down menu of the toolbar, select Config Mode to switch to the config mode.

Related Information:

To enable encrypted communication with EXPRESSCLUSTER Server, see "WebManager tab" in
"Cluster properties" in Chapter 7, "Detail of other settings ". Enter the following to perform encrypted
communication.

https://192.168.0.3:29003/

EXPRESSCLUSTER X SingleServerSafe 4.1 for Linux Configuration Guide
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Differences regarding the use of the offline version of the Builder

Creating the configuration data

Creating configuration data involves three steps: setting up the server, creating groups, and creating
monitor resources. Use the cluster creation wizard to create new configuration data. The procedure
is described below.

Note:
Most of the created configuration data can be modified later by using the rename function or
property viewing function.

1

Setting up the server
Set up the server on which to run EXPRESSCLUSTER X SingleServerSafe.

1-1 Setting up the server
Specify the server name to be configured.

Setting up groups

Set up groups. Starting and stopping an application is controlled by a group. Create as many
groups as necessary. Generally, you need as many groups as the number of applications you
want to control. However, when you use script resources, you can combine more than one
application into a single group.

2-1 Adding a group

Add a group.

2-2  Adding a group resource

Add a resource that can start and stop an application.

Setting up monitor resources

Add a monitor resource that monitors the specified target.
Create a monitor resource for each monitoring target.

3-1 Adding a monitor resource (IP monitor resource)
Add a monitor resource that performs monitoring. (IP monitor resource)

3-2 Adding a monitor resource (PID monitor resource)
Add a monitor resource that performs monitoring. (IP monitor resource)

25
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1. Setting up the server

Set up the server.

1-1 Setting up the server

The server settings are automatically created when you reboot the OS after installing
EXPRESSCLUSTER X SingleServerSafe. When you switch from the Cluster WebUI's operation
mode window to the config mode window, you will see the created data.

The window is As follows:

Cluster WebUI serverl

= | B
tmport. | Export | et the Configuration

serverl

= servers o]

serverl % 4 ]
22 Groups %+

Q Monitors -+

userw 55 W

EXPRESSCLUSTER X SingleServerSafe 4.1 for Linux Configuration Guide
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Differences regarding the use of the offline version of the Builder

2. Setting up groups

A group is a set of services and processes necessary to perform an independent operation in the
system.

The procedure for adding a group is described below.

2-1 Adding a group

Set up a group.
1. Click Add group in Groups.

2. The Group Definition dialog box is displayed.
Choose one of the types below.

Type:
& Failover
In general, specify this.
& Virtual machine
When using a virtual machine resource, specify this.

3. Make sure that the Failover is possible on all servers check box is selected, and then click
Next.

Group Definition

Basic Settings @ = Startup Servers = Group Attributes = Group Resource
Failover is possible at all servers

Server

serverl

@ Select the server which can run the group and configure the priority of the servers.

In case that all the servers which are registered to the cluster can start the group, check "Failover is possible at all servers”
on. The priority order is the order which was set when the server was registered to the cluster.

In case setting individually the server which can start the group, check "Failover is possible at all servers” off. Select the
server which can start the group from the "Available Servers" list on the right side, and click "Add" to add the server to

"Servers that can run the Group" list. Click "" or "¥" to change the priority order.
4Back Cancel

4. This dialog box is used to specify the values of the group attributes. Click Next without
specifying anything.

5. The Group Resource Definitions is displayed. Click Finish without specifying anything.
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2-2 Adding a group resource (EXEC resource)

Add EXEC resource to start or stop the application by script.

1.
2.

o g M w

Click Add resource of failoverl.

The Resource Definition of Group | failover window is displayed.
Select the group resource type EXEC resource in the Type box, and then enter the group
resource name execl in the Name box. Click Next.

A page for setting up a dependency is displayed. Click Next.
A page for setting up a recovery operation is displayed. Click Next.
Select User Application. Specify the path of the execution file for Start Path.

Click Tuning to open the dialog box. Next, click Asynchronous for Start Script, and then
click OK.

Click Finish.
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Differences regarding the use of the offline version of the Builder

3. Setting up monitor resources

Add a monitor resource that monitors the specified target.

3-1 Adding a monitor resource (IP monitor resource)

1.

2.

Click Add monitor resource in Monitors. The Monitor Resource Definitions is displayed.

Select the monitor resource type IP monitor in the Type box, and enter the monitor resource
name ipw1 in the Name box. Click Next.

Note:

Monitor resources are displayed in Type. Select the resource you want to monitor.

If the licenses for optional products have not been installed, the resources and monitor
resources corresponding to those licenses are not shown in the list on the Cluster WebUI.

Enter the monitoring settings. Click Next without changing the default value.
The IP Addresses is displayed. Click Add.

Enter the IP address to be monitored 192.168.0.254 in the IP Address box, and then click OK.

Note:
For the monitoring target of the IP monitor resource, specify the IP address of a device (such
as a gateway) that is assumed to always be active on the LAN.

The entered IP address is set in the IP Addresses. Click Next.

Set Recovery Target. Select LocalServer on the tree view being displayed, and click OK.
LocalServer is set to Recovery Target.Click Browse. click Finish without changing the
default values.
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3-2 Adding a monitor resource (PID monitor resource)

1.

30

A monitor resource can be set up when the EXEC resource activation script type is set to
Asynchronous.

Click Add monitor resource in Monitors. Select the monitor resource type PID monitor in the
Type box, and then enter the monitor resource name pidwl in the Name box. Click Next.

Enter the monitoring settings. Click Browse.

Click execl in the displayed tree view, and then click OK. Execl is specified for Target Resource.
Click Next.

Set the recovery target. Click Browse.
Click failoverl in the displayed tree view. Click OK. failoverl is set in the Recovery Target.

Click Finish.
After the settings are specified, the window appears as follows.

Cluster WebUI serverl

= | B
tmport. | Export | et the Configuration

serverl

= servers o

serverl Iy ]

B2 Groups s+

~ failovert. $ S+ 0 Added

Q Monitors

ipw1 Added

pidw1. Added

< % %+
5NN,
u

userw

This concludes creating the configuration data. Proceed to the next section, "Saving configuration
data."
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Differences regarding the use of the offline version of the Builder

Saving configuration data

The configuration data can be saved to a file system or to an external medium. You can apply the
saved configuration data with Cluster WebUI to the servers for which the EXPRESSCLUSTER
Server has been installed from the Cluster WebUI.

To save the configuration information, follow the procedure below:
1. Click Export in the config mode of Cluster WebUI.

2. Select a location to save the data and save it.

Note:

*  One file (clp.conf) and one directory (scripts) are saved. If any of these are missing, the
command does not run successfully. Make sure to treat these two as a set when moving
the files. When new configuration data is edited, clp.conf.bak is created in addition to
these two.
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Chapter 2 Creating configuration data

Applying configuration data

After creating configuration data by using the Cluster WebUI, apply the configuration data to the
server.

To apply the configuration data, follow the procedure below.

1. Click Apply the Configuration File in the Cluster WebUI config mode.

2. Depending on the difference between the existing configuration data and the configuration
data you are applying, a pop-up window might be displayed to prompt you to check the
operation necessary to apply the data.

If there is no problem with the operation, click OK.

When the upload ends successfully, a popup message saying "The application
finished successfully."isdisplayed. Click OK.

If the upload fails, perform the operations by following the displayed message.

3. The status will be displayed on the Cluster WebUI.

Cluster WebUI serverl 4l Operation mode -

Dashboard Status

Servers Groups Monitors

Normal Err/Warn Normal Err/Warn Normal Err/Warn
O 1 0 O : 0 O =4 0

A Alert log graph ~ ~ Hide graph
1
& 5 & S & o
& &§ & ¢ &§ & $§

2 Alert logs

A Error || @ warning iInfo ¥ Alert filter

[0 Customize table 5 v logsperpage < - 23 /4|5 .. 14 »

Type Received time Time ~ Servername  Module name  EventID  Message

For how to operate and check the Cluster WebUI, see the online manual from the E button
on the upper right of the screen.

EXPRESSCLUSTER X SingleServerSafe 4.1 for Linux Configuration Guide
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Chapter 3  Checking the cluster system

This chapter describes how you verify that the created system runs normally.

This chapter covers:

Checking the operation by using the «-+---veveven
Checking the server operation by using commands
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Chapter 3 Checking the cluster system

Checking the operation by using the Cluster
WebUI

The Cluster WebUI or command line can be used to check the set up system operation. This section
describes how to check the system operation by using the Cluster WebUI. The Cluster WebUI is
installed at the time of the EXPRESSCLUSTER Server installation. Therefore, it is not necessary to
install it separately. This section first provides a summary of the Cluster WebUI, and then describes
how to access the Cluster WebUI and check the server status.

Related Information:

For details about the Cluster WebUI system requirements, refer to "Software™ in "Checking system
requirements for EXPRESSCLUSTER X SingleServerSafe” in Chapter 1, "About
EXPRESSCLUSTER X SingleServerSafe™ in the Installation Guide.

Follow the steps below to check the operation after creation and connecting to the Cluster WebUI.

Related Information:
For how to operate Cluster WebUI, see the online manual.

1. Check heartbeat resources

Make sure that the status of the server is online in the Cluster WebUI.
Make sure that the heartbeat resource status of the server is normal.

2. Check monitor resources
Verify that the status of each monitor resource is normal on the Cluster WebUI.
3. Startagroup

Starts a group.
Verify that the status of the group is online on the Cluster WebUI.

4, EXEC resource

Verify that an application is working on the server where the group having an EXEC resource
is active.

5.  Stop Group

Stops a group.
Verify that the status of the group is offline on the Cluster WebUI.

6. Startagroup

Starts a group.
Verify on the Cluster WebUI that the group has been started.

7.  Shut down the servers

Shuts down the server. Make sure that all the servers successfully shut down.

EXPRESSCLUSTER X SingleServerSafe 4.1 for Linux Configuration Guide
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Checking the operation by using the WebManager

Checking the server operation by using
commands

After creation, perform the following procedure to check the system status by using commands
from a server.

Related Information:
For details about how to use commands, refer to Chapter 1, "EXPRESSCLUSTER X
SingleServerSafe command reference™ in the Operation Guide.

1.

Check monitor resources
Verify that the status of each monitor resource is normal by using the clpstat command.
Start a group

Start a group by using the clpgrp command.
Verify that the status of the group is online by using the clpstat command.

EXEC resource

Verify that an application is working on the server where the group having an EXEC resource
is active.

Stop Group

Stop a group by using the clpgrp command.
Verify that the status of the group is offline by using the clpstat command.

Start a group

Start a group by using the clpgrp command.
Verify that the status of the group is online by using the clpstat command.

Shut down

Shut down the server by using the clpstdn command. Make sure that the server successfully
shut down.
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Chapter 4  Group resource details

This chapter provides details about group resources.

EXPRESSCLUSTER X SingleServerSafe uses windows common to those of the clustering software
EXPRESSCLUSTER X to ensure high compatibility with EXPRESSCLUSTER X in terms of operation and
other aspects.

This chapter covers:

Group FOSOUNCES =+ v s v ssresaseanssasnnsssasnssasoasssassssssastssasoesstastssssaststastasstastssatoasssastesssassssasasssss 38
Setting up an EDXEC FOSOUICE # =+ v e nrvreneennmenuseenssnusetasstuseanseasseeasetaseeaseaaseeiaseeiaraiarennns 39
Settmg up VIV TOSOUICES «r v v e v e v e snenenat s s et ta s s s et s s s s et tatsssasaeatatsstasasaeatatsntssssaeanansnnns 51
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Group resources

The following resources can be defined as group resources.

38

Group resource name

Function

Abbreviation

EXEC resource

Register applications and shell scripts executed
upon activation or deactivation of the group.

exec

VM resource

Starts and stops a virtual mac

hine.

vm

System requirements for VM resources

The versions of the virtualization platform that support VM resources are listed below.

Red Hat Enterprise Linux 7.4 (x86_64)

4.0.0-1 or later

Virtual Machine Version EXPRESS(.:LUSTER Remarks
version
Need
5.5 4.0.0-1 or later management VM
vSphere ]
Nee
6.5 4.0.0-1 or later management VM
XenServer 6.5 (x86_64) 4.0.0-1 or later
UM Red Hat Enterprise Linux 6.9 (x86_64) 4.0.0-1 or later

Note: The following functions do not work when EXPRESSCLUSTER X SingleServerSafe is
installed in XenServer.

» User-mode monitor resources (keepalive/softdog method)

» Shutdown monitoring (keepalive/softdog method)
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Setting up an EXEC resource

Setting up an EXEC resource

EXPRESSCLUSTER allows registration of applications and shell scripts that are managed by
EXPRESSCLUSTER and executed upon activation or deactivation of the group. You can also
possible to register your own programs and shell scripts in EXEC resources. You can write codes as
required for respective application because shell scripts are in the same format as sh shell script.

Scripts used for the EXEC resource

Types of scripts

Start script and stop script are provided in EXEC resources. EXPRESSCLUSTER runs a script for
each EXEC resource when the server needs to change its status. Activation, deactivation, and
restoration procedures must be written in the scripts.

Start: Start script
Stop: Stop script
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Environment variables used in EXEC resource scripts

When EXPRESSCLUSTER runs a script, it records information such as condition when the script
was run (script starting factor) in environment variables.

You can use the environment variables on the table below as branching condition to write code for
your system operation.

The environment variable of a stop script returns the content of the start script that was run
immediately before as a value. Start script does not set environment variables of CLP_FACTOR
and CLP_PID.

The environment variable of CLP_LASTACTION is set only when the environment variable
CLP_FACTOR is CLUSTERSHUTDOWN or SERVERSHUTDOWN.

Environment variable Val_ue O EMTTrTIe! Meaning

variable

CLP_EVENT START by starting a group;

...script starting factor on the same server by restarting a group
due to the detection of a monitor resource
error; or
on the same server by restarting a group
resource due to the detection of a monitor
resource error.

FAILOVER Not used.
CLP_FACTOR CLUSTERSHUTDOWN | The group was stopped by stopping the
. server.
...group stopping factor
SERVERSHUTDOWN The group was stopped by stopping the
server.
GROUPSTOP The group was stopped by stopping the
group.
GROUPMOVE Not used.
GROUPFAILOVER Not used.
GROUPRESTART The group was restarted because an error
was detected in monitor resource.
RESOURCERESTART | The group resource was restarted
because an error was detected in monitor
resource.

CLP_LASTACTION REBOOT In case of rebooting OS.

...processing after HALT In case of halting OS.

stopping -

NONE No action was taken.

CLP_SERVER HOME Not used.

OTHER Not used.

CLP_DISK SUCCESS Not used.

FAILURE Not used.

CLP_PRIORITY 1 to the number of Not used.

servers in the cluster

CLP_GROUPNAME Group name Represents the name of the group to
which the script belongs.

...Group name
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Environment variable

Value of environment
variable

Meaning

CLP_RESOURCENAM
E

...Resource name

Resource Name:

Represents the name of the resource to
which the script belongs.

CLP_PID

...Process ID

Process ID

Represents the process ID of the start
script when the properties of the start
script are set to asynchronous. This
environment variable is null when the start
script is set to synchronous.

CLP_VERSION_FULL
...EXPRESSCLUSTER
full version

EXPRESSCLUSTER X
SnigleServerSafe full
version

Represents the EXPRESSCLUSTER X
SingleServerSafe full version.

(Example) 4.1.0-1

CLP_VERSION_MAJO
R

...EXPRESSCLUSTER
major version

EXPRESSCLUSTER X
SingleServerSafe major
version

Represents the EXPRESSCLUSTER X
SingleServerSafe major version.

(Example) 4

Represents the path where

CLP_PATH EXPRESSCLUSTER X | EXPRESSCLUSTER X SingleServerSafe
...EXPRESSCLUSTER | SingleServerSafe install |js installed.
install path path
(Example) /opt/nec/clusterpro
Represents the OS name of the server
where the script was executed.
(Example)
1) When the OS name could be acquired:
CLP_OSNAME

...Server OS name

Server OS name

Red Hat Enterprise Linux Server
release 6.8 (Santiago)

When the OS name could not be
acquired:

2)

Linux

CLP_OSVER
...Server OS version

Server OS version

Represents the OS version of the server
where the script was executed.

(Example)

1) When the OS version could be

acquired: 6.8

When the OS version could not be
acquired: *Blank

2)
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Execution timing of EXEC resource scripts

The timings at which the start script and stop script are executed and how the environment variables
are associated with the execution are described below with diagrams of status transitions.

* O and x in the diagrams represent the server status.

Server Server status
®) Normal
X Stopped

(Example) OA: Group A is working on a normally running server.
* Group A and Group B are defined.
Status transitions

This diagram shows possible status transitions.

X (l)I OA
X D OB

Numbers (1) and (2) in the diagram correspond to descriptions as follows.

(1) Normal startup

The normal startup in this context indicates when the start script is normally executed on the server.

| Symbol in Figure

Server 1 L : Script execution

A B D Application (The letter indicates

the application name.)

Start

: Start script
Stop

: Stop script

<1><2> ...

: Execution order -

Environment variable for Start

group Environment variable Value
A CLP_EVENT START
B CLP_EVENT START

EXPRESSCLUSTER X SingleServerSafe 4.1 for Linux Configuration Guide
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(2) Normal shutdown
The normal shutdown in this context indicates the shutdown immediately after the start script

corresponding to the stop script is executed for normal startup.

Server 1

(&) (]

<1>

<1>

Environment variable for Stop

Symbol in Figure

L : Script execution

B Application (The letter indicates
the application name.)

Start
. Start script

Stop
: Stop script

<1><2> ..

: Execution order .

group Environment variable Value
A CLP_EVENT START
B CLP_EVENT START
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Writing EXEC resource scripts
This section describes how you actually write script codes in association with timing to run scripts

as mentioned in the previous topic. Numbers in brackets "(number)" in the following example script
code represent the actions described in "Execution timing of EXEC resource scripts".

Group A start script: A sample of start.sh

#! /bin/sh

#
#* start.sh *
# The environment variable for
. _— . g script execution is referenced
}i[ $CLP_EVENT" = "START" ] to distribute processing.

en

Processing overview:

Application’s normal startup processing
When to start the processing:

(1) Upon normal startup

else -
EXPRESSCLUSTER is not
#NO_CLP ﬁ running.

fi
#EXIT

exit 0

EXPRESSCLUSTER X SingleServerSafe 4.1 for Linux Configuration Guide
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Group A stop script: A sample of stop.sh

#! /bin/sh

#
#* stop.sh *

# The environment variable for
el w - " script execution is referenced
gl[ $CLP_EVENT" = "START" ] to distribute processing.

en

Process overview:

Application’s normal stop processing
When to execute the processing:

(2) Upon normal shutdown

else
#NO_CLP EXPRESSCLUSTER is not
running.

fi
#EXIT
exit 0
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Tips for creating EXEC resource scripts

Note the following points when creating EXEC resource script.

*

If your script has a command that requires some time to complete, it is recommended to
configure command completion messages to be always produced. This message can be used to
determine the error when a problem occurs. There are two ways to produce the message:

Specify the EXEC resource log output path by writing the echo command in the script.

Trace results can be output to the standard output by using the echo command. Specify the
log output path in the resource properties that contain the script.

The message is not logged by default. For the log output path setting, see "Maintenance tab" in
"Tuning EXEC resource" in "Details tab". If the Rotate Log check box is not selected, pay
attention to the available disk space of a file system because messages are sent to the file
specified as the log output destination file regardless of the size of available disk space.

(Example: Sample script)
echo “appstart..”
appstart
echo “OK”

Writing c1plogcmd in the script

clplogcmd outputs messages to the alert log or OS syslog. For details about the
clplogcmd command, refer to " Output messages (clplogcmd command)™ in Chapter 1,
"EXPRESSCLUSTER X SingleServerSafe command reference” in the Operation Guide.

(Example: Sample script)
clplogecmd -m “appstart..”
appstart

clplogcmd -m “OK”

Notes on EXEC resources

*

46

About the rotate log function of the script

When the Script Log Rotate function is enabled, a process is generated to mediate the log
output. This intermediate process continues to work until the file descriptor is closed (i.e. until
all the logs stop being output from the start and stop scripts and from a descendant process that
takes over the standard output and/or the standard error output from the start and stop scripts).
To exclude output from the descendant process from the log, redirect the standard output
and/or the standard error output when the process is generated with the script.

The start script and the stop script are executed by root user.

To start an application dependent on an environment variable, the script must set the
environment variable as needed.
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Details tab

Resource Properties | execl

Info  Dependency Recovery Operation = Details

O User Application
@® Script created with this product
Edit View Replace

Scripts

Type Name

Start Script start.sh

Stop Script stop.sh
Tuning

OK

Cancel Apply

User Application

Select this option to use executable files (executable shell scripts and binary files) on your
server as scripts. Specify the local disk path on the server for each executable file name.

The configuration data created by the Cluster WebUI does not contain these files. You cannot

edit the script files using theCluster WebUI.

Script created with this product

Use a script file which is prepared by the Cluster WebUI as a script. You can edit the script file
with the Cluster WebUI if you need. The script file is included in the configuration data.

View

Click here to display the script file when you select Script created with this product.

Edit

Click here to edit the script file when you select Script created with this product. Click Save
the script file to apply the change. You cannot modify the name of the script file.

With the User Application option selected, the Enter application path dialog box appears.

Enter application path

Specify an exec resource executable file name.

Enter application path

Enter the absolute path to the application.
Start”

Stop

OK Cancel
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Start (Within 1023 bytes)

Enter an executable file name to be run when the exec resource starts. The name should begin
with “/”. Arguments can also be specified.

Stop (Within 1023 bytes)

Enter an executable file name to be run when the exec resource stops. The name should begin
with “/”. The stop script is optional.

For the executable file name, specify a full path name starting with “/”’ to a file on your cluster
server.

Arguments can also be specified.

Replace

Opens the Open dialog box with the Script created with this product option selected.

The content of the script file selected in the Resource Property is replaced with the one
selected in the Open dialog box. You cannot replace the script file if it is currently displayed
or edited. Select a script file only. Do not select binary files (applications), and so on.

Tuning

Opens the EXEC resource tuning properties dialog box. You can make advanced settings for
the EXEC resource. If you want the PID monitor resource to monitor the EXEC resources, you
have to set the start script to asynchronous.
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EXEC resource tuning properties

Parameter tab

Exec Resource Tuning Properties

Parameter = Maintenance

Start Script

@ synchronous Timeout™ 1800 sec

O Asynchronous

Stop Script

@ synchronous Timeout™ 1800 sec

O Asynchronous

oK Cancel Apply

Common to all start scripts and stop scripts
Synchronous

Select this button to wait for a script to end when it is run. Select this option for executable
files that are not resident (the process is returned immediately after the script completion).

Asynchronous

Does not wait for the script to end when it is run. Select this for resident executable files.
The script can be monitored by PID monitor resource if Asynchronous is selected.

Timeout (1 to 9,999)

When you want to wait for a script to end (when selecting Synchronous), specify how many
seconds you want to wait before a timeout. The timeout can be specified only when
Synchronous is selected. If the script does not complete within the specified time, it is
determined as an error.

Maintenance tab

Exec Resource Tuning Properties

Parameter =~ Maintenance

Log Output Path

Rotate Log O

0K Cancel Apply

Log Output Path (within 1,023 bytes)

Specify the redirect destination path of standard output and standard error output for EXEC
resource scripts and executable files. If this box is left blank, messages are directed to /dev/null.
The name should begin with "/."

If the Rotate Log check box is off, note the amount of available disk space in the file system
because no limit is imposed on message output.

If the Rotate Log check box is on, the log file to be output is rotated. Note the following
items.
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You must specify a log output path within 1009 bytes. If you specify a path of

1010 bytes or more, the log is not output.

You must specify a log file name within 31 bytes. If you specify a log file name of

32 bytes or more, the log is not output.

When using multiple EXEC resources, the rotation size may not be normally
recognized if you specify resources with the same file name, even if the paths
differ. (ex. /home/foo01l/log/exec.log, /Thome/foo02/log/exec.log)

Rotate Log

Clicking Rotate Log when the Rotate Log check box is not checked outputs the execution
logs of the EXEC resource script and the executable file without imposing any limit on the file
size. Clicking Rotate Log when the Rotate Log check box is selected rotates and outputs

messages.

Rotation Size (1 to 999999999)

If the Rotate Log check box is selected, specify a rotation size.

The structures of the log files to be rotated and output are as follows:

File name

Description

file_name for the Log Output Path
specification

Newest log

file_name.pre for the Log Output
Path specification

Previously rotated log
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Setting up VM resources
Dependencies of VM resources

By default, hybrid disk resources do not depend on any group resource type.

What is the VM resource?

A VM resource is used to control virtual machines (guest OSs) from the host OS on the virtual
platform.

Starts and stops a virtual machine.

Notes on VM resources

& VM resources are enabled only when EXPRESSCLUSTER is installed in the host OS in the
virtualization platform (vSphere, XenServer, KVM).

& A VM resource can be registered with a group for which the group type is virtual machine.

& Only one VM resource can be registered per group.
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Details tab

In case of vSphere

Resource Properties | vm1

Info  Dependency Recovery Operation | Details

Common serverl

Installation Destination of the Host |v
Cluster Service™

Virtual Machine Name
Data Store Name datastore
VM Configuration File Path™ Jvm

IP Address of Host

User Name userl
Password [ XX XYY XY Change
Use vCenter [}

vCenter
User Name for vCenter
Password for vCenter Change

Resource Pool Name

Tuning

OK Cancel Apply

Virtual Machine Type
Specify the type of the virtual platform.

Installation Destination of the Cluster Service

Specify the type of OS under which EXPRESSCLUSTER is installed. Selecting the guest OS
automatically selects the Use vCenter check box.

Virtual Machine Name (within 255 bytes)

Enter the name of the virtual machine. This is omissible when the VM Configuration File Path is
input. If the virtual machine name may be changed on the virtual platform side, set the VM
Configuration File Path.

Data Store Name (within 255 bytes)
specify the name of data store containing the virtual machine configuration information.

VM Configuration File Path (within 1,023 bytes)

Specify the path storing information about the virtual machine configuration.

IP Address of Host

Specify the management IP address of the host. You must specify the IP address of host for each
server, using individual server settings.
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User Name (within 255 bytes)

Specify the user name used to activate the virtual machine.

Password (within 255 bytes)

Specify the password used to activate the virtual machine.

Use vCenter

Specify whether to use vCenter.

vCenter (within 1,023 bytes)

Specify the vCeneter host name.

User Name for vCenter (within 255 bytes)

Specify the user name to connect with vCenter.

Password for vCenter (within 255 bytes)

Specify the password to connect with vCenter.

Resource Pool Name (within 255 bytes)

Specify the name of the resource pool to activate the virtual machine.
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In case of XenServer

Resource Properties | vm1

Info Dependency Recovery Operation Details
Common serverl
Virtual Machine Name xen
uuID
Library Path Jusr/lib/libxenserver.so ~
User Name userl
Password [T XXX Y]} Change

Tuning

oK Cancel Apply

Virtual Machine Type
Specify the type of the virtual platform.

Virtual Machine Name (within 255 bytes)
Enter the name of the virtual machine. This is omissible when the UUID is set. If the virtual

machine name may be changed on the virtual platform side, set the UUID.

uulID
Specify the UUID (Universally Unique Identifier) to identify the virtual machine.

Library Path (within 1,023 bytes)

Specify the library path to be used for control of XenServer.

User Name (within 255 bytes)

Specify the user name used to activate the virtual machine.

Password (within 255 bytes)

Specify the password used to activate the virtual machine.
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In case of KVM

Resource Properties | vm1

Info Dependency Recovery Operation Details

Common serverl

Virtual Machine Name kvm

UuID

Library Path Jusr/lib64/libvirt.50.0.6.3 |~
Tuning

oK Cancel Apply

Virtual Machine Type
Specify the type of the virtual platform.

Virtual Machine Name (within 255 bytes)

Enter the name of the virtual machine. This is omissible when the UUID is set.

uulID

Specify the UUID (Universally Unique Identifier) to identify the virtual machine.

Library Path (within 1,023 bytes)
Specify the library path to be used for control of KVM.

Tuning

This displays the VM Resource Tuning Properties dialog box. Specify detailed settings for the

VM resource.
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VM resource tuning properties

Virtual Machine Resource Tuning Properties

Parameter

Request Timeout” 30 sec

Virtual Machine Start 0 sec
Waiting Time™
Virtual Machine Stop 240 sec
Waiting Time™

Initialize

0K Cancel Apply

Request Timeout

Specify how long the system waits for completion of a request such as to start or stop a virtual
machine.

If the request is not completed within this time, a timeout occurs and resource activation or
deactivation fails.

Virtual Machine Start Waiting Time
The system definitely waits this time after requesting the virtual machine to startup.

Virtual Machine Stop Waiting Time

The maximum time to wait for the stop of the virtual machine. Deactivation completes at the timing
the stop of the virtual machine.
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This chapter provides details about monitor resources. A monitor resource is the unit used when
EXPRESSCLUSTER X SingleServerSafe performs monitoring.

EXPRESSCLUSTER X SingleServerSafe uses windows common to those of the clustering software
EXPRESSCLUSTER X to ensure high compatibility with EXPRESSCLUSTER X in terms of operation and
other aspects.

This chapter covers:

IMIONIEOr RESOUICES # v v v v e rnsesrasnsessssesssssssnsnsssssnasssssnasssseessssnesssnenasnsneessssneessenassresnsnsnns 58
Monitor resource properties ............................................................................................... 64
Setting up AiSK INIONTTOT FESOUICES ++ -« « v v e v e s e eastaatae e e ettt st s e e et e st s s e e st a st s s e s tasnasesenaanannnes 73
Setting up 1P INIONTTOT FESOUICES «++« v v ennreennseaunsetusetasetsseas et seasseassetassetsseanessasseanreannens 80
Setting up NIC Link Up/Down INONTTOT FESOUICES « v+« v v e nnreennseannseannseansetsseaasseaasseansseasseanannnns 82
Setting up PID MONITOT TESOUICES =+ =+« v v vnrrrrasnsssusnsnaensssnasnsneeasnsnesssnsnasnsnemassnesassessrieassrnnenns 86
Setting up USEr-MOdE MONILOT TESOUICES =« r v e rrrrasnrrnsnsnsnasnsnenasnsneeasnsnesssnsnassneeassseesrtstessriennensns 87
Setting up CUSEOM MONTLOT FESOUFICES =+« + v v rrrrasnssnrasnsneesnsneesssnasnsneeasnsnesssnsnaessenaesreeastresnrnenns 96
Setting up volume manager IMNONITOT TESOUICES ++ =+ v v v rersrrasnsssnasnsnesasnsnesssssnassnerassnesassnaessennennns 100
Setting up multi target INYONITOT FESOUICES *+ v v+ v e e rennreennsennseauaseaasetasetasesassaaesaiaseiaseiarenneens 101
Setting up SOftware RAID MONITOr TESOUICES « « «++ =+ r e rrnsensensensennsnasnnsesensssasnarenssesararimsiesiarnnmes 105
Setting up VM NIONTTOT TESOUICES ++«+ v v v v e essenssnsensensssnsessenssnasssesssnessssnssenssnesnesnareassiesnnrnnses 106
Setting up message FECEIVE MONITOT TESOUICES -+« v+ v e v rsnreeansaeasaeuassaasetaseaassaaseaiasetiareiarennnees 108
Setting up Process Name MONITOr FESOUICES =+ =+« x s rerrrrnrasnsraensneeasnsseeasnsneeassnasasnerasnseeartriasarnnnns 111
Setting up DB 2 MONITOT TESOUICES =+ =+ v v v rererrasnssaeasnsnaesnsnaesnsnaensneeasnsneeasnmasnseasssieastrtearnnnns 113
Setting up FTP MONITOT FESOUICES =+ =+ v v v srsrasnsseasnsnessnsnessnseasnsneeasnsnesssssmasssnenasnserasnrieenrnnnns 117
Setting up HT TP MONITOr TRSOUICES: +#+r v v erasnsssasnsneensnsnaesnesaensneeasssnesasssnasnserasnstesassrtesarsnnns 119
Setting up IIMAPZ MONTTOT TESOUICES #++#+ v v v s rnsssnssnsensenssnsssasnsesensenasnasenmeneeamamemameieeiarnmens 121
Setting up MySQL INONTEOT FESOUICES +++ =+ v v e s rnrsnnennssnsensenssnsssesenssnasnasnssenesnasnarnarearenssarnnsnns 124
Setting up NS ION It Or FOSOUICES  + + ++ v v s v e s e s e s tasastseta s s s s s taseasssasaasessenssssssasnnsensessnnsnnsnnns 128
Setting up ODBC MONItOT FESOUICES #+ # =+ r v e s s smssnsensensnsesensenssnasnsessnesnamnemeiesamemtarieeiertamnnns 130
Setting up OracCle MONITOE FESOUICES « =+« +rrerrrenensnmeasnsaeesnenessaeeasnsneessnetasseeammnaearteararteearnenns 134
Setting up POP3 MONITOT ITESOUICES =+ # v r v e vsrrasnssneusnsaeesnstaessseasnsneeasnmmesasnemesisemasnriearirteearnmnns 141
Setting up PostgreSQL IMONIEOT TESOUICES =+« r v v v rernresensnsnseasnsseesssenessssseasnsneeasnsneessenasssenasnrnnenns 144
Setting up SaAMDA MONITOT TESOUICES « =+ =+ # = v v s rrnsnsssensnsaeesnenesnsneensnsnessnetasseessnmnaeasienaenrieearenns 148
Setting up SIMTP MONITOT FESOUICES =+ r v rerreresnsensensenssnasesenssnssnasnsessnasnasareiesemararieetertarnnns 150
Setting up SQL SeIVEI IMONITOL FESOUICES «#++ v e v rnrennssnsnsensensstasnasesenssnasaaseaseasasnarareisearnnnens 152
Setting up Sybase IO L O  FESOUICES -+ + v v v v v e s sseasenaatas st tas e ssasasessssassasnasessssassasnnsenssnssnnsnnses 156
Setting up TUXEOO MONITOT FESOUICES « =+ v v v e v emrrnsensensnsnsesenssnasnasessnassasnaseissnesnamnaraseieenrnnnes 160
Setting up Webiogic INONTTOT FESOUICES +# v v v e vrrrnsnsnensnsneesnsseesnsnessneeasnsneeassenessssenasasenasnrnenns 161
Setting up Websphere IO TTOT FESOUICES -+ ++ =+ v s s e snseasasnsesnsseeasnsnesssssnesnssseasnsnesssnsnasnssnasnsnnenns 164
Setting up WEDOT X MONITOT FESOUICES # =+ v v s rerrrrnsnsseeasnsneesnstessseeasnsnesassemasiseearireearteaearieenns 166
Setting up JVIM MNONITOT TESOUICES =+« v+ v v e v enensnsaneusasesnsteesssstesssetasssteesssstasssaeeasssneeasenasnrnenns 168
Setting up System INONTTOT FTESOUICES ++ v+ v v e rrnrennsnnsnsensessssastasestnsssastasasesenassasnasnnseiesnasnnrnnns 222
Setting up Process reSOUIrCE MONITOL FESOUICES ««+«xxrxrrurrnrensnsesensenesnesnarenseesessarnarieeiaearnrnnns 231
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Monitor Resources

The following resources can be defined as monitor resources:

58

Monitor resource name

Function

Monitor Timing:

(Default values are
shown in bold.)

Target
Resource

Disk monitor resource Monitors disk devices. AIV\_/ays/\Nhen All resources
activated
Monitors IP addresses and
communication paths by using
IP monitor resource the ping command and Q(I:\t/\i/\gnghen All resources
checking whether there is a
response.
NI Link - UpiDown | e e ks up | AWAYSMRen | e
monitor resource P activated
or down.
PID monitor resource monitors . exec
PID monitor resource a successfully activated EXEC Vl\:/_heré activated
(Fixed) resource

resource.

User mode  monitor | Determines a user space stall .
Always (Fixed) -
resource to be an error.
Multi  target  monitor Perf_orms monitoring by using When activated
multiple monitor resources in . All resources
resource (Fixed)

combination.

Software RAID monitor
resource

Monitors software RAID
devices.

Always (Fixed)

None

. Performs monitoring by Always/When
Custom monitor resource . . . All resources
executing any script. activated
Volume manager monitor Prowdes_ a monltorlng Always/When
mechanism for multiple storage : All
resource X . activated
devices and disks.
Provides a mechanism for
VM monitor resource monitoring a virtual machine Always (Fixed) vm
started by a VM resource.
Sets up error-handling actions
. . executed on reception of an
Message receive monitor . .
error message and displays Always (Fixed) None
resource ;
error message in the Cluster
WebUI.
Process Name monitor Monitors monitor the process Always/When All
resource of specified processes. activated resources
Provides a mechanism for When activated
DB2 monitor resource monitoring an IBM DB2 . All resources
(Fixed)
database.
FTP monitor resource Provides a mechanism for Always/When All resources
monitoring an FTP server. activated
HTTP monitor resource Proylde§ a mechanism for Always/When All resources
monitoring an HTTP server. activated
. Provides a mechanism for Always/When
IMAP4 monitor resource monitoring an IMAP server. activated All resources
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MySQL monitor resource Provides a mechanism for When activated All resources
y monitoring a MySQL database. | (Fixed)
NFS monitor resource Prov_lde_s a mechamgm for AIvyays/\Nhen All resources
monitoring an NFS file server. activated
. Provides a mechanism for When activated
ODBC monitor resources monitoring a ODBC database. | (Fixed) All resources
Provides a mechanism for .
. o When activated
Oracle monitor resource monitoring an Oracle : All resources
(Fixed)
database.
. Provides a mechanism for Always/When
POP3 monitor resource monitoring a POP server, activated All resources
PostgreSQL monitor Provides a mechanism for When activated
9 monitoring a PostgreSQL : All resources
resource (Fixed)
database.
Samba monitor resource Prov_lde_s a mechanls_m for AIvyays/\Nhen All resources
monitoring a samba file server. | activated
. Provides a mechanism for Always/When
SMTP monitor resource monitoring an SMTP server. activated All resources
SQL  Server  monitor Prov_lde_s a mechanism for When activated
monitoring a SQL Server . All resources
resources (Fixed)
database.
. Provides a mechanism for When activated
Sybase monitor resource L . All resources
monitoring a Sybase database. | (Fixed)
Tuxedo monitor Prov_lde_s a mechanism for Always/When
monitoring a Tuxedo : All resources
resources I activated
application server.
Weblogic monitor Zrc?r\w/iltocl)?;a {T \t/e\;::t?&l)srirzjfor Always/When All resources
resources itoring 9 activated
application server.
. Provides a mechanism for
Websphere monitor - Always/When
monitoring a WebSphere : All resources
resources I activated
application server.
. Provides a mechanism for
WebOTX monitor e Always/When
monitoring a WebOTX : All resources
resources o activated
application server.
Provides a mechanism for Always/When exec
JVM monitor resources monitoring a Java VM. .
g activated resource
. Provides a mechanism for
System monitor o .
monitoring a System Always (Fixed) All resources
resources
Resource.
. Provides a mechanism for
Process resource monitor . .
monitoring a Process Always (Fixed) All resources
resources
Resource.
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Status of monitor resources after monitoring starts

The status of some monitor resources might be "Caution" if there is a period of time following the
start of monitoring in which monitoring of that resource is not yet ready.

Caution status is possible for the following monitor resources.

. Message Receive Monitor Resource
. Custom Monitor Resource (whose monitor type is Asynchronous)
. DB2 Monitor Resource

. System Monitor Resource

. Process Resource Monitor Resource
. JVM Monitor Resource

. MySQL Monitor Resource

. ODBC monitor resources

. Oracle Monitor Resource

. PostgresSQL Monitor Resource

. Process Name Monitor Resource

. SQL Server monitor resource

. Sybase Monitor Resource
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Monitor timing of monitor resource

There are two types of monitoring by monitor resources; Always and Active.
The monitoring timing differs depending on monitor resources:

& Always:
Monitoring is performed by monitor resource all the time.

& Active:
Monitoring is performed by monitor recourse while specified group resource is active.
Monitor resource does not monitor while group resource is not activated.

4 N

Abvays Monitoring >
monitoring
Monitoring
Monitoring o
when activated

K Cluster startup Group activation Group deactivation Stop dusmj

Suspending and resuming monitoring on monitor resources

Monitor resource can temporarily suspend monitoring and resume it.
Monitoring can be suspended and resumed by the following two methods:
& Operation on the Cluster WebUI

& Operation by the clpmonctrl command
The clpmonctrl command can control only monitor resources on the server where this
command is run.

Some monitor resources can suspend and resume monitoring and others cannot. For details, see the

list below.
Monitor Resource Control
Disk Monitor Resource Possible
IP Monitor Resource Possible
User-mode Monitor Resource Possible

NIC Link Up/Down Monitor Resource Possible

PID Monitor Resource Possible
Multi Target Monitor Resource Possible
Custom Monitor Resource Possible
DB2 Monitor Resource Possible
Software RAID Monitor Resource Possible
Process Name Monitor Resource Possible
DB2 Monitor resource Possible
FTP Monitor Resource Possible
HTTP Monitor Resource Possible
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IMAP4 Monitor Resource Possible
MySQL Monitor Resource Possible
NFS Monitor Resource Possible
ODBC Monitor Resource Possible
Oracle Monitor Resource Possible
POP3 Monitor Resource Possible
PostgreSQL Monitor Resource Possible
Samba Monitor Resource Possible
SMTP Monitor Resource Possible
SQL Server Monitor Resource Possible
Sybase Monitor Resource Possible
Tuxedo Monitor Resource Possible
Weblogic Monitor Resource Possible
Websphere Monitor Resource Possible
WebOTX Monitor Resource Possible
VM Monitor Resource Possible
Message Receive Monitor Resource Possible
JVM Monitor Resource Possible
System Monitor Resource Possible
Process Resource Monitor Resource Possible

On the Cluster WebUI, right-click menus of the monitor resources which cannot control monitoring
are disabled. The clpmonctrl command only controls the resources which can control monitoring.
For monitor resources which cannot control monitoring, a warning message is displayed and
controls are not performed.

Suspending monitoring on a monitor resource is disabled if one of the following operations is
performed.

*

4
4
*

Resume operation on Cluster WebUI
Resume operation by using the clpmonctrl command
Stop the cluster

Suspend the cluster
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Enabling and disabling dummy failure of monitor resources

You can enable and disable dummy failure of monitor resources.
Use one of the following methods to enable or disable dummy failure.

*

Operation on Cluster WebUI (verification mode)
On the Cluster WebUI(verification mode), shortcut menus of the monitor resources which
cannot control monitoring are disabled.

Operation by using the clpmonctrl command

The clpmonctrl command can control only monitor resources on the server where this
command is run. When the clpmonctrl command is executed on monitor resource which
cannot be controlled, dummy failure is not enabled even though the command succeeds.

Some monitor resources can enable and disable dummy failure and others cannot.
For details, see Chapter 1, "EXPRESSCLUSTER X SingleServerSafe command reference,
Controlling monitor resources (clpmonctrl command) " in the Operation Guide.

Dummy failure of a monitor resource is disabled if the following operations are performed.

4
4

*
*
*

Dummy failure was disabled on Cluster WebUI (verification mode)

"Yes" was selected from the dialog box displayed when the Cluster WebUI mode changes
from verification mode to a different mode.

-n was specified to enable dummy failure by using the clpmonctrl command
Stop the cluster

Suspend the cluster

Monitor priority of the monitor resources

To assign a higher priority for monitor resources to monitor when the operating system is heavily
loaded, the nice value can be set to all monitor resources except the user space monitor resource.

*

The nice value can be specified through minus 19 (low priority) to plus 20 (high priority).
Detection of the monitor timeout can be controlled by setting a higher priority to the nice

value.
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Monitor resource properties
Info tab

Monitor Resource Properties | ipwil

Info  Monitor(common)  Monitor(special)  Recovery Action

Name ipwl

Comment

OK Cancel Apply

Name

The monitor resource name is displayed.

Comment (Within 127 bytes)

Enter a comment for the monitor resource. Use only one-byte alphabets and numbers.
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Monitor(common) tab

Monitor Resource Properties | ipwl

Info Monitor(common) Monitor(spec Recovery Action
Interval™ 30
Timeout”™ 30

Collect the dump file of the monitor process at timeout O
occurrence

Do Mot Retry at Timeout Occurrence O
Retry Count” o
Wait Time to Start Monitoring” 0

Monitor Timing

@® Always

O Active

Nice Value '
Choose servers that execute monitoring Server

time

OK

Cancel Apply

Interval (1 to 999)

Specify the interval to check the status of monitor target.

Timeout (5 to 999%)

When the normal status cannot be detected within the time specified here, the status is determined

to be error.

Collect the dump file of the monitor process at timeout occurrence

In case that this function is enabled, the dump information of the timed out monitor resource is
collected when the monitor resource times out. Dump information is collected up to 5 times.

Do Not Retry at Timeout Occurrence

When this function is enabled, recovery action is executed immediately if a monitor resource

timeout occurs.

L When ipmi is set as a monitoring method for the user-mode monitor resource, 255 or less should be specified.

65



Chapter 5 Monitor resource details

Do not Execute Recovery Action at Timeout Occurrence

When this function is enabled, recovery action is not executed if a monitor resource timeout occurs.

This can be set only when the Do Not Retry at Timeout Occurrence function is enabled.

Note:

For the following monitor resources, the Do Not Retry at Timeout Occurrence and Do
Not Execute Recovery Action at Timeout Occurrence functions cannot be set.

user-mode monitor resources

custom monitor resources (whose monitor type is Asynchronous)
multi target monitor resources

VM monitor resources

message receive monitor resources

JVM monitor resources

system monitor resources

process resource monitor resources

Retry Count (0 to 999)

Specify how many times an error should be detected in a row after the first one is detected before
the status is determined as error. If this is set to zero (0), the status is determined as error at the first
detection of an error.

Wait Time to Start Monitoring (0 to 9999)
Set the wait time to start monitoring.

Monitor Timing
Set the monitoring timing. Select the timing from:

*

*

Always:
Monitoring is performed all the time.

Active:
Monitoring is not started until the specified resource is activated.

Target Resource
The resource which will be monitored when activated is shown.
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Browse

Click this button to open the dialog box to select the target resource. The group names and resource
names that are registered in the LocalServer and cluster are shown in a tree view. Select the target
resource and click OK.

Selection of Target Resource

& LocalServer
~ 5& failoverl
= execl

OK Cancel

Nice Value
Set the nice value of a process.

Monitor (special) tab

Some monitor resources require the parameters at the monitoring operaion to be configured. The
parameters are described in the explanation part about each resource.
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Recovery Action tab

In this dialog box, you can configure the recovery target and an action to be taken at the time when
an error is detected. By setting this, it allows restart of the group, restart of the resource, and restart
of the server when an error is detected. However, recovery will not occur if the recovery target is
not activated.

Monitor Resource Properties | ipwl

Info  Monitor(common)  Monitor(special)  Recovery Action
Recovery Action Execute only the final action |+~
*
Recovery Target LocalServer Browse
Execute Script before Final Action O
Final Action No operation e
Script Settings
0K Cancel Apply

Recovery Action
Specify the operation to perform when an error is detected.

@ Restart the recovery target
Reactivate the selected group or group resource as the recovery target. When reactivation
fails or the same error is detected after reactivation, execute the selected action as the final
action.

@ Execute only the final action
Execute the selected action as the final action.

€ Custom setting
Execute the recovery script up until the maximum script execution count. If an error is
continuously detected after script execution, reactivate the selected group or group resource
as the recovery target up until the maximum reactivation count. If reactivation fails or the
same error is continuously detected after reactivation, and the count reaches the maximum
reactivation count, execute the selected action as the final action.

Recovery Target:
A target is shown, which is to be recovered when it is determined as a resource error.
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Browse

Click this button to open the dialog box in which the target resource can be selected. The
LocalServer, All Groups and group names and resource names that are registered in the cluster
are shown in a tree view. Select the target resource and click OK.

Selection of Recovery Target

= LocalServer
22 [All Groups]
~ Ba failoverl
= execl

OK Cancel

Recovery Script Execution Count (0 to 99)

Specify the number of times to allow execution of the script configured by Script Settings when an
error is detected. If this is set to zero (0), the script does not run.

Execute Script before Reactivation

@ When selected:
A script/command is executed before reactivation. To configure the script/command setting,
click Script Settings.

@ When cleared:
Any script/command is not executed.

Maximum Reactivation Count (0 to 99)

Specify how many times you allow reactivation when an error is detected. If this is set to zero (0),
no reactivation is executed. This is enabled when a group or group resource is selected as a
recovery target.

Execute Script before Failover

Not used.

Execute migration before failing over

Not used.

Execute migration before failing over
Not used.

Maximum Failover Count
Not used.
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Execute Script before Final Action
Select whether script is run or not before executing final action.

@ When selected:
A script/command is run before executing final action. To configure the script/command setting,
click Script Settings.

@ When cleared:
Any script/command is not run.

When clicking Script Settings of Execute Script before Final Action, Edit Script dialog box is
displayed. Set script or script file, and click OK.

Script Settings

Click here to display the Edit Script dialog box. Configure the recovery or pre-recovery action
script or commands.

Edit Script

QO User Application
@® script created with this product

Edit View Replace

Timeout™ 5 sec

oK Cancel Apply

User Application

Use an executable file (executable shell script file or execution file) on the server as a script. For the
file name, specify an absolute path or name of the executable file of the local disk on the server. If
there is any blank in the absolute path or the file name, put them in double quotation marks (") as
follows.

Example:
“/tmp/user application/script.sh”

These executable files are not included in the configuration data of the Cluster WebUI. As the files
cannot be edited or uploaded, they are necessary to be prepared on the server.

Script created with this product

Use a script file which is prepared by the Cluster WebUI as a script. You can edit the script file
with the Cluster WebUI if you need. The script file is included in the configuration data.

File (within 1,023 bytes)
Specify the script to be executed (executable shell script file or execution file) when selecting User

Application.

View

Click here to display the script file when you select Script created with this product.
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Edit

Click here to edit the script file when you select Script created with this product. Click Save to
apply the change. You cannot modify the name of the script file.

Replace

Click here to replace the content of the script file with that of the script file you selected in the file
selection dialog box, when Script created with this product is selected. You cannot replace the
script file if it is currently displayed or edited. Select a script file only. Do not select binary files
(applications), and so on.

Timeout (1 to 99)

Specify the maximum time to wait for completion of script to be executed. The default value is set
as 5.

Final Action:
Select the recovery action to perform after a recovery attempt through reactivation fails.
Select the final action from the following:

@ No Operation
No action is taken.

Note:
Select No Operation only when temporarily canceling the final action,displaying only an alert
when an error is detected, and executing the final action by multi target monitor resource.

@ Stop Resource
When a group resource is selected as a recovery target, the selected group resource and group
resources that depend on the selected group resource are stopped.
This option is disabled when "LocalServer", "All Groups", or a group is selected.

@ Stop Group
When a group is selected as a recovery target, that group is stopped. When a group resource is
selected as a recovery target, the group that the group resource belongs is stopped. When "All
Groups" is selected, stop all the groups running on the server of which the monitor resource has
detected errors. This option is disabled when a cluster is selected as a recovery target.

@ Stop cluster service
EXPRESSCLUSTER X SingleServerSafe is stopped.

@ Stop cluster service and shut down OS
EXPRESSCLUSTER X SingleServerSafe is stopped, and the OS is shut down.

@ Stop cluster service and reboot OS
EXPRESSCLUSTER X SingleServerSafe is stopped, and the OS is rebooted.

@ sysrqg Panic

Performs the sysrq panic.

Note:

If performing the sysrq panic fails, the OS is shut down.

@ Keepalive Reset
Resets the OS using the clpkhb or clpka driver.

Note:

If resetting keepalive fails, the OS is shut down.
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Do not select this action on the OS and kernel where the clpkhb and clpka drivers are not
supported.

@ Keepalive Panic

Performs the OS panic using the clpkhb or clpka driver.

Note:
If performing the keepalive panic fails, the OS is shut down.

Do not select this action on the OS and kernel where the clpkhb and clpka drivers are not
supported.

@ BMC reset

Perform hardware reset on the server by using the ipmi command.

Note:
If resetting BMC fails, the OS is shut down.

Do not select this action on the server where the OpenlPMI is not installed, or the ipmitool
command does not run.

€ BMC power off

Powers off the OS by using the ipmi command. OS shutdown may be performed due to the ACPI
settings of the OS.

Note:
If powering off BMC fails, the OS is shut down.

Do not select this action on the server where the OpenlPMI is not installed, or the ipmitool
command does not run.

€ BMC power cycle

Performs the power cycle (powering on/off) of the server by using the ipmi command. OS
shutdown may be performed due to the ACPI settings of the OS.

Note:
If performing the power cycle of BMC fails, the OS is shut down.

Do not select this action on the server where the OpenlPMI is not installed, or the ipmitool
command does not run.

4BMC NMI

Uses the ipmi command to cause NMI occur on the server. The behavior after NMI is generated
depends on the OS settings.

Note:
If BMC NMI fails, the OS shutdown is shut down.

Do not select this action on the server where the OpenlPMI is not installed, or the ipmitool
command does not run.
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Setting up disk monitor resources

Disk monitor resources monitor disk devices.

It is recommended to READ (O_DIRECT) for monitoring the disk that the disk monitor resource
(TUR) cannot be used.

Monitor(special) tab

Monitor Resource Properties | diskwl

Info  Monitor(common)  Monitor(special) =~ Recovery Action
Common serverl
Method™ READ(O_DIRECT) v

Monitor Target” Jdev/sdb2 v

oK Cancel Apply

Method

Specify how you want to monitor a disk device from one of the following options.
TUR

TUR(generic)

TUR(legacy)

READ

READ (O_DIRECT)

WRITE (FILE)

READ (RAW)

READ (VXVM)

® 6 6 6 6 O 0 o
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Monitor Target (within 1,023 bytes)
* When the monitoring method is WRITE (FILE):
Specify the path name of the file to be monitored. This must start with "/."

Specify the file name with the absolute path. If you specify the file name of an existing file, it
is overwritten and the data in the file is lost.

* When the monitoring method is READ (O_DIRECT)
Specify the path name of the file to be monitored. This must start with "/."

Specify the file name with the absolute path. If you specify the file name of an existing file, it
is overwritten and the data in the file is lost.

* When the monitoring method is READ (RAW)
The monitor target may be omitted. However, the monitor target raw device name must be
specified. Specify this mode only when binding and monitoring the device. It is not possible to
specify the device name for a partition device that has been mounted or will possible be
mounted for monitoring.
In addition, a whole device (whole disk) of a partition device that has been mounted or will
possibly be mounted cannot be specified for monitoring. Allocate a partition dedicated to
monitoring. (Allocate 10 MB or more to the monitoring partition). The partition must start
with "/

* When the monitoring method is READ (VXVM)
The fields are dim and not selectable.

* When the monitoring method is other than the above

When the monitoring method is other than the above: This must start with "/."

Monitor Target RAW Device Name (within 1,023 bytes)
This is specifiable only when the monitoring method is READ (RAW) or READ (VXVM).
* When the monitoring method is READ (RAW)

Enter a device name for raw accessing. Any raw device already registered with the Disk I/F
List of the server properties is unregisterable. For a raw device of a VxXVM volume, select
READ (VXVM) for the monitoring method.

* When the monitoring method is READ (VXVM)

Set the VxXVM volume raw device name. If the volume raw device file system is not vxfs, it
cannot be monitored. This must start with "/."

1/0 size (1 to 99,999,999)

Specify the size of 1/O for reading or reading/writing when READ or WRITE (FILE) is selected as
a monitoring method.
* When READ (RAW) , READ(O_DIRECT) or READ (VXVM) is specified, the 1/O size text
box is dim. A single sector is read from the target device.
* If TUR, TUR (generic), or TUR (legacy) is specified, this setting is ignored.
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Action When Diskfull is Detected

Select the action when diskfull (state in which the disk being monitored has no free space) is
detected.

* Recover
The disk monitor resource recognizes an error upon the detection of disk full.
* Do not recover

The disk monitor resource recognizes a caution upon the detection of disk full.

* |f READ, READ (RAW), READ (VXVM), READ (O_DIRECT), TUR, TUR (generic), or
TUR (legacy) is specified, the Action when diskfull is detected option is grayed out.

When a local disk is specified in Target Device Name, a local disk on the server can be monitored.

. Example of settings to monitor the local disk /dev/sdb by using the READ method, and to
reboot the OS when an error is detected:

Setting item Value Remarks

Target Device /dev/sdb SCSI disk in the second
Name: machine.

Monitor Method: READ READ method.

Recovery Target: server -

Final Action: The service will be stopped and the OS Reboot the OS.
will be restarted

* Example of settings to monitor the local disk /dev/sdb by using the TUR(generic) method
and select No Operation (merely show an alert on the Cluster WebUI) when an error is

detected:
Setting item Value Remarks
Target Device /dev/sdb SCSiI disk in the second
Name: machine.
Monitor Method: TUR(generic) SG_10 method
Final Action: No Operation
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Monitoring by disk monitor resources

Two ways of monitoring are employed by the disk monitor resource: READ and TUR.
* Notes on TUR:

You cannot run the Test Unit Ready or SG_IO command of SCSI on a disk or disk
interface (HBA) that does not support it.

Even if your hardware supports this command, consult the driver specifications because
the driver may not support it.

ioctl may be incorrectly executed for an LVM logical volume (LV) device. Use READ
for LV monitoring.

A TUR method cannot be used for the IDE interface disk.

In the case of the disk of S-ATA interface, it may be recognized as the IDE interface disk
(hd) or as the SCSI interface disk (sd) depending on the type of a disk controller and the
distribution to be used. When the disk is recognized as the IDE interface, no TUR
methods can be used. If the disk is recognized as the SCSI interface, TUR (genetic)
cannot be used but TUR (legacy) can be used.

Test Unit Ready, compared to Read, burdens OS and disks less.
In some cases, Test Unit Ready may not be able to detect actual errors in 1/0 to media.

You cannot use a partition on the disk by setting it as the target to be monitored. A whole
device (whole disk) must be specified.

Some disk devices may temporarily return Unit Attention at TUR issue, depending on
the device status.

The temporary return of Unit Attention does not signify a problem. If the TUR retry
count is set to 0, however, the above return is determined to be an error and the disk
monitor resource becomes abnormal.

To avoid this meaningless error detection, set the retry count to one or more.

TUR monitoring provides the following three choices.

¢ TUR

ioctl is used by the following steps and the status of the device is determined by the
result of the command:

Run the ioctl (SG_GET_VERSION_NUM) command. The status is determined by the
return value of ioctl and the version of SG driver.

If the ioctl command runs successfully and the version of SG driver is 3.0 or later,
execute ioctl TUR (SG_IO) using the SG driver.

If the ioctl command fails or the version of SG driver is earlier than 3.0, execute ioctl
TUR which is defined as a SCSI command.

¢  TUR(legacy)

Monitoring is performed by using ioctrl (Test Unit Ready). Test Unit Ready (TUR)
which is defined as a SCSI command is used against the specified device, and the status
of the device is determined by the result of the command.

& TUR(generic)

Monitoring is executed by using ioctl TUR (SG_IO). ioctl TUR (SG_lIO) which is
defined as a SCSI command is used against the specified device, and the status of the
device is determined by the result of the command. Even with a SCSI disk, SG_IO may
not work successfully depending o the OS or distribution.
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READ monitoring is performed as described below.

The specified size of the specified device (disk device or partition device) or file is read.
Judgement is performed by the size that could be read.

Dummy Read reads the specified size data on the specified device (disk device or
partition device). Based on the result (the size of data actually read), the status is judged.

Dummy Read is for determining if the specified size of data can be read. Validity of the
data read is not judged.

Burden of the load experienced by the OS and disk is proportional to the size of the data
on the specified disk to be read.

See "1/0O size when READ is selected for disk monitor resources" to configure the read
size.

READ (O_DIRECT) monitoring is performed as described below.

A single sector on the specified device (disk device or partition device) or the file are
read without using the cache (O_DIRECT mode), and the result (the size of the data
successfully read) is used to make a judgment.

Judgment is based on whether or not reading has been performed successfully. Validity
of the read data is not judged.

READ (RAW) monitoring is performed as described below.

Reading is monitored for the specified device without using the OS cache, in the same
way as READ (O_DIRECT).

Judgment is based on whether or not reading has been performed successfully. Validity
of the read data is not judged.

When the READ (raw) monitoring method is specified, partitions that have been or will
possibly be mounted cannot be monitored. In addition, a whole device (whole disk) that
includes partitions that have been or will possibly be mounted cannot be monitored.
Allocate a partition dedicated to monitoring and specify it as the disk monitor resource.
(Allocate 10 MB or more to the monitoring partition).

READ (VXVM) monitoring is performed as described below.

Like the READ (O_DIRECT) monitoring method, the process to read the specified
device is monitored without using the OS cache.

Judgment is based on whether or not reading has been performed successfully. Validity
of the read data is not judged.

The READ (VXVM) monitoring method can be used only when the file system of the
volume raw device is vxfs.

WRITE (FILE) monitoring is performed as described below.

The file of the specified path is created, written, and deleted to be judged.
Validity of the written data is not judged.
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I/0 size when READ is selected for disk monitor resources

Enter the size of data when READ is selected as a method of monitoring.

Depending on the shared disk and interfaces in your environment, various caches for reading may
be implemented. Because of this, when the specified read size is too small, READ may hit in cache,
and may not be able to detect read errors.

When you specify a READ 1/O size, verify that READ can detect 1/O errors on the disk with that
size by intentionally creating 1/O errors.

Cache on each
disk drive

Server's interface adapter
such as SCSI and Fibre

Array disk
internal drive

Note:
This figure illustrates a typical example of shared disks. This is not applicable to all array units.
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Setup example when READ (raw) is selected for the disk
monitor resource

Example of disk monitor settings
* Disk monitor resource (internal HDD monitoring by READ (RAW))
. Disk monitor resource (shared disk monitoring by READ (RAW))

- R—

Specify /dev/sda3

for the disk monitor
/dev/sda3

Do not specify any partition

= | employed (or swapped) by the

# OS. Neither specify a partition

/dev/sdbl 7 ) that is already mounted or may
S Z ) possibly be mounted or whole

~
device. Secure a partition
/dev/sdb2 dedicated for the disk monitor

resource.

o . )
Specify /dev/sdb3

/dev/sdb3 to Disk monitor
v

Do not specify a partition that is
already mounted or may possibly
be mounted. Neither specify the
whole device of a partition that is
already mounted or may possibly
be mounted. Secure a partition
dedicated for the disk monitor
resource.
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Setting up IP monitor resources

80

IP monitor resource monitors IP addresses using the ping command.

Monitor(special) tab

IP addresses to be monitored are listed in IP Addresses.

Monitor Resource Properties | ipwl

Info  Monitor(common) = Monitor{special) = Recovery Action
Common serverl
Edit Add Remove

1P Address List
IP Address

192.168.0.1

oK Cancel Apply

Add

Click Add to add an IP address to be monitored. Click Edit to display the IP Address Settings
dialog box.

IP Address Settings

IP Address”

DK Cancel

IP Address (within 255 bytes )

Enter an IP address or a host name to be monitored in this field and click OK. The IP address or
host name you enter here should be the one that exists on the public LAN. If you set the host name,
set the name resolution to OS. (ex. By adding entry to /etc/hosts)

Remove

Click Remove to remove an IP address selected in IP Addresses from the list so that it will no
longer be monitored.

Edit

Click Edit to display the IP Address Settings dialog box. The dialog box shows the IP address
selected in IP Addresses on the Parameter tab. Edit the IP address and click OK.
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Monitoring by IP monitor resources

IP monitor resource monitors specified IP addresses by using the ping command. If all IP addresses
do not respond, the status is determined to be error.

* If you want to establish error when all of the multiple IP addresses have error, register all

those IP addresses with one IP monitor resource.

[ 10.0.0;1_][ 10.0.012_][ 10.0.013_] [ 10.0.0;1_][ 10.0.022_][ 10.0.0;3_]

® ® ® ®

Morltor resource

Morltor resource

IP monitor 1 TP monitor T
10.0.0.21  10.0.0.22  10.0.0.23 10.0.0.21  10.0.0.22  10.0.0.23
Normal Error

If any IP address has no error,
the IP monitor 1 determines the
status with no error.

If an error is detected on all IP
addresses, the [P monitor 1

determines the status as error.

* If you want to establish error when any one of IP addresses has an error, create one IP

monitor resource for each IP address.

[ 10.0.0.21 ][ 10.0.0.22 ][ 10.0.0.23 ]

A A A
®

Morl(or resource
IP monitor 1 | IP monitor 2 IP monitor 3
10.0.0.21 10.0.0.22 10.0.0.23

Error

If an error is detected on an IP
address, IP monitor 1

determines the status as error.
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Setting up NIC Link Up/Down monitor
resources

NIC Link Up/Down monitor resource obtains the information on how the specified NIC is linked
monitors the linkage is up or down.

Monitor(special) tab

Monitor Resource Properties | miiwl

Info  Monitor(common) = Monitor(special)  Recovery Action
Common serverl

Monitor Target” etho

OK Cancel Apply

Monitor Target (within 15 bytes)

Enter the name of the NIC interface you want to monitor. You can monitor Bond devices (e.g.
bond.600) and team devices (e.g. team0). You can also monitor VLAN and tagVLAN (setting
example: eth0.8).

System requirements for NIC Link Up/Down monitor resources

Network interfaces supporting NIC Link UP/Down monitor resource

NIC Link UP/Down monitor resource has been tested to work in the following network interfaces.

Ethernet Controller(Chip) Bus Driver version
Intel 82557/8/9 PCI 3.5.10-k2-NAPI
Intel 82546EB PCI 7.29
7.3.20-k2-NAPI
Intel 82546GB PCI
7.2.9
Intel 82573L PCI 7.3.20-k2-NAPI
Intel 80003ES2LAN PCI 7.3.20-k2-NAPI
Broadcom BCM5721 PCI 7.3.20-k2-NAPI
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Notes on NIC Link Up/Down monitor resources

Some NIC boards and drivers do not support required ioctl( ).
The propriety of a NIC Link Up/Down monitor resource of operation can be checked by the ethtool
command which each distributor offers.

ethtool ethO
Settings for ethO:

Supported ports: [ TP ]

Supported link modes: 10baseT/Half 10baseT/Full
100baseT/Half 100baseT/Full
1000baseT/Full

Supports auto-negotiation: Yes

Advertised link modes: 10baseT/Half 10baseT/Full
100baseT/Half 100baseT/Full
1000baseT/Full

Advertised auto-negotiation: Yes

Speed: 1000Mb/s

Duplex: Full

Port: Twisted Pair

PHYAD: O

Transceiver: internal

Auto-negotiation: on

Supports Wake-on: umbg

Wake-on: g

Current message level: 0x00000007 (7)

Link detected: yes

& When the LAN cable link status ("Link detected: yes") is not displayed as the result of the
ethtool command:

It is highly likely that NIC Link Up/Down monitor resource of EXPRESSCLUSTER is
not operable. Use IP monitor resource instead.

& When the LAN cable link status ("Link detected: yes") is displayed as the result of the
ethtool command:

In most cases NIC Link Up/Down monitor resource of EXPRESSCLUSTER can be
operated, but sometimes it cannot be operated.

Particularly in the following hardware, NIC Link Up/Down monitor resource of
EXPRESSCLUSTER may not be operated. Use IP monitor resource instead.

When hardware is installed between the actual LAN connector and NIC chip such as a
blade server
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When you check if NIC Link Up/Down monitor resource can be used with the use of
EXPRESSCLUSTER on a machine for production environment, follow the steps below.

1.

Register NIC Link Up/Down monitor resource with the configuration data.
Select No Operation for the configuration of recovery operation of NIC Link Up/Down
monitor resource upon error detection.

Start the server.

Check the status of NIC Link Up/Down monitor resource.
If the status of NIC Link Up/Down monitor resource is abnormal while LAN cable link status
is normal, NIC Link Up/Down monitor resource cannot be used.

If NIC Link Up/Down monitor resource status becomes abnormal when LAN cable link
status is made abnormal status (link down status), NIC Link Up/Down monitor resource can
be used.

If the status remains to be normal, NIC Link Up/Down monitor resource cannot be used.
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Configuration and range of NIC link up/down monitoring

Server

Network board or
onboard network port

[LITTTTT]

LAN cable . X
Power interruption
Cable disconnection of network device
Cable on network device
disconnection on side

server side

& The ioctl() tothe NIC driver is used to find how the server is linked to the network.
(For the IP monitoring, the status is judged by the ping response from the specified IP

address.)

& When you are monitoring any NIC directly connected to another server by using a LAN cable,
an error is detected if the other server goes down (because a link cannot be established).
The recovery action to be taken at detection of error should be configured with the

appropriate value.

For example, if you select Stop cluster service and reboot OS, the OS will be restarted an

endless number of times.

When the network is employing bonding, both the slave interface (ethO, ethl..) and master
interface (bond0...) may also be subject to monitoring, making the availability of bonding valid. In
that case, the following settings are recommended.

. Slave interface

e Recovery on error detection: Nothing
If only one cable (eth0) fails, EXPRESSCLUSTER does not perform a recovery action
and just outputs an alert.
Network recovery is handled by bonding.

* Master interface

e  Recovery on error detection: Shutdown or another setting
If all slave interfaces fail (the master interface goes down), EXPRESSCLUSTER
performs a recovery action.

Server

When error occurs for either
NIC, bonding driver carries
out degradation or

bond0

eth0

switching. o

=Network duplicated (redundant)

ethl

:by bonding

/

Master interface recovery action

is to be specified.

Slave interface recovery action is not
specified (only alert is output on error).
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Setting up PID monitor resources

PID monitor resource monitors a successfully activated EXEC resource. By monitoring the
presence of process ID, an error is established when the process ID disappears.

The EXEC resource to be monitored is set according to the steps described in "Target Resource™ of
"Monitor(common) tab". The EXEC resource can be monitored if its settings for activation are
configured to Asynchronous. You cannot detect stalled status of the process.

Note:
To monitor for the stalling of components such as databases, samba, apache, sendmail, purchase

EXPRESSCLUSTER monitoring options.

Notes on PID monitor resources

PID monitor resource monitors a successfully activated EXEC resource. The EXEC resource can be
monitored if its settings for activation are configured to Asynchronous.
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Setting up user-mode monitor resources

User-mode monitor resource considers stalling in user space as an error.

The resource is automatically registered. For the monitoring method, the user-mode monitor
resource for softdog is automatically registered.

Monitor(special) tab

Monitor Resource Properties | userwl

Info  Monitor(common)  Monitor(special) =~ Recovery Action

Use heartbeat interval and timeout m|

Method™ keepalive |~
Operation at Timeout Detection® RESET |~
Extended Monitor Settings

Open/Close Temporary File O

Create Temporary Thread O

OK Cancel Apply

Use heartbeat interval and timeout
Select this check box if you use heartbeat’s interval and timeout for monitor’s interval and timeout.
& When selected:
Heartbeat interval and timeout are used.
& When cleared:

Interval and timeout specified on the Monitor tab are used. You need to set a larger value for
timeout than interval. When ipmi is specified as the monitoring method, the timeout time must
be 255 or less.

Method

Choose how you want to monitor the user-mode monitor resource from the following. You can not
select a method which has already been used for other user-mode monitor resource.

& softdog
The softdog driver is used.

& ipmi
The OpenlPMI is used.

& keepalive
The clpkhb and clpka drivers are used.

& none
Uses nothing.

Operation at Timeout Detection
Select the final action. This can be set only when the monitoring method is keepalive.

¢ RESET
Resets the server.
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¢ PANIC
Performs a panic of the server.

Open/Close Temporary File

Select this check box if you want to Open/Close Temporary File at every interval when you
execute monitoring.

& When selected:
A temporary file will be opened/closed.

& When cleared:
A temporary file will not be opened/closed.

Write:

Select this check box if you have chosen to Open/Close Temporary File and want to write in
temporary data.

& When selected:
Temporary data is written into a temporary file.

& When cleared:
Temporary data is not written into a temporary file.

Size (1 to 9,999,999)

If you have chosen to write temporary data into a temporary file, specify the size to write in.

Create Tempoary Thread
Select this check box if you want to create temporary thread when monitoring is performed.

& When selected:
Temporary thread will be created.

& When cleared:
Temporary thread will not be created.
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Drivers user-mode monitor resources depend on

Monitor by: softdog
softdog

& This driver is necessary when softdog is used for monitoring.
& Configure a loadable module. Static driver cannot be used.

& Monitoring can not be started if the softdog driver is unable to use.

Monitor by: keepalive
clpka
clpkhb

& When keepalive is the monitoring method, the clpkhb and clpka drivers of
EXPRESSCLUSTER are required.

& The clpka and clpkhb drivers are provided by EXPRESSCLUSTER. For the supported range,
refer to "Supported distributions and kernel versions™ in "Checking system requirements for
EXPRESSCLUSTER X SingleServerSafe™ in Chapter 1, "About EXPRESSCLUSTER X
SingleServerSafe™ in the Installation Guide.

& If the clpkhb and clpka drivers cannot be used, monitoring cannot be started.

rpm the user-mode monitor resources depend on

Monitor method ipmi
OpenlIPMI
& When the monitoring method is ipmi, the rpm must be installed.

& If the rpm is not installed, monitoring cannot be started.

89



Chapter 5 Monitor resource details

90

How user-mode monitor resources perform monitoring

You can select how a user-mode monitor resource monitors its target from the following:
Monitor by: softdog

When the monitoring method of the user-mode monitor resource is softdog, the OS softdog driver is
used.

Monitor by: ipmi
When the monitoring method is ipmi, OpenlPMI is used.
If OpenlPMI is not installed, OpenlPMI must be installed.

Monitor by: keepalive

When the monitoring method is keepalive, clpkhb and clpka drivers are used.

Note:

For the distributions and versions of the kernels valid for the clpkhb and clpka drivers, refer to
"Supported distributions and kernel versions™ in "Checking system requirements for
EXPRESSCLUSTER X SingleServerSafe™ in Chapter 1, "About EXPRESSCLUSTER X
SingleServerSafe" in the Installation Guide.

Also check this information before applying a security patch released by the distributor to a server
already in operation (kernel upgrade).

Monitor by: none

"none" is a monitoring method is used for evaluation. This only executes operations of the
advanced settings of the user-mode monitor resource. Do not use this in a production environment.

Advanced settings for user-mode monitor resources

Opening/closing of a temporary file, writing to a temporary file and creating a temporary thread are
the configurations that allow advance user-mode monitor resource. If any of these configurations
fail, the timer will not be updated. If a configuration continues to fail for the time period set for the
timeout or heartbeat timeout, the OS is reset.

Open/Close Temporary File
A temporary file is created, opened, closed and then deleted at every monitoring interval repeatedly.

& When this advanced function is set and there is no free disk space, opening the temporary file
fails and the OS is reset.

Write data into a dummy file

A specified size of data is written into a temporary file at every monitoring interval.

& This advanced function is not available unless opening/closing a temporary file is set.
Create dummy thread

A temporary thread is created at every monitoring interval.
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User-mode monitor resource logic

The following sections describe how processes and features differ by ways of monitoring. For the
shutdown monitoring, only Step 1 in each process overview is performed.

Monitor by: ipmi
€ Process overview

Following steps below from 2 to 7 are repeated.
Set the IPMI timer
Open () adummy file
Execute write () to the dummy file
Execute fdatasync () to the dummy file
Close () the dummy file
Create a dummy thread
Refresh the IPMI timer

N o g~ w NP

. Steps 2 to 6 of the process overview are for advanced settings. To execute these steps,
you need to configure each setting.

€ When a timeout does not occur (steps 2 to 7 above are performed without any problem):
No recovery action, including a reset, is performed.

4 When a timeout occurs (when any of steps 2 to 7 above is stopped or delayed):
A reset is performed by using BMC (the server’s internal management function).

€ Advantages

e BMC (the server’s internal management function) is used, so the kernel space is unlikely to
fail and the possibility of a successful reset is high.

& Disadvantages

e Due to the dependency on the hardware, this method is unusable on a server that does not
support IPMI or is unable to run OpenlPMI.

e This method cannot be used on a server on which ESMPRO/ServerAgent is used.

e It might not be possible to use this method together with server monitoring software
provided by another server vendor.
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Monitor by: softdog

& Process overview

Following steps below from 2 to 7 are repeated.
Set up softdog

Open () adummy file

Execute write () to the dummy file
Execute fdatasync () to the dummy file
Close () the dummy file

Create a dummy thread

N o g bk~ w dh PR

Refresh the softdog timer

Steps 2 to 6 of the process overview are for advanced settings. To execute these steps,
you need to configure each setting.

When a timeout does not occur (steps 2 to 7 above are performed without any problem):
No recovery action, including a reset, is performed.

When a timeout occurs (when any of steps 2 to 7 above is stopped or delayed):
A reset is performed by softdog.ko.
Advantages

e  Because it does not depend on the hardware, this method can be used if the softdog kernel
module is available.
(Some distributions do not include softdog by default, so check whether softdog exists
before setting it up.)

Disadvantages

e  Because softdog depends on the timer logic of the kernel space, a reset might not be
performed if an error occurs in the kernel space.

EXPRESSCLUSTER X SingleServerSafe 4.1 for Linux Configuration Guide



Setting up user-mode monitor resources

Monitoring by: keepalive
& Process overview
Following steps below from 2 to 7 are repeated.
Set the keepalive timer
Open () adummy file

Execute write () to the dummy file

Close () the dummy file

1
2
3
4, Execute fdatasync () to the dummy file
5
6 Create a dummy thread

7

Update the keepalive timer

. Steps 2 to 6 of the process overview are for advanced settings. To execute these steps,
you need to configure each setting.

& When a timeout does not occur (steps 2 to 7 above are performed without any problem):
No recovery action, including a reset, is performed.

& When a timeout occurs (i.e. any of Steps 2 to 7 is stopped or delayed):
e Arreset or panic is generated by clpka.ko according to the action setting.

& Advantages
e A panic can be specified as the action.

& Disadvantages

e The distributions, architectures, and kernel versions (provided drivers) for which
keepalive can operate are restricted.

e Because clpka is dependent on the timer logic of the kernel space, reset may not be
performed if an error occurs in the kernel space.
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Checking whether ipmi can operate

To simply check for whether the server supports OpenlPMI, perform the following procedure.

1. Install the OpenlPMI rpm package.
2. Run /usr/bin/ipmitool.
3. Check the execution result.

When the result is displayed as shown below (the result of running /usr/bin/ipmitool bmc
watchdog get)

(The following shows an example. The values may be different depending on the hardware.)

Watchdog Timer Use: SMS/0S (0x04)
Watchdog Timer Is: Stopped

Watchdog Timer Actions: No action (0x00)
Pre-timeout interval: 0 seconds

Timer Expiration Flags: 0x00

Initial Countdown: 300 sec

Present Countdown: 0 sec

OpenlPMI is usable. ipmi is selectable for the monitoring method.
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Notes on user-mode monitor resources

Common notes on all the monitoring methods:

& When configuration information is created using the Cluster WebUI, a user-mode monitor
resource is automatically created using the softdog monitoring method.

& User-mode monitor resources with different monitoring methods can be added. A user-mode
monitor resource that was automatically created using the softdog monitoring method can be
deleted.

& When a user-mode monitor resource fails to activate because, for example, the softdog driver
of the OS does not exist, the clpkhb or clpka driver of EXPRESSCLUSTER does not exist, or
the OpenIPMI rpm file has not been installed, the message "Monitor userw failed." is
displayed in the Alert logs of the Cluster WebUI. In Cluster WebUI or information displayed
by the clpstat command, Normal is displayed as the resource status and Offline is displayed as
the server status.

Notes on monitoring by ipmi

& For notes on ipmi, see "IPMI command” in "Monitor resource™ in Chapter 3, "Monitor
resource details™ in the Reference Guide of EXPRESSCLUSTER X.

When server monitoring software provided by another server vendor such as
ESMPRO/ServerAgent is used, do not select IPMI as the monitoring method.

Such server monitoring software and OpenlPMI both use BMC (Baseboard Management
Controller) on the server, which causes a conflict and makes monitoring impossible.
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Custom monitor resources monitor system by executing an arbitrary script.

Monitor(special) tab

Monitor Resource Properties | genw1

Info  Monitor(common) = Monitor(special) ~ Recovery Action

O user Application
@® Script created with this product

Edit View Replace

Monitor Type @® synchronous

O Asynchronous

Log Output Path

Rotate Log O
Normal Return Value™ ]
Wait for activation monitoring to stop before stopping ]

the cluster

oK Cancel Apply

User Application

Use an executable file (executable shell script file or execution file) on the server as a script. For the
file name, specify an absolute path or name of the executable file of the local disk on the server.

These executable files are not included in the configuration data of the Cluster WebUI. They must
be prepared on the server because they cannot be edited or uploaded by the Cluster WebUI.

Script created with this product

Use a script file which is prepared by the Cluster WebUI as a script. You can edit the script file
with the Cluster WebUI if you need. The script file is included in the configuration data.

File (within 1,023 bytes)

Specify the script to be executed (executable shell script file or execution file) when you select
User Application with its absolute path on the local disk of the server.

View

Click here to display the script file when you select Script created with this product.
Edit

Click here to edit the script file when you select Script created with this product. Click Save to
apply the change. You cannot modify the name of the script file.
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Replace

Click here to replace the content of the script file with that of the script file you selected in the file
selection dialog box, when Script created with this product is selected. You cannot replace the
script file if it is currently displayed or edited. Select a script file only. Do not select binary files
(applications), and so on.

Monitor Type

Select a monitor type.
* Synchronous (default)
Custom monitor resources regularly run a script and detect errors from its error code.
* Asynchronous

Custom monitor resources run a script upon start monitoring and detect errors if the script
process disappears.

Wait a period of time for Application/Script monitor to start (0 to 9999)

Specify the delay time from the start of the application/script and that of monitoring for the
Asynchronous monitor type. This delay value must be set smaller than the timeout value specified
under the Monitor (common) tab.

Note: The set value becomes valid next time you start the monitor.

Default value: 0

Log Output Path (within 1,023 bytes)
Specify log output path for the script of custom monitor resource.

Pay careful attention to the free space in the file system because the log is output without any
limitations when the file name is specified and the Rotate Log check box is unchecked.

When the Rotate Log check box is checked, output log files are rotated.

Rotate Log

Turn this off to output execution logs of scripts and executable files with no limit on the file size.
Turn it on to rotate and output the logs. In addition, note the following.

Enter the log path in 1009 bytes or less in Log Output Path. If the path exceeds 1009 bytes, the
logs are not output.

The log file name must be 31 bytes or less. If the name exceeded 32 bytes, the logs are not
output.

If some custom monitor resouces are configured to rotate logs, and the log file names are the
same but the log paths are different, the Log Rotate Size may be incorrect.
(ex. /home/foo01/log/genw.log, /home/foo02/log/genw.log)
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Rotation Size (1 to 9999999)
Specify a file size for rotating files when the Rotate Log check box is checked.

The log files that are rotated and output are configured as described below.

File name Description

Log Output Path specified_file_name | Latest log file.

Log Output Path Former log file that has been rotated.
specified_file_name.pre

Normal Return Value (within 1,023 bytes)

When Asynchronous is selected for Monitor Type, set the values of script error code to be
determined as normal. If you want to set two or more values here, separate them by commas like
0,2,3 or connect them with a hyphen to specify the range like 0-3.

Default value: 0

Wait for activation monitoring to stop before stopping the cluster

The cluster stop waits until the custom monitor resource is stopped. This is effective only when the
monitoring tyming is set to Active.

EXPRESSCLUSTER X SingleServerSafe 4.1 for Linux Configuration Guide
98



Setting up custom monitor resources

Notes on custom monitor resources

When the monitor type is Asynchronous, and the monitoring retry count is set to 1 or more,
monitoring cannot be performed correctly. When you set the monitor type to Asynchronous, also
specify 0 as the monitoring retry count.

When the Script Log Rotate function is enabled, a process is generated to mediate the log output.
This intermediate process continues to work until the file descriptor is closed (i.e. until all the logs
stop being output from the start and stop scripts and from a descendant process that takes over the
standard output and/or the standard error output from the start and stop scripts). To exclude output
from the descendant process from the log, redirect the standard output and/or the standard e