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CHAPTER
ONE

PREFACE

1.1 Who Should Use This Guide

The EXPRESSCLUSTER X Reference Guide is intended for system administrators. Detailed information for setting
up a cluster system, function of the product and how to troubleshoot the problems are covered in this guide. The guide
provides supplemental information to the Installation and Configuration Guide.
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1.2 How This Guide is Organized

* 2. Parameter details:Provides information on parameters configured in EXPRESSCLUSTER.
* 3. Group resource details:Provides information on group resource which configures a failover group.

* 4. Monitor resource details:Provides information on monitor resource which works as a monitoring unit in
EXPRESSCLUSTER.

e 5. Heartbeat resources:Provides information on heartbeat resource.

* 6. Details on network partition resolution resources:Provides information on the network partition resolution
resource.

* 7. Forced stop resource details:Provides information on forced stop resources.
* 8. Information on other settings:Provides information on other configurations.

* 9. EXPRESSCLUSTER command reference:Provides information on commands available to use in EXPRESS-
CLUSTER.

* 10. Troubleshooting:Provides instruction on how to troubleshoot the problem.
* 11. Error messages:Provides explanation on error messages displayed during EXPRESSCLUSTER operation.
* 12. Glossary

2 Chapter 1. Preface
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1.3 EXPRESSCLUSTER X Documentation Set

The EXPRESSCLUSTER X manuals consist of the following four guides. The title and purpose of each guide is
described below:

EXPRESSCLUSTER X Getting Started Guide

This guide is intended for all users. The guide covers topics such as product overview, system require-
ments, and known problems.

EXPRESSCLUSTER X Installation and Configuration Guide

This guide is intended for system engineers and administrators who want to build, operate, and maintain
a cluster system. Instructions for designing, installing, and configuring a cluster system with EXPRESS-
CLUSTER are covered in this guide.

Reference Guide

This guide is intended for system administrators. The guide covers topics such as how to operate EX-
PRESSCLUSTER, function of each module and troubleshooting. The guide is supplement to the Instal-
lation and Configuration Guide.

EXPRESSCLUSTER X Maintenance Guide

This guide is intended for administrators and for system administrators who want to build, operate, and
maintain EXPRESSCLUSTER-based cluster systems. The guide describes maintenance-related topics
for EXPRESSCLUSTER.

1.3. EXPRESSCLUSTER X Documentation Set 3
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1.4 Conventions

In this guide, Note, Important, Related Information are used as follows:

Note: Used when the information given is important, but not related to the data loss and damage to the system and

machine.

Important:
machine.

Used when the information given is necessary to avoid the data loss and damage to the system and

See also:

Used to describe the location of the information given at the reference destination.

The following conventions are used in this guide.

Convention

Usage

Example

Bold

Indicates graphical objects, such as
fields, list boxes, menu selections,
buttons, labels, icons, etc.

In User Name, type your name.

On the File menu, click Open
Database.

Angled bracket within the command
line

Indicates that the value specified in-
side of the angled bracket can be
omitted.

clpstat -s [-h host_name

]

Monospace Indicates path names, commands, | c:\Program files\
system output (message, prompt, | EXPRESSCLUSTER
etc.), directory, file names, functions
and parameters.

bold Indicates the value that a user actu-
ally enters from a command line. Enter the following:

clpcl -s -a
Indicates that users should replace | clpstat -s [-h
italic italicized part with values that they | host_name]

are actually working with.

In the figures of this guide, this icon represents EXPRESSCLUSTER.

Chapter 1. Preface
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1.5 Contacting NEC

For the latest product information, visit our website below:

https://www.nec.com/global/prod/expresscluster/

1.5. Contacting NEC 5
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CHAPTER
TWO

PARAMETER DETAILS

This chapter describes the details of the parameters configured in EXPRESSCLUSTER.

This chapter covers:

» 2.1. Parameter settings

2.2.
2.3.
24.
2.5.
2.6.
2.7.
2.8.
2.9.

Cluster properties

Servers Properties

Server Properties

Group Properties

Group Resource Properties
Monitor Resource Properties
Parameters list

Upper limits of registration
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2.1 Parameter settings

This section describes the details of the parameters configured in EXPRESSCLUSTER.
Use Cluster WebUI to configure the parameters.
For more information of Cluster WebUI, refer to the online manual of Cluster WebUI.

8 Chapter 2. Parameter details
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2.2 Cluster properties

In Cluster Properties, you can view and change the cluster's settings.

2.2.1 Info tab

You can view the cluster name, and enter or change a comment for this cluster.

Cluster Name cluster
Comment
Language Japanese |¥

OK Cancel Apply

Cluster Name
The cluster name is displayed. You cannot change the name here.
Changing the cluster name

1. click others, and then select Rename the cluster.

Cluster WebUT cluster

cluster o £]
B Servers 9 + Renarme the cluster
043048 q Remaore the e
2 Groups # +
= failover o+ =
0, Monitors ¢ +
e o =

2. A dialog box to rename cluster is displayed.

Rename duster | duster

Mew name”

Naming rules
¢ Only alphanumeric characters, hyphen (-), underscore (_) and space are allowed for names.

* Up to 31 characters (31 bytes)

2.2. Cluster properties 9
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* Names cannot start or end with a hyphen (-) or space.
Comment
You can enter a comment for the cluster. Only alphanumeric characters are allowed.
Language

Select a language for cluster from the following. Set the language (locale) of OS on which the Cluster
WebUI runs.

* English
* Japanese

¢ Chinese

2.2.2 Interconnect tab

This tab allows you to set up network communication paths between cluster servers.

Properties Add Remove
Heartbeat I/F Priority List
Priority Type MDC serverl server2
1 Kernel Mode w Do Not Use v 192.168.0.1 w 192.168.0.2 v
2 Kernel Mode b Do Not Use w 10.0.0.1 v 10.0.0.2 w
3 Witness v Do Not Use w Use v Use v
T 4
Server Down Notification Detailed Settings
OK Cance Apply

The Heartbeat I/F Priority List displays network communication paths between servers in the cluster.
Add

Adds a communication path. To specify the IP address of the communication path for each server, click
a cell in each server's column, and then select or enter the address. For a communication route to which
some servers are not connected, leave the cells for the unconnected servers blank.

Remove

Removes a communication path. Select the column of the communication path to remove, and then click
Remove to remove the selected path.

Properties
Displays heartbeat properties window. This is only available only when the type is Witness.

Witness HeartBeat Properties

10 Chapter 2. Parameter details
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Witness HeartBeat Properties

Target Host™

Service Port” 80
HTTP Timeout™ 10 sec
Use SSL ]

Initialize

oK Cancel

Target Host

Sets the host address of the Witness server to be connected.
Service Port

Sets the port number of the Witness server to be connected.
Use SSL

Configures whether or not to use SSL for communicating with the Witness server. When the checkbox is
selected, SSL is used, and when the checkbox is not selected, it is not used.

Use Proxy

Configures whether or not to use proxy for communicating with the Witness server. When the checkbox
is selected, the settings of the proxy tab in the server properties become effective. When the checkbox is
not selected, any proxy setting is not used even if the proxy is set in the server properties.

HTTP Timeout

Sets the timeout of receiving HTTP response.
Initialize

Resets the Witness heartbeat properties settings to default values.
Priority

When multiple interconnects are configured, the communication path with the smallest number in the
Priority column is used preferentially for the internal communication among cluster servers. To change
the priority, change the order of selected rows with the arrows.

It is recommended to specify a higher priority for the interconnect communication path than any other
paths.

Note: Priority is used to decide on the priority of communication routes used for internal communication
between the servers in the cluster. Heartbeat between the servers in the cluster is implemented on all
communication routes that are set up for heartbeat, regardless of Priority.

Type

2.2. Cluster properties 11
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For a communication route used for kernel mode LAN heartbeat transmission (interconnect), click a cell
in the Type column, and then select Kernel Mode.

Specify as many communication routes for the interconnect as possible.
To use Witness heartbeat, select Witness.

To prepare a dedicated data mirroring communication path (mirror disk connect), click the Type column
cell and then select Mirror Communication Only.

MDC column

To use a communication path as a mirror disk connect, click the MDC column cell and then select a
mirror disk connect.

The entry differs depending on the type.

» Kernel Mode or Mirror Communication Only
Select a mirror disk connect from the combo box.
‘When a mirror disk connect is not used, select Do Not Use.

* Witness
No mirror disk connect is available.
Do Not Use is automatically entered in the MDC column cell and the cell cannot be edited.

Server column
The entry differs depending on the type.

» Kernel Mode or Mirror Communication Only
Enter IP address. Leave the cells for any unused paths blank.

¢ Witness
Select either Use or Do Not Use.

Note:

* More than one IP addresses which belong to the same network address cannot exist in a single server.
And also, inclusive relation cannot exist like the following relation.

IP address:10.1.1.10, subnet mask:255.255.0.0
IP address:10.1.2.10, subnet mask:255.255.255.0

 To list the IP addresses to be set for the interconnect in the list box in the config mode of Cluster
WebUI, execute Update Server Info.

Server Down Notification

When a server stops successfully (including shutdown and reboot), it is notified to other servers in the
cluster. You can perform failover faster by notifying it in advance.

When failing to deactivate groups when a server stops (including shutdown and reboot), or when other
abnormalities occur, other servers are not notified of it regardless of the settings of failed server notifica-
tion.
* When the check box is selected:
Server down will be notified.
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¢ When the check box is not selected:
Server down will not be notified.

Click Detailed Settings to configure the details of server reset notification.

Note:

Making the settings effective requires the following:
The check box of server down notification is checked.

Detail Configuration of Server Down Notification

Server Reset Notification L]

Initialize

DK Cancel Apply

Server Reset Notification

This notification by the server means informing other servers of its stop due to Reset the hardware or
Generate an intentional stop error.

¢ If the check box is checked:
With the notification, its source server is regarded as down.

« If the check box is not checked:
No reaction happens even with the notification.

Execute Server Alive Check

e If the check box is checked:
Whether the server is alive is checked before the failover.

e If the check box is not checked:
Whether the server is alive is not checked before the failover.

Timeout

Specify a value for the timeout of checking whether the server is alive. If the value is larger than that for
the heartbeat timeout, the latter timeout value is applied.
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2.2.3 Fencing tab

Set up the network partition (NP) resolution method and the forced stop function.

Properties Add Remove

NP Resolution List

Type Target clg16n101038051 <¢lg16n101038052
Ping ~| | 192.168.0.254 Use b Use b
HTTP v | example.com Use A Use W

Tuning

Forced Stop

Tvpe“‘ Do Mot Use | Properties

OK Cancel Apply

NP Resolution

The network partition resolution interface used for EXPRESSCLUSTER is displayed on the NP Resolution List.
Add

Add network partition resolution (NP resolution) resource. Click the Type column cell and select the type
of NP resolution (DISK, Ping, HTTP, Majority). If the type is Ping, click the Ping target column cell
and set the IP address of the Ping destination device. Click the cell of each server and set Use or Do Not
Use.

Remove

Remove network partition resolution resource. Select the network partition resolution resource to be
removed and click Remove, then the selected network partition resolution resource is removed.

Properties

Only available when the selected resource type is DISK, Ping or HTTP. The DISK NP Properties, Ping
NP Properties or HTTP NP Properties window is displayed.

DISK NP Properties
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Disk NP Properties

10 Wait Time™ 80 sec
Monitor
Interval® 60 sec
Timeout™ 300 ser
Retry Count™ 0 time
Initialize
oK Cancel

¢ JO Wait Time

Set the disk I/O wait time. Set the value so that the value exceeds the maximum delay time of the disk I/O of
the shared disk device. When the disk path is duplicated, I/O delay caused by switching path needs to be
considered.

¢ Interval
Set the disk heartbeat interval.

¢ Timeout
Set the disk heartbeat timeout.

* Retry Count
Set the retry count.

e Initialize
Set the I/O wait time, interval, timeout and retry count to the default values.

Ping NP Properties
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Ping NP Properties

Add Remove Edit Add Remove
Group List IP Address List
=1 ! 234 10.0.0.254
Detailed Settings
Interval” 5 sec
Timeout” 3 sec

time

L

Retry Count”

Initialize

(0] 4 Cancel

* Add Group List

Add IP address group of Ping target.

The maximum number of registered group is 16.

If two or more IP addresses are registered in one group
* With a response from one of the IP addresses, no NP state is considered to have occurred.

+ With no response from any of the IP addresses, an NP state is considered to have occurred. Then the
action selected in Action at NP Occurrence is performed.

If two or more groups are registered
% With a response from one of the IP addresses in a group, the group is considered to be normal.
# With no response from any of the IP addresses in a group, the group is considered to be abnormal.

% With one of the groups abnormal, an NP state is considered to have occurred. Then the action selected
in Action at NP Occurrence is performed.

* Remove Group List
Remove the selected group.

e Add IP Address List
Add IP address to the selected group.
The maximum number of registered IP address is 16.

Maximum 256 IP addresses are able to be registered to a single Ping NP resource, and 16 kinds of IP addresses
can be registered. (The same IP addresses can be used.)

¢ Remove IP Address List
Remove the selected IP address from the list.
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« Edit
Edit the selected IP address.

¢ Interval
Set the Ping interval

* Timeout
Set the timeout of Ping response wait.

* Retry Count
Set the retry count.
* Initialize
Set the interval, timeout and retry count to the default values. Note that, when an interval and retry count are

specified, the following conditional expression must be satisfied. If not satisfied, NP resolution processing
cannot be performed normally.

Conditional expression) Heartbeat timeout > (interval *retry count)

HTTP NP Properties
HTTP NP Properties
Use Witness HB

Resource Settings

Interval” 5 ser
Timeout™ 20 Sec
HTTP Timeout” 10 ser
Initialize
oK Cancel

» Use Witness HB Resource Settings
Use the same target host and service port as those of Witness HB which has already been configured.
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 Target Host
Sets the host address of the Web server to be connected.

* Service Port
Sets the port number of the Web server to be connected.

e Use SSL

Configures whether or not to use SSL for communicating the Web server. When the checkbox is selected, SSL
is used, and when the checkbox is not selected, it is not used.

e Use Proxy

Configures whether or not to use proxy for communicating with the Web server. When the checkbox is
selected, the settings of the proxy tab in the server properties become effective. When the checkbox is not
selected, any proxy setting is not used even if the proxy is set in the server properties.

* Interval
Sets the interval for sending HTTP requests.

* Timeout
Sets the timeout time from receiving an HTTP response to receiving the subsequent HTTP response.

e HTTP Timeout
Sets the timeout time from sending an HTTP request to receiving an HTTP response.

* Initialize
Resets the settings of HTTP NP Properties to default values.
Type
Set the type of network partition resolution resource. DISK, Ping, HTTP, Majority is selectable.
Target
Enter the information depending on the type you chose.
¢ Ping
Enter the IP address of the device where you send a ping.
e HTTP
Enter the DNS name or IP address of the Web server where you send a HTTP request.
* DISK, Majority
N/A

Server
Entry differs depending on the type.

* DISK
Enter the drive letter for disk heartbeat partition.

Note: To list the drive letters to be set for the disk heartbeat partition in the list box in the config mode
of Cluster WebUI execute Update Server Info.

* Ping, HTTP, Majority
Select either Use or Do Not Use.

Tuning

Network Partition Resolution Tuning Properties window is displayed.
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Network Partition Resolution Tuning Properties

Network Partition Resolution Tuning Properties

Action at NP Emergency shutdown >
Occurrence
Initialize
OK Cancel Apply

e Action at NP Occurrence

Stop the cluster service
Stop the EXPRESSCLUSTER Server service of the server in network partition.

Stop the cluster service and shutdown OS

Stop the EXPRESSCLUSTER Server service of the server in network partition, and then shuts
down the OS.

Stop the cluster service and reboot OS

Stop the EXPRESSCLUSTER Server service of the server in network partition, and then
reboots the OS.

Emergency shutdown
Shutdown the server in network partition.

Generate an intentional stop error
Intentionally cause stop error for the server in network partition.

Reset the hardware !
Restart the server by HW reset in network partition.

Note:

When mirror disk resources or hybrid disk resources are used, it is not recommended that you set Stop
the cluster service for Action at NP Occurrence.

If Stop the cluster service is set, you might have to run the forcible mirror recovery at the time of
recovery from NP occurrence.

e Initialize

Set the actions at NP occurrence to the default settings.

! This function does not require ipmiutil, unlike the forced stop function.
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Forced Stop

Type
Specify a type of forced stop resource to be used. If no forced stop resources are to be used, select Do
Not Use.

Properties
Displays the properties window of a forced stop resource corresponding to the specified type.
BMC Forced Stop Properties

Configure the forced stop of a physical machine. The BMC Forced Stop Properties dialog box is dis-
played by selecting BMC as a type of forced stop resource and then clicking Properties.

Server List tab

BMC Forced-Stop Properties

Server List | Forced Stop

Edit
Servers in Use Available Servers

Name Name
&«

serverl
server2
S
Remove

OK Cancel

Add

Adds, from available servers, a server to be configured. Selecting a server and clicking Add
displays the Enter BMC dialog box.

Enter BMC | serverl

IP Address”
User Name™

Password” Change

]

Cancel

L

[P Address (Within 80 bytes)
Enter the IP address set for the LAN port for managing BMC.

¢ User Name (Within 255 bytes)
Enter the name of a user with administrator privilege from the user names configured in
BMC.
If you do not enter anything, do not configure the user name argument when executing
the ipmiutil command.
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The length of the actually valid user name depends on the ipmiutil command and the
BMC specifications of the server.

» Password (Within 255 bytes)
Enter the password of user configured above.

The length of the actually valid user name depends on the ipmiutil command and the
BMC specifications of the server.

For information on user name of IPMI and how to configure the password, refer to the
manual of the server.

Remove
Removes a server in use. Select an unnecessary server, then click Remove.
Edit

Use this for changing the settings of a server. Select a desired server, then click Edit. This
displays the Enter BMC dialog box.

When configuring a cluster with different server models, exclude a server having no BMC. If you added
such a server, the forced stop function would alert you to a failure in a periodical check on forcibly
stopping the BMC.

Forced stop tab

BMC Forced-Stop Properties

Server List =~ Forced Stop

Forced Stop Action BMC Power Off
Forced Stop Timeout™ 15 SEC
Time to Wait for Stop to Be 15 sec
Completed”

Disable Group Failover When O
Execution Fails

DK Cancel

Forced Stop Action
Specify an action of the forced stop.

* BMC Reset
Use this to perform a hardware reset of the server by using the ipmiutil command.

* BMC Power Off
Use this to power off the server by using the ipmiutil command.
OS may be shut down depending on how the Power Options of OS is configured. The OS
may be shut down depending on how the Power Options of OS is configured. For
details, see "Notes on BMC forced stop resource" in "Understanding forced stop on
physical environment" in "7. Forced stop resource details" in this guide.

* BMC Power Cycle
Use this to perform the Power Cycle (powering on/off) by using the ipmiutil command.
The OS may be shut down depending on how the ACPI of OS is configured. For details,
see "Notes on BMC forced stop resource" in "Understanding forced stop on physical
environment" in 7. Forced stop resource details" in this guide.
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* BMC NMI
Use this to generate NMI by using the ipmiutil command. The behavior after NMI is
generated depends on the OS settings.

Forced Stop Timeout (0 to 999)
Specify a value for the timeout of awaiting the completion of a forced stop in action.
Time to Wait for Stop to Be Completed (0 to 999)

Specify a value for awaiting the completion of a forced stop in action. During the specified
time period from the time of requesting a forced stop, whether the forced stop is completed is
checked.

Specify this value with BMC Power Off selected for Forced Stop Action.

Lead Time between a Stop Request and a Failover Start (0 to 999)

Specify a value for awaiting the start of a failover with a forced stop in action. The failover
occurs after a forced stop is requested and the specified time passes.

Specify this value with BMC Reset, BMC Power Cycle, or BMC NMI selected for Forced
Stop Action.

Disable Group Failover When Execution Fails

Suppresses group failover if a forced stop fails. Since the group is not started in the failover
destination in this case, check the state of the failover source, then manipulate the group as
needed.

vCenter Forced Stop Properties

Configure the forced stop of a virtual machine (guest OS). The vCenter Forced Stop Properties dialog
box is displayed by selecting vCenter as a type of forced stop resource and then clicking Properties.

Server List tab
vCenter Forced-Stop Properties
Server List =~ Forced Stop  vCenter
Edit
Servers in Use Available Servers
Name Name
serverl €
server2
Y
Remove
DK Cancel
Add

Adds, from available servers, a server to be configured. Selecting a server and clicking Add
displays the Input for Virtual Machine name dialog box.
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Input for Virtual Machine Name | serverl

Virtual Machine
Name”

Data Center”

oK Cancel

* Virtual Machine name (Within 80 bytes)
Set the virtual machine (guest OS) name.

Note: Do not use a double quotation mark (") or percent sign (%) in the virtual machine
name.

» Data Center (Within 80 bytes)
Set the name of the data center that manages the virtual machine (guest OS).

Note: Do not use a double quotation mark (") or percent sign (%) in the data center name.

Remove
Removes a server in use. Select an unnecessary server, then click Remove.
Edit

Use this for changing the settings of a server. Select a desired server, then click Edit. This
displays the Input for Virtual Machine name dialog box.

Forced stop tab

vCenter Forced-Stop Properties

Server List = Forced Stop = vCenter

Forced Stop Action Power Off v
Forced Stop Timeout™ 10 sec
Time to Wait for Stop to Be 10 sec
Completed”

Disable Group Failover When O
Execution Fails

DK Cancel

Forced Stop Action
Specify an action of the forced stop.

* Power Off
Use this to power off the server by using the vmcontrol command.

2.2. Cluster properties 23



EXPRESSCLUSTER X 5.1 for Windows
Reference Guide, Release 5

* Reset
Use this to perform a hardware reset of the server by using the vmcontrol command.

Forced Stop Timeout (0 to 999)
Specify a value for the timeout of awaiting the completion of a forced stop in action.
Time to Wait for Stop to Be Completed (0 to 999)

Specify a value for awaiting the completion of a forced stop in action. During the specified
time period from the time of requesting a forced stop, whether the forced stop is completed is
checked.

Specify this value with Power Off selected for Forced Stop Action.
Lead Time between a Stop Request and a Failover Start (0 to 999)

Specify a value for awaiting the start of a failover with a forced stop in action. The failover
occurs after a forced stop is requested and the specified time passes.

Specify this value with Reset selected for Forced Stop Action.
Disable Group Failover When Execution Fails

Suppresses group failover if a forced stop fails. Since the group is not started in the failover
destination in this case, check the state of the failover source, then manipulate the group as
needed.

vCenter tab

vCenter Forced-Stop Properties

Server List  Forced Stop =~ vCenter

Method of performing forced stop ® vSphere Automation APT

O vMware vSphere CLI

Host Name™
User Name”

Password™ sssssses Change

oK Cancel

Method of performing forced stop
Specify the Method of performing forced stop.

e vSphere Automation API
Perform a forced stop by using the REST API.

* VMware vSphere CLI
Perform a forced stop by using the VMware vSphere Command Line Interface.

VMware vSphere CLI Installation Path (Within 1023 bytes)

Specify the installation path of the VMware vSphere CLIL
This setting is required with VMware vSphere CLI specified as the method of performing a
forced stop.
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Specification example:C: \Program Files (x86)\VMware\VMware vSphere
CLI

Host name (Within 255 bytes)

Specify the IP address of the virtual machine management tool.
User Name (Within 255 bytes)

Specify the user name of the virtual machine management tool.
Password (Within 255 bytes)

Specify the password for the virtual machine management tool.

Note: Do not use a double quotation mark (") in the password.

Perl Path (Within 255 bytes)

Specify the Perl path to be used when executing the virtual machine forced stop. Specify an
absolute path using ASCII characters. Do not add "" to the end of the path.

This setting is required with VMware vSphere CLI specified as the method of performing a
forced stop.

Specification example:C: \Per164\bin\perl.exe

AWS Forced Stop Properties

Configure the forced stop of Amazon Web Services. The AWS Forced Stop Properties dialog box is
displayed by selecting AWS as a type of forced stop resource and then clicking Properties.

Server List tab

AWS Forced-Stop Properties

Server List |~ Forced Stop

Edit
Servers in Use Available Servers

Name Name
&

serverl
server2
_)
Remove

OK Cancel

Add

Adds, from available servers, a server to be configured. Selecting a server and clicking Add
displays the Input of Instance dialog box.
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Input of Instance | serverl

Instance ID”

oK Cancel

* Instance ID (Within 32 bytes)
Specify the instance ID of AWS.

Remove
Removes a server in use. Select an unnecessary server, then click Remove.
Edit

Use this for changing the settings of a server. Select a desired server, then click Edit. This
displays the Input of Instance dialog box.

Forced stop tab

AWS Forced-Stop Properties

Server List = Forced Stop

Forced Stop Action stop v

Forced Stop Timeout™ 10 sec
Time to Wait for Stop to Be 180 sec
Completed”

Disable Group Failover When O
Execution Fails

DK Cancel

Forced Stop Action
Specify an action of the forced stop.

¢ stop
Uses the AWS CLI to stop the instance.

¢ reboot
Uses the AWS CLI to reboot the instance.

Forced Stop Timeout (0 to 999)
Specify a value for the timeout of awaiting the completion of a forced stop in action.
Time to Wait for Stop to Be Completed (0 to 999)

Specify a value for awaiting the completion of a forced stop in action. During the specified
time period from the time of requesting a forced stop, whether the forced stop is completed is
checked.

Specify this value with stop selected for Forced Stop Action.

Lead Time between a Stop Request and a Failover Start (0 to 999)
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Specify a value for awaiting the start of a failover with a forced stop in action. The failover
occurs after a forced stop is requested and the specified time passes.

Specify this value with reboot selected for Forced Stop Action.
Disable Group Failover When Execution Fails

Suppresses group failover if a forced stop fails. Since the group is not started in the failover
destination in this case, check the state of the failover source, then manipulate the group as
needed.

Azure Forced Stop Properties

Configure the forced stop of Microsoft Azure. The Azure Forced Stop Properties dialog box is displayed
by selecting Azure as a type of forced stop resource and then clicking Properties.

Server List tab

Azure Forced-Stop Properties

Server List = Forced Stop  Azure

Edit
Servers in Use Available Servers

Name Name
<

serverl
server2
3
Remove

DK Cancel

Add

Adds, from available servers, a server to be configured. Selecting a server and clicking Add
displays the Input for Virtual Machine name dialog box.

Input for Virtual Machine Name | serverl

Virtual Machine
Name”

oK Cancel

¢ Virtual Machine name (Within 64 bytes)
Specify an Azure virtual-machine name.

Remove
Removes a server in use. Select an unnecessary server, then click Remove.
Edit

Use this for changing the settings of a server. Select a desired server, then click Edit. This
displays the Input for Virtual Machine name dialog box.

Forced stop tab

2.2. Cluster properties 27



EXPRESSCLUSTER X 5.1 for Windows
Reference Guide, Release 5

Azure Forced-Stop Properties

Server List  Forced Stop | Azure

Forced Stop Action stop v
Forced Stop Timeout™ 15 sec
Time to Wait for Stop to Be 180 sec
Completed”

Disable Group Failover When O
Execution Fails

DK Cancel

Forced Stop Action
Specify an action of the forced stop.

* stop
Uses the Azure CLI to stop the instance.

¢ reboot
Uses the Azure CLI to reboot the instance.

Forced Stop Timeout (0 to 999)
Specify a value for the timeout of awaiting the completion of a forced stop in action.
Time to Wait for Stop to Be Completed (0 to 999)

Specify a value for awaiting the completion of a forced stop in action. During the specified
time period from the time of requesting a forced stop, whether the forced stop is completed is
checked.

Specify this value with stop selected for Forced Stop Action.

Lead Time between a Stop Request and a Failover Start (0 to 999)

Specify a value for awaiting the start of a failover with a forced stop in action. The failover
occurs after a forced stop is requested and the specified time passes.

Specify this value with reboot selected for Forced Stop Action.
Disable Group Failover When Execution Fails

Suppresses group failover if a forced stop fails. Since the group is not started in the failover
destination in this case, check the state of the failover source, then manipulate the group as
needed.

Azure tab
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Azure Forced-Stop Properties

Server List  Forced Stop | Azure

User URI™
Tenant ID™
File Path of Service Principal”™

Resource Group Name™

DK Cancel

User URI (within 2048 bytes)

Specify the user URI to log on to Microsoft Azure.
Tenant ID (within 36 bytes)

Specify the tenant ID to log on to Microsoft Azure.
File Path of Service Principal (within 1024 bytes)

Specify the full path (including the drive letter) to the file of a service principal (certificate) to
log in to Microsoft Azure.

Resource Group Name (within 90 bytes)
Specify a Microsoft Azure resource group name.
OCI Forced Stop Properties

Configure the forced stop of Oracle Cloud Infrastructure. The OCI Forced Stop Properties dialog box
is displayed by selecting OCI as a type of forced stop resource and then clicking Properties.

Server List tab

OCI Forced-Stop Properties

Server List =~ Forced Stop
Edit
Servers in Use Available Servers

Name Name
serverl <_
server2

E

Remove
OK Cancel
Add

Adds, from available servers, a server to be configured. Selecting a server and clicking Add
displays the Input of Instance dialog box.

2.2. Cluster properties 29



EXPRESSCLUSTER X 5.1 for Windows
Reference Guide, Release 5

Input of Instance | serverl

Instance ID”

oK Cancel

* Instance ID (Within 255 bytes)
Specify the instance ID of OCI.

Remove
Removes a server in use. Select an unnecessary server, then click Remove.
Edit

Use this for changing the settings of a server. Select a desired server, then click Edit. This
displays the Input of Instance dialog box.

Forced stop tab

OCI Forced-Stop Properties

Server List =~ Forced Stop

Forced Stop Action stop ¥

Forced Stop Timeout™ 15 sec
Time to Wait for Stop to Be 180 sec
Completed”

Disable Group Failover When O
Execution Fails

DK Cancel

Forced Stop Action
Specify an action of the forced stop.

¢ stop
Uses the OCI CLI to stop the instance.

¢ reboot
Uses the OCI CLI to reboot the instance.

Forced Stop Timeout (0 to 999)
Specify a value for the timeout of awaiting the completion of a forced stop in action.
Time to Wait for Stop to Be Completed (0 to 999)

Specify a value for awaiting the completion of a forced stop in action. During the specified
time period from the time of requesting a forced stop, whether the forced stop is completed is
checked.

Specify this value with stop selected for Forced Stop Action.
Lead Time between a Stop Request and a Failover Start (0 to 999)
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Specify a value for awaiting the start of a failover with a forced stop in action. The failover
occurs after a forced stop is requested and the specified time passes.

Specify this value with reboot selected for Forced Stop Action.
Disable Group Failover When Execution Fails

Suppresses group failover if a forced stop fails. Since the group is not started in the failover
destination in this case, check the state of the failover source, then manipulate the group as
needed.

Custom Forced Stop Properties

Make settings on the script for the forced stop. The Custom Forced Stop Properties dialog box is
displayed by selecting Custom as a type of forced stop resource and then clicking Properties.

Server List tab

Custom Forced-Stop Properties

Server List  Forced Stop  Script

Servers in Use Available Servers

Name Name
<«

serverl
server2
_)
Remove

OK Cancel

Add
Adds a server from available servers.
Remove
Removes a server in use. Select an unnecessary server, then click Remove.

Forced stop tab

Custom Forced-Stop Properties

erver List ~ Forced Stop = Script

wn

Forced Stop Timeout™ 10 sec

Disable Group Failover When O
Execution Fails

DK Cancel

Forced Stop Timeout (0 to 999)
Specify a value for the timeout of awaiting the completion of a forced stop in action.
Time to Wait for Stop to Be Completed (0 to 999)

Not to be specified for this function.
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Lead Time between a Stop Request and a Failover Start (0 to 999)
Not to be specified for this function.
Disable Group Failover When Execution Fails

Suppresses group failover if a forced stop fails. Since the group is not started in the failover
destination in this case, check the state of the failover source, then manipulate the group as
needed.

Script tab

The default script file names, forcestop.bat, are listed on Scripts.

Custom Forced-Stop Properties

Server List  Forced Stop = Script

O User Application

@® script created with this product
Edit View Replace Add Remove

Scripts

Name

forcestop.bat

Exec User v

DK Cancel

User Application

Use an executable file (executable batch file or execution file) on the server as a script. For the
file name, specify an absolute path or name of the executable file of the local disk on the
server. If you specify only the name of the executable file, you must configure the path with
environment variable in advance. If there is any blank in the absolute path or the file name,
put them in double quotation marks ("") as follows.

Example: "C:\Program Files\script.bat"
If you want to execute VBScript, enter a command and VBScript file name as follows.
Example: cscript script.vbs

Each executable file is not included in the cluster configuration information of the Cluster
WebUI. They must be prepared on each server because they cannot be edited or uploaded by
the Cluster WebUL

Path (Within 1023 bytes)

Specify a script to be executed (executable batch file or execution file) when you select User
Application.

Script created with this product

Use a script file which is prepared by the Cluster WebUI as a script. You can edit the script file with
the Cluster WebUI if you need. The script file is included in the cluster configuration information.

Add
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Use this button to add a script other than forcestop.bat script when you select Script created with
this product.

Note:

Do not use 2-byte characters for the name of a script to be added.
Do not use "&( ampersand)" or "= (equal sign)" for a script file name to be added.

Remove

Use this button to delete a script when you select Script created with this product. The
forcestop.bat script cannot be deleted.

View
Click here to display the script file when you select Script created with this product.
Edit

Click here to edit the script file when you select Script created with this product. Click Save to
apply the change. You cannot modify the name of the script file.

Replace

Click here to replace the contents of a script file with the contents of the script file which you
selected in the file selection dialog box when you select Script created with this product. You
cannot replace the script file if it is currently displayed or edited. Select a script file only. Do not
select binary files (applications), and so on.

Exec User

Specify a user to perform a script. An exec user can be selected from Account tab of Cluster
properties.

If you do not specify an exec user, the script is run by a system account.

2.2.4 Timeout tab

Specify values such as time-out on this tab.

Service Startup Delay Time™ 0 sec
Metwork initialization complete 3 min
wait time”
Server Sync Wait Time™ 5 min
Heartbeat
Interval™ 3 sec
Timeout™ 30 sec
Server Internal Timeout™ 180 sec

Initialize

oK Cance Apply

Service Startup Delay Time (0 to 9999)
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Specify how long starting the cluster service should be delayed in starting the OS.
Network initialization complete wait time (0 to 99)

This is the time the server waits until its NIC becomes valid after startup.
Server Sync Wait Time (0 to 99)

For the time specified here, the server will wait at startup until other servers are started.
Heartbeat

e Interval (1 to 99)
Interval of heartbeats

e Timeout (2 to 9999)
A server is determined to be failed if there is no response for the time specified here.
This time-out should be longer than the interval.

Server Internal Timeout (1 to 9999)

The timeout to be used in the EXPRESSCLUSTER Server internal communications that are performed
while an EXPRESSCLUSTER command is executed, or an operation is performed or a screen is displayed
by Cluster WebUI.

Note:

It is recommended to use the default value.

Setting this parameter to an extremely large value significantly affects, in case of a heartbeat loss, the
time for executing the clpstat command or for displaying Cluster WebUL.

Initialize

Used for initializing the value to the default value. Click Initialize to initialize all the items to their default
values.

2.2.5 Port No. tab

Specify TCP port numbers and UDP port numbers.
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TCP
Server Internal Port Number™ 29001
Information Base Port Number® 29008
Data Transfer Port Number™ 29002
WebManagar HTTP Port Number™ 29003
API HTTP Port Number™ 29009
API Server Internal Port Number™ 29010
Disk Agent Port Number™ 29004
Mirror Driver Port Number™ 23005
UDP
Kernel Mode Heartbeat Port Number™ 29106
Alert Sync Port Number™ 29003
Initialize
DK Cance Apply
TCP

No TCP port numbers can be overlapped. When the Replicator/Replicator DR is used, they should not be
overlapped with any mirror data port number of any mirror disk resources and hybrid disk resource.

« Server Internal Port Number (1 to 65535%)
This port number is used for internal communication.

o Information Base Port Number (1 to 655352 )
This port number is used for cluster information management.

« Data Transfer Port Number (1 to 65535%)

This port number is used for transactions such as applying and backing up the cluster configuration
data, sending and receiving the license data and running commands.

» WebManager HTTP Port Number (1 to 655352)
This port number is used for a browser to communicate with the EXPRESSCLUSTER Server.

o API HTTP Port Number (1 to 655352 )

This port number is used when a Restful API client communicates with the EXPRESSCLUSTER
Server.

 API Server Internal Port Number (1 to 65535%)
This port number is used for internal communication of Restful APIL.

« Disk Agent Port Number (1 to 655352)
This port number is used for a disk agent port number.

 Mirror Driver Port Number (1 to 65535?%)
This port number is used for a mirror driver.

UDP

2 1t is strongly recommended not to use well-known ports, especially reserved ports from 1 to 1023.
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No UDP port numbers can be overlapped.

» Kernel Mode Heartbeat Port Number (1 to 655357%)
This port number is used for kernel mode heartbeat.

* Alert Sync Port Number (1 to 65535%)
This port number is used for synchronizing alert messages among servers.

Initialize

This is used for initializing the value to the default value. Click Initialize to initialize all the items to the
default values.

2.2.6 Recovery tab

Make settings on cluster recovery.

Action When the Cluster Service Process Is Failure™ Emergency shutdown v
Recovery Action for HA Agents
Max Restart Count™ 3 time
Recovery Action over Max Restart Count™ No operation v
Action at Group Resource Activation or Deactivation Emergency shutdown w
stall”
Disable the Final Action when OS Stops Due to Failure Detailed Settings
Detection
Disable Shutdown When Multi-Failover-Service Detailed Settings
Detected

Initialize

oK Cancel Apply

Action When the Cluster Service Process Is Failure
Specify an action at process abnormity of the cluster service.

* Emergency shutdown
Shutdown the server.

Note: With a user mode monitor resource in operation: When a heartbeat timeout occurs during a
shutdown, the system may perform a specified action which will be taken on a timeout occurrence
in the user mode monitor resource.

* Generate an intentional stop error
Generate a stop error (Panic) intentionally and restart the server.

* Reset the hardware®
Restart the server by HW reset.

This function allows monitoring the following cluster service process:

3 This function does not require ipmiutil, unlike the forced stop function.
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e clprc.exe
Recovery Action for HA Agents

¢ Max Restart Count (0 to 99)
Specify the max restart count when an HA Agent error has occurred.

* Recovery Action over Max Restart Count
Specify the action when an HA Agent error has occurred.

No operation

Stop the cluster service
Stops the cluster service of the server that detected an error.

Stop the cluster service and shutdown OS
Stops the cluster service of the server that detected an error, and then shuts down the OS.

Stop the cluster service and reboot OS
Stops the cluster service of the server that detected an error, and then reboots the OS.

Note: The HA process is used with the system monitor resource, Process resource monitor resource,
JVM monitor resource, and system resource information collection function.

Action at Group Resource Activation or Deactivation Stall
Specify the action to apply in the event of an activation/deactivation stall of a group resource.

* Emergency shutdown
Shutdown the server on which a stall occurred.

» Generate an intentional stop error
Intentionally cause a stop error (Panic) on the server on which a stall occurred.

* No operation (Operates as an activity or deactivity failure)
Use this to perform recovery upon the detection of an activation/deactivation failure of a group
resource. For details on the recovery operation, see "Recovery Operation tab" , "Resource
Properties"in "3. Group resource details" in this guide.

Note: If a stall occurs with "Nothing (handle a stall as an activation/deactivation failure)" specified,
the effect on the group resources is undefined, so we do not recommend changing the setting to "Noth-
ing (handle a stall as an activation/deactivation If you do specify "Nothing (handle a stall as an acti-
vation/deactivation failure)", set the recovery operation upon the detection of an activation/deactivation
failure of a group resource as described below.

* Activation/deactivation retry threshold: O (times)
¢ Failover threshold: O (times)
* Final action: Intentionally causing a stop error

If Stop the cluster service and shut down OS or Stop the cluster service and reboot OS is specified
as the final action, it takes a considerable amount of time for the cluster service to stop.

Disable the Final Action when OS Stops Due to Failure Detection

Click Detailed Settings to set suppression of the final action which accompanies the OS stop caused by
error detection.
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Detailed Settings

Final Action When OS Stops Due to All Server Shutdown

Group Resource When Activation O
Failure Detected

Group Resource When Deactivation OJ
Failure Detected

Monitor Resource When Failure O
Detected

oK Cancel Apply

* Group Resource When Activation Failure Detected
If the final action caused by an activation error detection in a group resource accompanies the OS
stop, the final action is suppressed if all other servers are stopped.

* Group Resource When Deactivation Failure Detected
If the final action caused by a deactivation error detection in a group resource accompanies the OS
stop, the final action is suppressed if all other servers are stopped.

* Monitor Resource When Failure Detected

If the final action caused by an error detection in a monitor resource accompanies the OS stop, the
final action is suppressed if all other servers are stopped.

Note:

* If errors were detected on multiple servers almost at the same time, and the final action was taken
for those servers, the final action which accompanies the OS stop may be taken for all the servers
even if the final action caused by an error detection in a monitor resource is set to be suppressed.

* The message receive monitor resource does not become the target for which the final action caused
by error detection is suppressed.

* The following situations lead to an OS stop during the final action when an activation/deactivation
error is detected in a group resource and during the final action when a monitor resource error is
detected.

— Stop the cluster service and shutdown OS
— Stop the cluster service and reboot OS

— Generate an intentional stop error

Disable Shutdown When Multi-Failover-Service Detected

Click Detailed Settings to suppress the shutdown of all servers upon detection of both-system activation.
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Detailed Settings

Server Group Survives When Multi- Server Survives When Multi-Failover-
Failover-Service Detected Service Detected
[ serverl
[ server2
OK Cancel Apphy

Server Group Survives When Multi-Failover-Service Detected

Select one server. The shutdown of the server, which belongs to the server group selected when the both-
system activation of the failover group was detected, is suppressed. When the both-system activation is
detected among servers in the selected server group, both of the servers will be shut down. If you want
to suppress the shutdown in this case, make the settings to disable shutdown when the following double
activation is detected.

Server Survives When Multi-Failover-Service Detected

Select one server. The shutdown of the server, selected when the both-system activation of the failover
group was detected, is suppressed.

If a server group to which shutdown is not executed when Multi-Failover is detected is set, it is possible
to select only a server belonging to the set server group. If no server group is set, all the servers can be
selected.

Important: Suppose that shutdown is suppressed upon the detection of both-system activation in an
environment in which the mirror disk resource is used for setting automatic mirror recovery. In this case,
automatic mirror copying starts when the server which is shut down upon the detection of both-system
activation is re-started through the OS. Care is needed since this discards one piece of data from among
that updated separately on the mirror disk of each server at both-system activation.

You need to select a server for which the data is to be protected when suppressing shutdown caused by
the detection of both-system activation in an environment in which the mirror disk resource is used.

Note: When the both-system activation is detected, the group statuses will be inconsistent among the
servers, and failover and failback operations will be able to fail.

If a group status mismatch occurs, the following alert log is output:
Type: Warning
Module name: rc

Event ID: 1104
Message: A mismatch in the group %1 status occurs between the servers.

To fix this problem, restart the group, execute a cluster reboot, restart all the servers on which the groups
are not started, or restart the cluster services of all the servers on which the groups are not started.
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2.2.7 Alert Service tab

Set up the alert service and network warning light.

Note: To use the mail alert function and network warning light, EXPRESSCLUSTER X Alert Service 5.1 for

Windows is required.

Enable Alert Setting d
Edit
Mail Report
E-mail Address
Subject
Mail Method SMTE +
SMTP Settings
SNMP Trap
Destination Settings Settings
Use Network Warning Light O
QK Cancel Apply

Enable Alert Setting

Configure whether to modify the alert destination from the default value. If you modify the alert
destination, click Edit to set the destination address.

If you clear the check box, the destination address you have modified returns to the default settings
temporarily.

For the default settings for the destination address, see "Messages reported by event log and alert"in "11.
Error messages" in this guide.

E-mail Address (Within 255 bytes)

Enter the e-mail address to which the report is sent. If more than two e-mail addresses are set, delimit the
address by semicolon.

Subject (Within 127 bytes)
Enter the subject title for the e-mail message.
Mail Method
Configure the methods to send mail. In this version, SMTP is the only option in this.

e SMTP
Sends a mail by communicating directly with the SMTP server.

Destination Settings

Configure the SNMP trap transmission function. Click Settings to configure the SNMP trap transmission
destination.

Use Network Warning Light
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Configure whether or not to use the warning light (dedicated product) controlled by network. The IP
address of warning light is entered on the server property.

Change Alert Destination

Clicking Edit displays the Change Alert Destination dialog box.

Change Alert Destination

Edit Add R

(T

ni]

=}

Messages
Module ID Destination

No messages

OK Cancel Apply

Add

Add the alert ID of the destination which you want to customize. Clicking Add displays the Enter the
message dialog box.
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Enter the message

Category Process v
Module Type” apisv v
Event ID™ ]

Destination
Alert Logs
Alert Extension
Mail Report
SNMP Trap
Message Topic

Event Log(DisableOnly)

Command

M
]

dit Add 4

Mo commands

8] 4 Cancel

Category
Select a major category of the module type.
Module Type (Within 31 bytes)
Select the name of module type that you want to change the destination address.

Event ID

Enter the message ID of the module type for which you want to change the destination. For information
on the message IDs, see "Messages reported by event log and alert"in "11. Error messages" in this guide.

Destination
Select a message destination from the following options.

o Alert logs
This sends messages to the alert logs.

¢ Alert Extension

This executes the specified function by using the alert extension function. Modify the extension
settings by using Add and/or Edit. (The command must be specified within four lines.)
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* Mail Report
Uses the mail report function.

* SNMP Trap
Uses the SNMP trap transmission function to send messages.

* Message Topic
This sends message to Amazon SNS.

* Event Log (Disable only)

You can disable the settings whereby the OS reports logs to the event log by clearing this check
box. (You cannot configure the settings to report messages that are not reported to event logs.)

Add

Add a command of the alert extension function. Click Add to display the Enter Command dialog box.

Command

Command”

K Cancel

Command (Within 511 bytes)
Enter any command you want to use.

* Keyword
If you specify %%MSG%%, the message of the target event ID is inserted.
You cannot specify multiple %%MSG% % for one command.
Configure within 511 bytes including the description of %%MSG% %.

If you set %%MSG%% as an argument for a command, you need to add backslash (\) and double
quotation (") like below.

<any command you want to use> \"%%MSG%%\"
Remove
Click this to remove a command of alert extension function. Select the command and then click Remove.
Edit
Click this to modify a command of alert extension function. Select the command and then click Edit.
SMTP Settings
Click SMTP Settings to display the SMTP Settings dialog box used for the mail alert.
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SMTP Settings

Mail Charset™ v
Send Mail Timeout” 30 sec
Subject Encode O
Add Remove
SMTP Server List
Priority SMTP Server

No SMTP Server

+ N 4

Initialize

OK Cancel Apply

Mail Charset (Within 127 bytes)
Configure the character set of the e-mails sent for mail report.
Send Mail Timeout (1 to 999)
Configure the timeout value for communicating with the SMTP server.
Subject Encode
Select whether or not to encode the subject of e-mails.
SMTP Server List

Clicking this displays the configured SMTP servers. No more than four SMTP servers can be configured
with this version.

Add

Use this button to add a SMTP server. Click Add to display the Enter the SMTP Server dialog box.
Remove

Use Remove to remove the SMTP server settings.
Edit

Use Edit to modify the SMTP server settings.
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Enter the SMTP Server

SMTP SE:rver'*

Use SSL OJ

SMTP Port~ 25
Sender Address

Enable SMTP OJ
Authentication

OK Cancel

SMTP Server (Within 255 bytes)
Configure the IP address or host name of the SMTP server.

Use SSL
If you use SSL for communication with the SMTP server, select the checkbox; otherwise uncheck it.
When using SSL, go to the Encryption tab, then set SSL Library and Crypto Library.

For OpenSSL versions supporting this, see "Getting Started Guide" -> "Installation requirements for EX-
PRESSCLUSTER" -> "System requirements for the EXPRESSCLUSTER Server" -> "Operation envi-
ronment for enabling encryption in mail reporting function".

Connection method

« SMTPS
Use SMTPS for communication with the SMTP server.

e STARTTLS
Use STARTTLS for communication with the SMTP server.

SMTP Port (1 to 65535)
Configure the port number of the SMTP server.
Sender Address (Within 255 bytes)

Configure the address from which an e-mail of mail report is sent.
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Enable SMTP Authentication
Configure whether or not to enable SMTP authentication.
Authentication Method
Select a method of SMTP authentication.
User Name (Within 255 bytes)
Configure the user name used for SMTP authentication.
Password (Within 255 bytes)
Configure the password used for SMTP authentication.
SNMP Settings
Click this to display the Destination Settings dialog box which is used for the SNMP trap.

Destination Settings

Edit Add R

[y 1]

Destination
Destination Server SNMP Port SNMP Version SNMP Community Name

Mo Destination

QoK Cancel Apply

Destination

Displays the set SNMP trap transmission destinations. With this version, up to 32 SNMP trap transmission
destinations can be set.

Add

Adds an SNMP trap transmission destination. Click Add to display the Change SNMP Destination
dialog box.

Remove
Use Remove to remove the SNMP trap transmission destination settings.
Edit

Use Edit to modify the SNMP trap transmission destination settings.
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Enter Destination

Destination Server”

SNMP Port™ 162

SMNMP Version V2O |

SNMP Community public e
Name”™

oK Cancel

Destination Server (Within 255 bytes)

Configure the name of the SNMP trap transmission destination server.
SNMP Port No. (1 to 65535)

Configure the port number of the SNMP trap transmission destination.
SNMP Version

Configure the SNMP version of the SNMP trap transmission destination.
SNMP Community Name (Within 255 bytes)

Configure the SNMP community name of the SNMP trap transmission destination.

2.2.8 WebManager tab

Use this tab to configure the settings for the WebManager Server.
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Enable WebManager Service
Communication Method

® HTTP

D HTTPS

Number of sessions which can be established 64
simultaneously”

Control connection by using password Settings
Contrel connection by using client IP address u
Cluster WebUI Operation Log

Qutput Cluster WebUI Operation Log

Log output path{Unless you specify a log output
destination, the log is outputted to the default directory.)

File Size” 1 MB

Integrated WebManager

Connection IP address Settings
Tuning
O If 05 Authentication Method is configured, it is recommended to configure HTTPS for Communication Method.

OK Cancel Apply

Enable WebManager Service
Enables the WebManager Service.

* When the check box is selected:
The WebManager service is enabled.

¢ When the check box is not selected:
The WebManager service is disabled.

Communication Method

* HTTP
No encryption is used for communicating with a client.

* HTTPS
Encryption is used for communicating with a client.

Number of sessions which can be established simultaneously (10 to 999)

Set the number of requests that can be simultaneously received from clients. If more requests than the
number set here are generated, the excess requests will be discarded.

Control connection by using password

Click Settings to display the Password dialog box.
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Password Settings

® Cluster Password Method

Password for
Operation

Password for
Reference

O 0s Authentication Method

Add Remove Edit

Authorized Group List

Group

Change

Change

Operation

Mo authorized groups

Initialize

HTTPS for Communication Method.

@ If OS Authentication Method is configured, it is recommended to configure

OK Cancel Apply

Cluster Password Method / OS Authentication Method
Choose a login method for Cluster WebUI from below.
¢ Cluster Password Method

Authenticates by Password for Operation or Password for Reference you set

* OS Authentication Method
Perform authentication by user and password of OS.

Cluster Password Method

» Password for Operation

Set a password that must be entered to enable connection to the Cluster WebUI in the operation mode, config

mode, or verification mode.
Click Change to display the Enter Password dialog box.
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 Password for Reference
Set a password that must be entered to enable connection to the Cluster WebUI in the reference mode.
Click Change to display the Enter Password dialog box.

Enter password

Old Password
Password

Password
Confirmation

oK Cancel

¢ Old Password (Within 255 bytes)
Enter the current password. If the password is not set, leave it blank.

¢ New Password (Within 255 bytes):
Enter a new password. When deleting the old password, leave it blank.

¢ Password Confirmation (Within 255 bytes)
Enter the password again which you entered in New Password.

Passwords can consist of one-byte upper- and lower-case letters, digits, symbols, and spaces (0x20 to Ox7E in
ASCII code).

OS Authentication Method

Users must be registered to the server in advance to login to Cluster WebUI. More specifically, a group
must be registered to the server and the users must belong to it as control permission of a cluster is
assigned per group,

 If a server belongs to a workgroup:
Register the same user names and group names to all the servers connecting to Cluster WebUI.

 If a server belongs to a domain:
Register users and groups to the domain.

Add

Used to add a group to Authorized Group List. The Group Name dialog box appears when Add is
clicked. To newly add a group, the Operation checkbox must be selected.

Group Name” ClusterOperators

Ok Cancel
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* Group name (Within 255 bytes)

Enter a group name to which you want to give a permission. The permission will be applied to the
users belong to the group you entered. Groups must be registered to a server in advance.

Remove

Used to delete a group from Authorized Group List.
Select a group you want delete from Authorized Group List, and click Remove.

Edit

Used to edit a group. Select a group you want to edit from Authorized Group List, and click Edit. The
Group Name dialog box with the selected group entered appears. The Operation does not change in this
procedure.

Operation
Set Operation to a group registered in Authorized Group List.

* When the checkbox is selected:
Users belong to the group can control the cluster and view the status.

¢ When the checkbox is not selected:
Users belongs to the group can view the status only.

Login Session Lifetime Period (0 to 52560)
Time frame of login session. If this value is set to zero (0), the period becomes limitless.
Automatic Logout Time Period (0 to 99999)

Sets wait time for automatic logout if there is no communication between Cluster WebUI and the Web-
Manager server. If this value is set to zero (0), no automatic logout occurs.

Lockout Threshold (0 to 999)

Locks out a client IP address which fails to login continuously. The client cannot login until Lockout
Time passes once a client is locked out. If this value is set to zero (0), no client IP address is locked out.

Lockout Time (1 to 99999)
Sets lockout time for a client IP address. Once the time passes, the lockout is automatically released.
Initialize

Restores the default value. If Initialize is clicked, the values of Login Session Lifetime Period, Auto-
matic Logout Time Period, Lockout Threshold and Lockout Time are restored to the default values.

Control connection by using client IP address
If selected, accesses are controlled by client IP addresses.

¢ When the check box is selected:
Add, Remove and Edit are displayed.

¢ When the check box is not selected:
Add, Remove and Edit are not displayed.

Add

Use Add to add an IP address to Connection Permit Client IP Address List. Click Add to display the
IP Address dialog box is displayed. Newly added IP addresses have the rights for the operation.

2.2. Cluster properties 51



EXPRESSCLUSTER X 5.1 for Windows
Reference Guide, Release 5

IP Address

IP Address”

K, Cancel

¢ TP Address (Within 80 bytes)
Specify a client IP address that can be connected.
- IP address: 10.0.0.21
- Network address: 10.0.1.0/24

Remove

Use Remove to remove an IP address from Connection Permit Client IP Address List. Select the IP
address you want to remove from Connection Permit Client IP Address List and then click Remove.

Edit
Use Edit to edit an IP address. Select an IP address you want to edit from Connection Permit Client IP

Address List and then click Edit. The IP Address dialog box where the specified IP address is present
is displayed. The rights for operating the edited IP addresses remain the same.

Operation

Sets the operation rights for IP addresses that are registered in Connection Permit Client IP Address
List.

* When the check box is selected:
A client can operate a cluster and display its status.

* When the check box is not selected:
A client can only view the status of a cluster.

Output Cluster WebUI Operation Log
Allows you to output the operation log of Cluster WebUI.

For details, see "Maintenance Guide" - "The system maintenance information" - "Function for outputting
the operation log of Cluster WebUI".

« If the check box is checked:
The operation log of Cluster WebUI is outputted.

« If the check box is not checked:
The operation log of Cluster WebUI is not outputted.

Log output path (Within 255 bytes)

Specify the output destination directory of the Cluster WebUI operation log with an absolute path
consisting of ASCII characters.

If no directory is specified, the Cluster WebUI operation log is outputted to <installation path>\log.
File Size (1 to 10)

Specify the size of Cluster WebUI operation log.

When the log data reaches the specified size, a rotation occurs. Up to five generations of the data are
saved.
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IP address for Integrated WebManager
Click Settings to display the IP address for Integrated WebManager dialog box.

IP address for Integrated WebManager

Add Remove

IP Address List
Priority serverl server2

No IP addresses

™ ¥

OK Cancel Apply

Add

Add IP addresses for the Integrated WebManager. Click the column cell of each server and select or enter
IP address for the IP address of each server. For the communication path not connected to some server,
set blank to the server cell of which the server is not connected.
Remove
Remove the communication path. Select the communication path to be removed and click Remove, then
the selected path is removed.
Priority
When multiple IP addresses for Integrated WebManager are configured, the communication path with
the smallest number in the Priority column is used preferentially for the internal communication among
cluster servers. When changing the priority, click the arrows to change the order of the selected row.
Tuning Properties

Use Tuning to tune the WebManager Server. Clicking Tuning displays the WebManager Tuning Prop-
erties dialog box.
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WebManager Tuning Properties

Behavior

Client Session Timeout™ 30 sec
Screen Data Refresh Interval™ 90 sec
Mirror Agent Timeout™ 150 sec
Time Limit For Keeping Log Files™ 600 sec
Use Time Information Display

Function

Initialize
OK Cancel Apply

L]

Client Session Timeout (1 to 999)

Specify the client session time-out. A time-out is determined if the time specified here elapses after
the last communication between the WebManager Server and the Cluster WebUI.

Reload Interval (0 to 999)

Specify the screen data update interval. At this time interval, the Cluster WebUI screen is refreshed.

Mirror Agent Timeout (1 to 999)

Specify the mirror agent time-out. A time-out is determined if the time specified here elapses till
the mirror disk information is acquired.

Time Limit For Keeping Log Files (60 to 43200)

Time limit determines when the log collection information temporarily saved on the server will be
deleted. When the time specified here has elapsed, the log collection information will be deleted
unless you save the file when the dialog box asking you if you save the log collection information is
displayed.

Use Time Info

Specify whether the time information display function is enabled or disabled.

— When the check box is selected:
The time information display function is enabled.

— When the check box is not selected:
The time information display function is disabled.
Initialize
Click Initialize to reset all settings on this dialog to default. Click Initialize to set all items to their
default values.
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2.2.9 APl tab

This tab allows you to set API services.

Enable API Service O

Communication Method

Tuning

© If enable API service, it is recommended to configure HTTPS for Communication Method.

OK | Cancel = Apply

Enable API Service
Enables API services.

¢ When the checkbox is selected:
API services are enabled.

¢ When the checkbox is not selected:
API services are disabled.

Communication Method

e HTTP:
Does not use encryption for client communication.

e HTTPS:
Use encryption for client communication.

Control a privilege of operating clusters per group
Allows you to set and control a privilege of operating clusters per group.

¢ If the check box is checked:
Add, Remove, and Edit are displayed.

e If the check box is not checked:
Add, Remove, or Edit is not displayed.

Login users must be registered beforehand in the server which issues the request. More specifically, a
group must be registered to the server and the users must belong to it as the control permission of a cluster
is assigned per group.
* If the server belongs to a work group:
Register the same user name and group name in each of the servers which issues the request.

* If the server belongs to a domain:
Register users and groups in the domain.

Add
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Allows you to add a group to Authorized Group List. Clicking Add displays the Group Name dialog
box. Any group added here has the Operation box checked.

Group Name

Group Name”

QK Cancel

* Group name (up to 255 bytes)
Enter the name of a group. Users belonging to the group are to be given the permission.
The group must be registered to a server in advance.

Remove

Use this option to delete a group from Authorized Group List.
From Authorized Group List, select a group to be deleted. Then, click Remove.

Edit

Use this option to edit a group. From Authorized Group List, select a group to be edited. Then click
Edit. The Group Name dialog box appears with the selected group entered. Editing the group here does
not change its operation right.

Operation
Set operation rights for any of the groups registered in Authorized Group List.

« If the check box is checked:
The users of the group can operate the cluster and obtain its status.

« If the check box is not checked:
The users of the group can only obtain the status of the cluster.

Control connection by using client IP address
Controls connections using client IP addresses.

* When the checkbox is selected:
Add, Remove and Edit are displayed.

¢ When the checkbox is not selected:
Add, Remove and Edit are not displayed.

Add

Use Add to add an IP address in Connection Permit Client IP Address List. Click Add to display the
IP Address dialog box. Newly added IP addresses have the rights for the operation.
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IP Address

IP Address”

K Cancel

¢ IP Address (Within 80 bytes)
Specify a client IP address allowed for the connection.
— IP address: 10.0.0.21
— Network address: 10.0.1.0/24

Remove

Use Remove to remove an IP address from Connection Permit Client IP Address List. Select the IP
address to be removed from Connection Permit Client IP Address List and then click Remove.

Edit
Use Edit to edit an IP address. Select the IP address you want to edit from Connection Permit Client IP
Address List and then click Edit. A dialog box where the specified IP address is preset is displayed.

Operation

Set operation rights for any of the IP addresses registered in Connection Permit Client IP Address List.

¢ When the check box is selected:
A client can operate a cluster and display its status.

* When the check box is not selected:
A client can only view the status of a cluster.

Tuning

Adjusts API services. Click Tuning to display API Tuning Properties dialog box .

API Tuning Properties

Authentication Lockout Threshold® 3 time
HTTP Server Start Retry Count’ 3 time
HTTP Server Start Interval® 5 seg
Initialize
OK Cancel Apply

¢ Authentication Lockout Threshold
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Specify the number that counts continuous HTTP server authentication failures. If the counts reach
this threshold, lockout is performed.

e HTTP Server Start Retry Count
Specify the retry number that counts API services fail to start a HTTP server.

e HTTP Server Start Interval

Specify the period of time between the time HTTP server start failure occurs and the time retry
starts.

* Initialize
Use Initialize to restore the default value. All the items restore the default values by clicking
Initialize.

2.2.10 Encryption tab

Sets files and libraries used for encryption of the cluster elated services.

Certificate File
Private Key File
SSL Library v

Crypto Library v

©® The name and path of the OpenSSL library may be different.
Please confirm before setting.

oK Cancel Apply

Certificate File

Sets the server credential file used for connecting to a client. Users need to prepare the server credential
file.

Private Key File
Sets the private key file used for connecting to a client. Users need to prepare the private key file.
SSL Library

Sets the SSL library file used for encryption and selects the SSL library file included in OpenSSL. Users
need to change it based on the environment, such as an installation folder.

Crypto Library

Sets the Crypto library file used for encryption and selects the Crypto library file included in OpenSSL.
Users need to change it based on the environment, such as an installation folder.
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2.2.11 Alert Log tab
Configure the settings for the alert log.

Enable Alert Service

Max. Number to Save Alert 10000
Records™

Alert Sync

Method unicast |~

Communication Timeout™ 30 sec
Initialize

0K Cancel Apply

Enable Alert Service
Select this to start EXPRESSCLUSTER Web Alert service for the server.

¢ When the check box is selected:
EXPRESSCLUSTER Web Alert service is enabled.

* When the check box is not selected:
EXPRESSCLUSTER Web Alert service is disabled.

Max. Number to Save Alert Records (1 to 99999)

Specify the maximum number of alert records that can be retained. EXPRESSCLUSTER Web Alert
service for server can retain alert messages up to this number.

Alert Sync: Method

This communication mode is used for Alert Log synchronization. Only unicast is available in Method
list box for this version.

Alert Sync: Communication Timeout (1 to 300)

Specify a communication time-out. A communication time-out is determined if the time specified here
elapses after the last communication between EXPRESSCLUSTER Web Alert service and servers.

Initialize

Click Initialize to reset all settings on this tab to default. Click Initialize to set all items to their default
values.

2.2.12 Delay Warning tab

Configure the settings for Delay Warning on this tab. For details on delay warnings, see "Delay warning of monitor
resources" in "Monitor resources"in "4. Monitor resource details" in this guide.
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Heartbeat Delay Warning

— . 80 | %
Monitor Delay Warning
— . 80 | 9%
Initialize
OK Cancel Apply

Heartbeat Delay Warning (1 to 99)

Set a percentage of heartbeat time-out at which the heartbeat delay warning is issued. If the time for the
percentage passes without any heartbeat response, the warning will be produced in an alert log.

Monitor Delay Warning (1 to 99)

Set a percentage of monitor time-out at which the monitor delay warning is issued. If the time for the
percentage passes without any monitor response, the warning will be produced in an alert log.

2.2.13 Disk tab

Configure the setting for a shared disk.

At Disk Disconnection Failure

w
w
1]
g}

Retry Interval®

Retry Count O Unlimited
@® Set Number

Count” 10 time
Timeout™ 1800 sec
Final Action ® Enforced Disconnection
O None
Initialize

oK Cancel Apply

At Disk Disconnection Failure: Retry Interval (1 to 10)

Set the interval time required to retry disconnecting, when disconnecting a shared disk has failed.
At Disk Disconnection Failure: Retry Count (0 to 180)

Set the count to retry disconnecting when disconnecting a shared disk has failed.

e Unlimited
Select this to retry disconnecting a disk infinitely.

e Set Number
Select this to specify the count to retry to disconnect a disk.

At Disk Disconnection Failure: Timeout (1 to 9999)

60 Chapter 2. Parameter details



EXPRESSCLUSTER X 5.1 for Windows
Reference Guide, Release 5

Set the timeout at which to disconnect a shared disk.
At Disk Disconnection Failure: Final Action

If the count to disconnect a shared disk again is specified, set the action that will be taken in the case that
disconnecting is failed for the specified count.

* Enforced Disconnection
Select this to disconnect a disk forcibly.

* None
Select this not to disconnect a disk forcibly.

Initialize

This operation is used to return the value to the default value. Click Initialize to set all items to their
default values.

Note:

If the disk fails to be disconnected, retry or the final action is performed as many times as the value set
above for each disk resource deactivation.

However, an emergency shutdown occurs if a single deactivation takes 9999 or more seconds.
To change the retry count and retry interval, set the values in consideration of the above event.

2.2.14 Mirror Disk tab

Configure the setting for a mirror disk.
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Auto Mirror Initial Construction

Auto Mirror Recovery

Allow failover on mirror break for
specified time

At Disk Disconnection Failure
Retry Interval”

Retry Count

Count™
Timeout™

Final Action

Initialize

2 sec
© Unlimited
® set Number

10 time

® Enforced Disconnection

O None

OK Cancel Apply

Auto Mirror Initial Construction

Specify whether to perform the mirror initial construction automatically when the newly created mirror
disk resource is activated for the first time.

* When selected

Mirror initial construction is performed automatically.

¢ When cleared

Auto mirror initial construction is not performed

Auto Mirror Recovery

An automatic mirror recovery is performed when any difference occurs in the data of mirror disks between
both servers. There is a case that mirror recovery cannot be performed automatically even if it is selected.
For details, see "Automatically recovering from mirroring" in "Recovering from mirror breaks"in "10.

Troubleshooting" in this guide.

¢ When selected

Mirror recovery is performed automatically.

¢ When cleared

Mirror recovery is not performed automatically.

Difference Bitmap Size (1 to 5)

Users can set the size of an area in which the data differential information between servers is recorded,
when a mirror break occurs. If the data partition is 4TB or more, data transfer for mirror recovery is

optimized by enlarging the size.
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This item needs to be set before establishing a mirror disk resource and a hybrid disk resource. If the
mirror disk resource and the hybrid disk resource already exist in the cluster, the setting cannot be
changed.

History Recording Area Size in Asynchronous Mode (1 to 100)

Users can set the size of an area in which the history of unsent data is recorded. In the asynchronous
mode, a mirror break occurs if a certain amount of unsent data is stored. Larger size makes it harder for
the mirror break to occur.

This item needs to be set before establishing a mirror disk resource and a hybrid disk resource. If the
mirror disk resource and the hybrid disk resource already exist in the cluster, the setting cannot be
changed.

Allow failover on mirror break for specified time

Allow a failover to a server, with data in the mirror disk not up to date, to succeed for a specified time
since the occurrence of a mirror break.

* When selected
Allow a failover for a specified time since the occurrence of a mirror break.

¢ When cleared
Disallow a failover when a mirror break occurred.

Important: For a successful failover to a server with data in the mirror disk not up to date, the data may
be rolled back even in synchronization mode.

Note:

In an environment where this option is selected, automatic mirror recovery after a mirror break is
temporarily suppressed regardless of the settings for automatic mirror recovery.

This suppression persists, until the failover succeeds or the specified time elapses.

However, automatic mirror recovery may be resumed before the timeout specified for this function, if the
suppression is preferentially removed by another function.

This may cause a failover to fail.

Note:
If you select this option, disable the following failover attribute settings:
* Fail over dynamically

¢ Failover Attribute (Advanced)

For more information, see this guide: "3. Group resource details" -> "Group properties" -> "Attribute
tab".

Note:

If you use this feature for a hybrid disk resource, make sure that the times of servers constituting a server
group synchronize with each other.
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Without this synchronization, the behavior may not be as you expected.

Timeout (1 to 600)

Specify a time (since the occurrence of a mirror break) for which a failover is allowed.

It is recommended to set the value equal to or higher than that for the heartbeat timeout. For more
information, see this guide: "2. Parameter details" -> "Cluster properties" -> "Timeout tab".

Setting the value lower than that for the heartbeat timeout may cause a failover to fail.
At Disk Disconnection Failure: Retry Interval (1 to 10)

Set the interval time required to retry disconnecting, when disconnecting a mirror disk has failed.
At Disk Disconnection Failure: Retry Count (0 to 180)

Set the count to retry disconnecting when disconnecting a mirror disk has failed.

e Unlimited
Select this to retry disconnecting a disk infinitely.

¢ Set Number
Select this to specify the count to retry to disconnect a disk.

At Disk Disconnection Failure: Timeout (1 to 9999)
Set the timeout at which to disconnect a mirror disk.
At Disk Disconnection Failure: Final Action

If a retry count is set for mirror disk disconnection, set the action when that will be taken in the case that
disconnection still fails after the specified retry count exceeds.

* Enforced Disconnection
Select this to disconnect a disk forcibly

* None
Select this not to disconnect a disk forcibly.

Initialize

This operation is used to return the value to the default value. Click Initialize to set all items to their
default values.

Note:

If the disk fails to be disconnected, retry or the final action is performed as many times as the value set
above for each mirror disk resource deactivation.

However, an emergency shutdown occurs if a single deactivation takes 9999 or more seconds.
To change the retry count and retry interval, set the values in consideration of the above event.
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2.2.15 Account tab

The Account tab is used to register and/or delete a user account that is used in a force-stop script. You can set up to
sixteen user accounts for one cluster system. Do not set seventeen or more accounts. Accounts that have already been
set on all the cluster servers are the target to be registered. Account lists currently registered user accounts.

Add

Account List

User Name

Mo accounts

OK Cancel Apply

Add

Use Add to add a user account on the Account List. Click Add to display the Enter account dialog box.

User Name"

Password Change

-

K Cancel

* User Name
Enter a user account name to be registered. When specifying an account of a domain, enter, for example,
"Domain Name\Account Name".

* Password
Enter a password of the user account to be registered.

* Remove
Use Remove to remove a user account from the Account List. Select the user account you want to remove
from Account and then click Remove.
Edit

Use Edit to edit a user account. Select the user account you want to edit from Account and then click
Edit. The Enter account dialog box where the selected account was entered is displayed.
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2.2.16 RIP (Legacy) tab

When connecting to the EXPRESSCLUSTER Server from a remote LAN by using a virtual IP address, RIP must be
sent to the public LAN which a router is connected to. The broadcast address of the RIP which is set on the cluster is
displayed on the Network Address.

Add

Network Address List
Network Address Net Mask

No network addresses

OK Cancel Apply

Add

Use Add to add a network address to the Network Address. Clicking Add displays the Enter network
address dialog box.

Enter network address

Network Address”

Net Mask”

-

K Cancel

* Network Address
Enter a network address to be registered.

* Net Mask
Enter a network mask to be registered.

Remove

Use Remove to remove a network address from the Network Address. Select the network address you
want to remove from the Network Address and then click Remove.

Edit

Use Edit to edit a network address. Select the network address you want to edit from Network Address
and then click Edit. The Enter network address dialog box where the selected network address was
entered is displayed.
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2.2.17 JVM monitor tab

Configure detailed parameters for the JVM monitor.

Note: To display the JVM monitor tab in the config mode of Cluster WebUI, you need to execute Update Server
Info after the license for Java Resource Agent is registered.

Java Installation Path
Maximum Java Heap Size* 16 MB

Java VM Additional Option

Log Output Setting Settings
Resource Measurement Setting Settings
Connection Setting Settings
Action Timeout” 60 Sec

oK Cancel Apply

Java Installation Path(Within 255 bytes)

Set the Java VM install path used by the JVM monitor. Specify an absolute path using ASCII characters.
Do not add "\ " to the end of the path. This setting becomes common for all servers in the cluster.

Specification example:C:\Program Files\Java\jdk1.8.0_102
Maximum Java Heap Size(7 to 4096)

Set, in megabytes, the maximum Java VM heap size used by the JVM monitor (equivalent to -Xmx of the
Java VM startup option). This setting becomes common for all servers in the cluster.

Java VM Additional Option (Within 1024 bytes)

Set the Java VM startup option used by the JVM monitor. However, specify -Xmx for Maximum Java
Heap Size. This setting becomes common for all the servers in the cluster.

Specification example: -XX:+UseSerial GC
Log Output Setting
Click the Settings button to open the Log Output Setting dialog box.
Resource Measurement Setting
Click the Settings button to open the Resource Measurement Setting dialog box.
Connection Setting
Click the Settings button to open the Connection Setting dialog box.
Action Timeout (30 to 300)

Set a timeout value for the [Command] that has been specified on each window of the JVM monitor. This
setting becomes common for all of the [Commands].

Log Output Setting
Clicking Settings displays the Log Output Setting dialog box.
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Log Output Setting

Log Level” INFO |~

Generation® 10

Rotation Type

® File size Max Size” 3072 KB

QO Time

Initialize

0K Cancel Apply

Log Level
Select the log level of the log output by the JVM monitor.
Generation (2 to 100)

Set the number of generations to be retained for the log output by the JVM monitor. When Period is
selected for Rotation Type, the rotation count is reset when cluster is suspended. Therefore, note that log
files under the <KEXPRESSCLUSTER _install_path>log\ha\jra increase per cluster suspend.

Rotation Type

Select a rotation type for the log output by the JVM monitor. If you select File Capacity as the rotation
type, set the maximum size (200 to 2097151), in kilobytes, for each log file such as the JVM operation
log. If you select Period as the rotation type, set the log rotation start time in "hh:mm" format (hh: O to
23, mm: 0 to 59) and the rotation interval (1 to 8784) in hours.

Initialize
Clicking Initialize returns the log level, generation, and rotation type items to their default values.
Resource Measurement Setting [Common]

Clicking Settings displays the Resource Measurement Setting dialog box. For details on the scheme for
error judgment by the JVM monitor, see "4. Monitor resource details".
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Resource Measurement Setting

Common = Weblogic
Retry Count™

Failure Threshold®

Interval

Memory Usage,Active Threads™

The time and count in Full GC™

Initialize

10

&0

120

time

time

Sec

SEC

OK Cancel Apply

Retry Count (1 to 1440)

Set the resource measurement retry count to be applied if the JVM monitor fails in resource measurement.

Error Threshold (1 to 10)

Set the number of times abnormal judgment is performed when the usage of the Java VM or the appli-
cation server resources collected by the JVM monitor via resource measurement continuously exceed the

customer-defined threshold.

Memory Usage, Active Threads (15 to 600)

Set the interval at which the JVM monitor measures the memory usage and active thread count.

The time and count in Full GC (15 to 600)

Set the interval at which the JVM monitor measures the time and count in Full GC execution.

Initialize

Clicking Initialize returns the retry count, error threshold, and interval items to their default values.

Resource Measurement Setting [WebLogic]

Clicking Settings displays the Resource Measurement Setting dialog box. For details on the scheme for
error judgment by the JVM monitor, see "4. Monitor resource details".
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Resource Measurement Setting

Common = Weblogic
Retry Count™ 3 time
Failure Threshold” 5 time
Interval
The number of request™ 60 sec
The average number of the request™ 300 5ec
Initialize
OK Cancel Apply
Retry Count (1 to 5)

Set the resource measurement retry count to be applied if the JVM monitor fails in resource measurement.
Error Threshold (1 to 10)

Set the number of times abnormal judgment is performed when the usage of the Java VM or the appli-
cation server resources collected by the JVM monitor via resource measurement continuously exceed the
customer-defined threshold.

The number of request (15 to 600)

Set the interval at which the JVM monitor measures the number of work manager or thread pool requests
during WebLogic monitor.

The average number of the request (15 to 600)

Set the interval at which the JVM monitor measures the average number of work manager or thread pool
requests during WebLogic monitor. Set a value that is an integer multiple of the value set in Interval:
The number of request.

Initialize
Clicking Initialize returns the retry count, error threshold, and interval items to their default values.
Connection Setting

Clicking Settings displays the Connection Setting dialog box.
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Connection Setting

Management Port™ 25500

Retry Count™ 3 time

Waiting time for reconnection” 60 sec
Initialize

OK Cancel Apply

Management Port (1 to 65535)

Sets the port number internally used by the JVM monitor resource. Make sure not to set the port number
that has been used by other functions or programs. This setting becomes common for all the servers in
the cluster. Do not set 42424 to 61000.

Retry Count (1 to 5)

Set the retry count to be applied if connection to the monitor target Java VM fails.
Waiting time for reconnection (15 to 60)

Set the interval at which the JVM monitor retries connection if it fails in Java VM connection.
Initialize

Clicking Initialize sets the management port, retry count, and waiting time for reconnection items to their
default values.

2.2.18 Cloud tab

Configure functions for cloud environments.

Amazon SNS

Enable Amazon SNS Linkage Function O

Amazon CloudWatch

Enable Amazon Cloudwatch Linkage Function (]

Command line options

AWS CLI Command line options Settings
Environment variable

Environment variables at the time of performing AWS- Settings
related features

oK Cancel Apply
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Enable Amazon SNS linkage function
Enable or disable the Amazon SNS linkage function.

« If the check box is checked:
The Amazon SNS linkage function is enabled.
Amazon SNS is used as a destination of EXPRESSCLUSTER messages.

By default, the messages are sent as shown in "11. Error messages": the "0"-marked lines of the [8]

column in the table of "11.3. Messages reported by event log and alert".
To send other messages:

Go to Cluster Properties -> the Alert Service tab -> Change Alert Destination -

and then select Message Topic.

¢ If the check box is not checked:
The Amazon SNS linkage function is disabled.

TopicArn
Set TopicArn for the Amazon SNS linkage function.
Enable Amazon CloudWatch linkage function
Enable or disable the Amazon CloudWatch linkage function.

e If the check box is checked:
The Amazon CloudWatch linkage function is enabled.

> Destination,

Amazon CloudWatch is informed of the monitoring process time taken by the monitor resource.

* If the check box is not checked:
The Amazon CloudWatch linkage function is disabled.

Note: Using the Amazon CloudWatch linkage function requires turning on Enable Amazon CloudWatch linkage
function, and enabling Send polling time metrics of the Monitor (common) tab for the target monitor resource.

Namespace
Set Namespace for the Amazon CloudWatch linkage function.

Interval for Sending Metrics

Set the frequency of informing Amazon CloudWatch of the monitoring process time taken by the monitor

resource.
AWS CLI command line options

Clicking Settings displays a text box for each AWS service.
For each AWS service, set AWS CLI command line options to be applied.

Environment variables at the time of performing AWS-related features
Clicking Settings displays a dialog box listing environment variables.
Environment variable List

Clicking Edit displays a dialog box to edit the selected environment variable.
Clicking Add displays a dialog box to add a new environment variable.
Clicking Remove deletes the selected environment variable.

Enter environment variable

Enter the name and value of an environment variable.
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* Name (within 259 bytes)
Specify the name of an environment variable.

¢ Value (within 2047 bytes)
Specify the value of the environment variable.

2.2.19 Statistics tab

Configure the settings for statistics.

Cluster Statistics

Heartbeat Resource
Group
Group Resource
Monitor Resource
Mirror Statistics

Collect Statistics

System Resource Statistics

Collect Statistics d

Initialize

File Size

File Size

File Size

File Size

45

10

OK

MB

MB

MB

MB

Cancel

Apply

Cluster Statistics

You can collect and see data on the cluster operation such as the required time of a group failover and

that of resource activation.

For details, see "Cluster statistics information collection function" in "The system maintenance

information" in the "Maintenance Guide".

* When the check box is selected:
The cluster statistical information is collected.

— File Size (whose setting range depends on the type)

Specify the size of the cluster statistical information file.

When the collected information reaches the specified size, rotation occurs to save up to two

generations of the data.

¢ When the check box is not selected:

The cluster statistical information is not collected.

Note:

In Cluster Statistics, File Size can be specified as follows:

¢ Heartbeat resource: 1 to 50 (MB)
e Group: 1to 5 (MB)
* Group resource: 1 to 5 (MB)
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¢ Monitor resource: 1 to 10 (MB)

Mirror Statistics

This function can be used to collect and reference information about the mirroring performance.
For details, see "Mirror statistics information collection function" in "The system maintenance
information" in the "Maintenance Guide".
¢ When the check box is selected:
Mirror Statistics Collection is performed.

* When the check box is not selected:
Mirror Statistics Collection is not performed.

System Resource Statistics

Select whether to collect system resource information.

System resource information is collected regularly so as to improve system operability. System resource
information is useful for investigating the operation status of EXPRESSCLUSTER, and makes it easy to
determine the cause of a failure attributable to a shortage of system resources.

¢ When the check box is selected:

System resource information related to the CPU, memory, processes, and others is collected
regularly while the cluster is running.

The collected system resource information is collected when the clplogcc command or Cluster
WebUI collects logs.

Specify type 1 to collect the log by the clplogcc command; specify Pattern 1 to collect the log by
the Cluster WebUI. For details on log collection, see "Collecting logs (clplogcc command)"in "9.
EXPRESSCLUSTER command reference" in this guide or the online manual.

A disk area of 450 MB or more is required to store the resource information, depending on the
system operating conditions such as the number of processes that are running.

* When the check box is not selected:
No system resource information is collected.

Initialize

Used for initializing the value to the default value. Click Initialize to initialize all the items to their default
values.
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2.2.20 Extension Tab

Other cluster functions are set.

Reboot Limitation

Max Reboot Count™ 3 time
Max Reboot Count Reset Time™ 60 min
Auto Return ® On

O off
Failover Count Method ® Server

O Cluster
Grace period of server group failover policy™ 0 sec

Change from OS Stop to OS Restart ]
Disable Cluster Operation (Recommended for maintenance purposes)
Group Automatic Startup ]

Recovery Operation when Group Resource Activation O
Failure Detected

Recovery Operation when Group Resource Deactivation O
Failure Detected

Recovery Action when Monitor Resource Failure Detected O

Failover when Server Failure Detected ]
Settings of log storage period

Use log storage period feature O

© For the log storage destination, specify a path outside the installation path.

Initialize

oK Cancel Apply

Reboot Limitation

You can specify the Reboot OS or Shut down OS as the final action at abnormality detection for group
resources and monitor resources. If either of them is selected, reboot may be repeated infinitely. By
setting the reboot limit, you can prevent repeated reboots.

¢ Max Reboot Count (0 to 99)

Specify how many times the operating system can reboot. The number specified here is separately
counted for group resource and monitor resource.

However, the number of reboots may not be counted with Generate an intentional stop error
selected.

With Max Reboot Count set to zero, the reboot can be unlimitedly repeated.
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¢ Max Reboot Count Reset Time (0 to 999)
When the max reboot count is specified, if the operation from the cluster startup keeps running
normally for the time specified here, the reboot count is reset. The time specified here is separately
counted for group resource and monitor resource.

Note: If Max Reboot Count is set to 1 or greater, usually set Max Reboot Count Reset Time to 1 or
greater (default: 0). If Max Reboot Count Reset Time is set to zero (0), the reboot count is not reset. To
reset the reboot count, use the clpregctr]l command.

Auto Return

For preparation against a server stop in a way other than a cluster shutdown/stop or against a failure
in normally completing a cluster shutdown/stop, you can determine for the next OS startup whether to
automatically recover the cluster service restarting after its crash.

* On
Select this to perform the auto recovery.

o Off
Select this not to perform the auto recovery.

Failover Count Method
Select the method to count the number of failovers from Server or Cluster.

* Server
Count the number of failovers by server.

¢ Cluster
Count the number of failovers by cluster.

Grace period of server group failover policy (0 to 99999)

Specify the time by which a failover start is delayed when the automatic failover is performed between
the server groups. After a server failure is detected and then the specified time elapses, the failover is
performed.

If you specify 0, no delay occurs.
Change from OS Stop to OS Restart
Determine whether the OS stop action is collectively changed to OS restart action.

* If the check box is checked:
The action change is made.

* If the check box is not checked:
The action change is not made.

Note: If you want to make the action change, it is recommended to configure a network partition resolu-
tion resource or forced stop resource as well.

The changed action changes the following actions.
No actions other than those below are changed.

¢ Action for NP resolution
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— With Stop cluster service and shutdown OS selected:
Changes to Stop cluster service and reboot OS.

— With Emergency shutdown selected
Changes to Reboot the OS after the emergency shutdown.

* Action with an abnormal cluster service process

— With Emergency shutdown selected
Changes to Reboot the OS after the emergency shutdown.

* Action in case of an activation/deactivation stall of a group resource

— With Emergency shutdown selected
Changes to Reboot the OS after the emergency shutdown.

* Action in case of a split brain syndrome in a group

— With Emergency shutdown selected
Changes to Reboot the OS after the emergency shutdown.

* Final action with the abnormal activation/deactivation of a group resource

— With Stop cluster service and shutdown OS selected:
Changes to Stop cluster service and reboot OS.

¢ Final action with an abnormal monitor resource

— With Stop cluster service and shutdown OS selected:
Changes to Stop cluster service and reboot OS.

Note: The action change does not affect the following monitor resources:
* Message reception monitor resources
» User space monitor resources
* Mirror disk monitor resources
» Hybrid disk monitor resources

¢ Hybrid disk TUR monitor resources

Disable cluster operation
* Group Automatic Startup

— When the checkbox is selected:
The group does not start automatically.

— When the checkbox is not selected:
The group starts automatically.

* Recovery operation when a group resource activation error is detected

— When the checkbox is selected:
The recovery operation is disabled.

— When the checkbox is not selected:
The recovery operation is not disabled.

* Recovery operation when a group resource deactivation error is detected
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— When the checkbox is selected:
The recovery operation is disabled.

— When the checkbox is not selected:
The recovery operation is not disabled.

* Recovery action when a monitor resource error is detected

— When the checkbox is selected:
The recovery action is disabled.

— When the checkbox is not selected:
The recovery action is not disabled.

¢ Failover when server failure detected

— When the checkbox is selected:
The failover is disabled.

— When the checkbox is not selected:
The failover is not disabled.

Note: The disablement feature of Recovery action when a monitor resource error is detected does
not support the following actions:

* Action when disk RW monitoring resources detect stall errors
¢ Action when timeout occurs in user space monitor resources

* Recovery action for message receive monitor resources

Settings of log storage period

» Use log storage period feature
Compress a rotated log file at a specified time and store it in an external folder.

* Store log (1 to 9999)

Specify a log storage period (up to 9999 days). When this period elapses, the corresponding log files are
automatically removed.

* Log storage destination (within 170 characters)
Specify an absolute path (other than the installation path) to the storage folder, in ASCII characters.
Make sure that free space and write performance are sufficiently available.

* Log storage timing
Specify a time at which the storage occurs every day, in the pop-up window opened by clicking the timepiece
icon.

Initialize

This operation is used to return the value to the default value. Click Initialize to set all items to their
default values.
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2.3 Servers Properties

Configure setting information of all servers in Servers Properties.

2.3.1 Master Server tab

Configure the priority order of the servers. All the registered servers are displayed. Master server is the server to keep
the master of cluster configuration information. And also, it is the server of the highest priority order.

Server Common Properties

Master server Server group
server Definitions
Order Name
Master server serverl
1 serverz
u S 0
OK Cancel Apply
Order

Used when changing the priority order of the servers. Select the server to be changed from the server
definition list, and click the arrows. The selected row moves.
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2.3.2 Server Group tab

Set server groups.

Server Common Properties

Master server = Server group

Properties Rename Add Remove

Server Group Definitions
Name Server

svgl serverl

OK Cancel Apply

Add

Add server groups. The wizard windows for adding the server group is displayed. For details, see "Create
a cluster" in " Procedure for creating the cluster configuration data" in "Creating the cluster configuration
data" in the "Installation and Configuration Guide".

Remove

The selected server group is removed.

When the selected server group is used for the settings of the startup server of the failover group, the
server group cannot be removed.

Rename

The change server group name dialog box of the selected server group is displayed.

Rename server group | svgl

New name’ svgl

K Cancel

There are the following naming rules.
* There are naming rules that are the same as the host name of TCP/IP that can be set by the OS.
* Up to 31 characters (31 bytes).
* Names cannot start or end with a hyphen (-) or a space.

* A name consisting of only numbers is not allowed.
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Names should be unique (case-insensitive) in the server group.
Properties
Display the properties of the selected server group.

Server Group Definition

Server Group Definition

Name” svgl
Comment
Servers that can run the Group Available Servers

Order Name Name

1 serverl server2

_)
Remave
+ ¥
OK Cancel
Name

Display the server group name.
Add

Use Add to add a server that can run the group. Select the server you want to add from
Available Servers list and then click Add. The selected server is added to the Servers that
can run the Group.

Remove

Use Remove to remove a server that can run the group. Select the server you want to remove
from the Servers that can run the Group list and then click Remove. The selected server is
added to Available Servers.

Order

Use the arrows to change the priority of a server that can run the group. Select the server whose
priority you want to change, and then click the arrows. The selected row moves accordingly.

Servers

Display the server names which belong to the server group.
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2.4 Server Properties

Configure individual settings on each server constructing the cluster in Server Properties.

2.4.1 Info tab

You can display the server name, and register and make a change to a comment on this tab.

Comment

oK Cancel Apply

Name
The selected server name is displayed. You cannot change the name here.

Changing the server name

1. click others, and then select Rename the server.

Cluster WebUT cluster

ID4304E

5 Groups

= failover

Q, Monitors

e

2. A dialog box to rename server is displayed.

erver | 043048

Mew name”

Naming rules

* There are naming rules that are the same as the host name of TCP/IP that can be set by the OS. It
should be completely the same as the name set to the server.

* Up to 63 characters (63 bytes)

» Neither hyphen (-) nor space can be the first or last letter in names.
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¢ Underscore (_) is not allowed.

* A name consisting of only numbers is not allowed.

* Do not use "localhost" as the server name.
Comment

You can specify a comment for the server. Only alphanumeric characters are allowed.

2.4.2 Warning Light tab

Set an IP address of warning light (specified by NEC) controlled by network.

Register items you want to use
Warning Light
Edit Add

el
0]
C
1]

No. IP Address ‘Warning Light

No warning lights

t +

OK Cancel Apply

Add

Use this button to add an IP address of warning light. Click Add to open the Enter Alert Lamp dialog
box.

Remove

Use this button to remove an IP address of warning light. Select the target setting, and then, click Remove.

The arrow can't be used because only 1 warning light can be registered at present.
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Enter Alert Lamp

Warning Light™ DN-1000S / DN-1000R. / DN-1300GL |~
IP Address
User Name
Password Change
set rsh Command File Path O
OK Cancel
Warning Light
Select the product number of the warning light you use. The products corresponding to each number are
as follows.
Product Number Product Name
DN-1000S/DN-1000R/DN-1300GL DN-1000S/DN-1000R/DN-1300GL
DN-1500GL DN-1500GL
NH-FB series/NH-FB1 series NH-FB series/NH-FB1 series
NH-FV1 series NH-FV1 series

IP Address (Within 80 bytes)

Enter an IP address of the warning light.

Note: One warning light is required per one server. Do not set an IP address of the same warning light
to multiple servers.

User Name
Enter the user name of the execution account on the server used for controlling the warning light.
Also, the user name specified here is used as the remote user name for the rsh command.
Password

Enter the password of the execution account on the server used for controlling the warning light.

Note: Enter Administrator for user name, Administrator for password.

Specify rsh command execution file path

* When the check box is selected:
The rsh command execution file path can be specified.
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* When the check box is not selected:
The rsh command execution file path cannot be specified.

File path

Enter the full path of the rsh command to be used for controlling the warning light.
Specification example: C:\WINDOWS\system32\rsh.exe

Playback of an audio file

Playback of an audio file is enabled when DN1500GL or NH-FV1 series is selected as the warning light
type.

If you change the warning light type to other than DN1500GL or NH-FV1 series after playback of an
audio file was enabled, playback of an audio file will be disabled.

Alert When Server Starts

* When the check box is selected:
Reproduces the audio file at server start. The audio file is reproduced only once.

* When the check box is not selected:
Does not reproduce the audio file at server start.

Voice File No. (DN1500GL: 01 to 20, NH-FV1 series: 01 to 70)
Set the number of the voice file to be reproduced at server start.
Alert When Server Stops

* When the check box is selected:
Reproduces the audio file at server stop. The audio file is continuously reproduced until it is stopped manually.

* When the check box is not selected:
Does not reproduce the audio file at server stop.

Voice File No. (DN1500GL: 01 to 20, NH-FV1 series: 01 to 70)
Set the number of the voice file to be reproduced at server stop.
Edit

Use Edit to edit the warning light setting.

Note: To play the audio file, it must be registered in the network warning light. For more information
on audio file registration, refer to the instruction manual of the network warning light to be used. Set the
audio file number corresponding to the audio file that is registered for the network warning light.

2.4.3 HBA tab

Set the HBA to which the shared disk is connected.
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Register items you want to use

HBAs to be managed by the cluster system
Connect
Port Name Device ID Instance ID
NO HBAsS

OK Cancel Apply

List of HBAs to be managed by the cluster system

Set the access to the shared disk. If the check box is selected, access to all disks connected to the HBA
is controlled when starting the OS next time. To protect data, it is required to select the check box of the
HBA to which the shared disk is connected.

If the HBA list is not displayed, it can be displayed by clicking the Connect button.

Important:

* Do not connect the shared disk to any HBA whose check box is not selected. Even though the check
box is selected, do not connect to the shared disk when the OS is not started again after configuring
the settings. Data on the shared disk may be corrupted.

* Do not select the check boxes other than those of HBAs to which the shared disk is connected. If
access to the system partition on which the OS has been installed is restricted, the OS may not be
started.

* Do not select the check boxes of HBA that connects the mirroring target internal disk if you use
mirror disk resource. Starting mirror disk resource fails.

Partitions excluded from cluster management

When a disk other than the shared disk is connected to the HBA set in HBAs to be managed by the
cluster system, register the partitions on the disk. The access to the partitions registered with this list is
not restricted.

Important: In principle, do not register the partitions on the shared disk that can be accessed from
multiple servers. Data on the shared disk may be corrupted.

Connect
Select this to get the HBA data by connecting to the server.
Add

Add a partition that should not be restricted in its access in Partition excluded from cluster manage-
ment.

Remove

Remove the selected partition from Partition excluded from cluster management.
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2.4.4 Proxy tab

Sets proxy information.

Proxy Scheme” None ~

Proxy Scheme
Sets protocols you want to use.
None: Proxy is not used. HTTP: HTTP is used.

Proxy Server

Sets DNS host name (or IP address) you want to connect.

Proxy Port

Sets the port number you want to connect.

0K

Cancel
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87



EXPRESSCLUSTER X 5.1 for Windows
Reference Guide, Release 5

2.5 Group Properties

For more information, see "3. Group resource details" in this guide.
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2.6 Group Resource Properties

For more information, see "3. Group resource details" in this guide.
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2.7 Monitor Resource Properties

For more information, see "4. Monitor resource details" in this guide.
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2.8 Parameters list

Parameters you can specify in the Cluster WebUI and their default values are listed below.

"How to change [1]-[9]" represents the way you apply changes of parameters on servers. Applicable method is marked

with "v"."
Priority How to change
1 Shut down and reboot cluster
2 Stop and restart the cluster daemon
3 Suspend and resume the cluster daemon
4
Stop and restart the group
(Stop and restart the resource)
5 Restart the Node Manager service
6 Restart the Information Base service
7
Stop and restart the WebManager Server
Stop and restart the alert log
8 Restart the API service
9 Upload only

To form a new cluster, refer to the "Installation and Configuration Guide".
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Cluster
ow to change
Parameters Default T 3 3 G 0 B S
Cluster Properties
Info Tab
Cluster Name 5 V. v
Comment - v
|__|Language JEnglish N v v v
Interconnect Tab
[Priority v v
|Add, Remove - M M
[Type] column v
[MDC] column v
[Server] column: Kernel Mode' - Vv v v v v
[Server] column: Witness HB Use v v v v v
[Server] column: Mirror C Only’ v
[Server] column: MDC Use v
|Server Down Notification on M
Server Reset Notification Off v v
IExecme Server Alive Check off v
|Timeout 1 seconds v
Witness HeartBeat Properties
Target Host v
Service Port Jso v
Use SSL off v
Use Proxy off v
HTTP Timeout 10 seconds Y
Fencing
|Add, Remove - v Vv
[Type] column DISK 4 4
Ping Target - v v
[Server] column 5 V. v
DISK NP Properties
[7o Wait Time [80 seconds v
[Interval 60 seconds M
Flmeout 300 seconds Y
Retry Count 0 times v
Ping NP Properties
Interface Tab
[Group - No. M
Igroup - IP Address Vv
IP Address - IP Address v
Detailed Settings - Interval |5 seconds v
Detailed Settings - Timeout 3 seconds v
Detailed Settings - Retry Count 3 times v
HTTP NP Properties
Use Witness HB Resource Settings 5 v
Target Host v
Service Port 80 v
Use SSL off v
Use Proxy Off v
Interval 5 seconds v
Timeout 20 seconds Y
HTTP Timeout 10 seconds v
Network Partition Resolution Tuning Properties
JAction at NP Occurrence |Emergency shutdown Y
[Forced Stop Type Do Not Use
BMC Forced-Stop Properties
Server List Tab
[Servers (Add, Remove, Edit) "
Enter BMC
[P Address 5 !
User Name. 5 v
ITDassword - v
Forced Stop Tab
IEcrced Stop Action |BMC Power Off v
Forced Stop Timeout 15 seconds v
Time to Wait for Stop to Be Completed 15 seconds v
Lead Time between a Stop Request and a
Failover Start P e 15 seconds M
Tead Time between a Stop Request and a|
Failover Start off M
vCenter Forced-Stop Properties
Server List Tab
Servers (Add, Remove, Edit) -
Input for Virtual Machine Name
[Virtual Machine Name - v
|Data Center - M
Forced Stop Tab
IEcrced Stop Action Power Off v
Forced Stop Timeout 10 seconds v
Time to Wait for Stop to Be Completed 10 seconds 4
Lead Time between a Stop Request and a
Failover Start P e 10 seconds M
Tead Time between a Stop Request and a|
Failover Start off M
|~ vCenter Tab
Method of performing forced stop vSphere Automation AP 4
VMware vSphere CLI Installation Path Ci\Program Files (:86)\VMwarelVMware v
vSphere CLI
Host Name - v
User Name. 5 v
5 v
[Peri Path 5 v
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AWS Forced-Stop Properties

Server List Tab

Servers (Add, Remove, Edi)

Input of Instance.

[instance ID - v
Forced Stop Tab
Forced Stop Action Stop v
Forced Stop Timeout 10 seconds Y
Time to Wait for Stop to Be Completed 180 seconds 4
Lead Time between a Stop Request and a|
Failover Start P e 120 seconds M
Tead Time between a Stop Request and aj
Failover Start off v
Azure Forced-Stop Properties
Server List Tab
Servers (Add, Remove, Edit) 5
Input for Virtual Machine Name!
JVirtual Machine Name - v
Forced Stop Tab
Eorced Stop Action Sto v
Forced Stop Timeout 10 seconds v
Time to Wait for Stop to Be Completed 180 seconds 4
Lead Time between a Stop Request and a
Failover Start P e 120 seconds M
Tead Time between a Stop Request and a|
Failover Start off M
[~ Azure Tab
[Oser ORI 5 v
[Tenant ID - v
File Path of Service Principal - v
|?aesource Group Name 5 v
OCI Forced-Stop Properties
Server List Tab
[Servers (Add, Remove, Edity 5
Input of Instance
| [instance ID - v
Forced Stop Tab
[Forced Stop Action [stop v
Forced Stop Timeout 15 seconds v
Time to Wait for Stop to Be Completed 180 seconds 4
Lead Time between a Stop Request and a|
Failover Start P e 120 seconds v
Tead Time between a Stop Request and af J
Failover Start
Custom Forced-Stop Properties
Server List Tab
[Servers (Add, Remove) -
Forced Stop Tab
[Forced Stop Timeout 10 seconds .
Tead Time between a Stop Request and a|
|Fa||nver Start off M
Script Tab
Select User Application i v
Enter application path (Edit)
Select Script created with this product
Add, Remove, £d, Replace forcestop.bat M
[Exec User 5 7
MDC Tab
MDC (Add, Remove) -
I[_Server] column -
Timeout Tab
Service Startup Delay Time 0 seconds Y
Network initialization complete wait time 3 minutes v
Server Sync Wait Time 5 minutes 4
Heartbeat Interval 3 seconds 4 4
Heartbeat Timeout 30 seconds
Server Internal Timeout 180 seconds N v
Port No. Tab
Server Internal Port Number 29001 v v
Information Base Port Number 29008 N N
Data Transfer Port Number 29002 v
\WebManager HTTP Port Number 29003 v
AP HTTP Port Number 29009 Y
API Server Internal Port Number 29010 v
Disk Agent Port Number 29004 v
Mirror Driver Port Number 29005 4
Kernel Mode Heartbeat Port Number 29106 N
[Alert Sync Port Number 29003 v
Recovery Tab
Action When the Cluster Service Process Is Abnormal _|Emergency shutdown v
Recovery Action for HA Agents
Max Restart Count 3 times 4
I?eecovery ‘Action over Max Restart Count No operation v
Action to apply in the event of an activation/deactivation Emergency shutdown v
stall of a group resource
Disable the Final Action when OS Stops Due to
Failure Detection
Group Resource When Activation Failure Detected |Off Y
Group Resource When Deactivation Failure o .
Detected
Monitor Resource When Failure Detected Off v
Disable Shutdown When Multi-Failover-Service
Detected
Server Group Survives When MuTi-F-aflover-Service| J
Detected
Server Group When Multi-Failover-Service Detected|- M
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Alert Service Tab
[Enable Alert Service off v
‘Alert Destination Tab
(Add, Remove, Edit) 5 v
Message Tab
| Category Process 4
IlAudu\e Type Japisv 4
Event ID 5 v
Destination Alert Logs off v
Di Mail Report off v
D SNMP Trap off v
Destination Alert Extension off v
Desti Message Topic off v
Desti EventLog(DisableOnly) Off v
Command (Add, Remove, Edit) 5 v
Mail Address - v
Subject - v
Mail Method SMTP v
SMTP Settings
Behavior Tab
Mail Charset 5 v
Send Mail Timeout 30 seconds Y
Subject Encode off v
SMTP Server 5 v
SMTP Server List (Add, Remove) 5 v
Enter the SMTP Server
SMTP Server - v
Use SSL off v
Connection Method SMTPS v
SMTP Port 25 v
Sender Address 5 v
[Enable SMTP Authentication off v
| Method LOGIN 4
User name 5 v
|?-asswmd 5 v
Use Network Warning Light off v
Behavior Tab
Destination (Add, Remove, Edit) 5 v
Destination Tab
[Destination Server - v
SNMP Port No. 162 v
|§NMP Version v2c v
|SNMP Community Name Jpublic N
WebManager Tab
[Enabie Service On v
Communication Method HTTP v
Number of sessions which can be established o .
simultaneous}
Password
|(d:;|§; Password Method / OS Authentication Cluster Password Method v
Cluster Password Method
Password for Operation 5 v
|-Passw0vd for Reference - v
OS Authentication Method
Group List(Add, Remove, Edit) 5 v
Operation On v
Login Session Lifetime Period 1440 minutes v
Logout Time Period 60 minutes v
Lockout Threshold 0 time v
Lockout Time 10 minutes v
Control connection by using client IP address Off v
[P Addresses of the Accessible Clients S
(Add, Remove, Edit) 3
Operation On v
Cluster WebUI Operation Log
[Output Cluster webu! Operation Log Oon M
Log output path - v
Iﬁe Size 1 megabyte v
IP address for
Priority 5 v
JIServer] column 5 v
Tuning Properties
Behavior Tab
Client Session Timeout 30 seconds v
Screen Data Refresh Interval 90 seconds N
Mirror Agent Timeout 150 seconds. v
Time Limit For Keeping Log Files 600 seconds 4
Use Time Information Display Function on N v
API Tal
[Enable API Service Off v
[Communication Method HTTPS v
Igomml by using client IP address Off M
IP Addresses of the Accessible Clients i .
(Add, Remove, Edit)
API Tuning Properties
Lockout Threshold 3 times v
HTTP Server Start Retry Count 3 times v
HTTP Server Start Interval 5 seconds N
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Encryption Tab

5 v v
- v v
- v v v v
[Crypto Library - M v M v
Alert Log Tab
[Enable Alert Service Oon N
Max. Number to Save Alert Records. 10000 v
Alert Sync Method Unicast (fixed) 4
Alert Sync Communication Timeout 30 seconds v
Delay Warning Tab
|Heartbeat Delay Warning On 80% v N
|Monitor Delay Warning On 80% N
Disk Tab
/At Disk D Failure: Retry Interval 3 seconds v
At Disk Disconnection Failure: Retry Count Set Number N
At Disk Disconnection Failure: Retry Count: Set 10 times N
/At Disk Di Failure: Timeout 1800 seconds Y
At Disk Disconnection Failure: Final Action |Enforced Disconnection Y
Mirror Disk Tab
Auto Mirror Initial Construction on v
[Auto Mirror Recovery On v
Differential Bitmap Size 1 v
History Recording Area Size in Asynchronous Mode _[100 v
[Allow failover on mirror break for specified time off v
Timeout 30 seconds Y
At Disk Disconnection Failure: Retry Interval 3 seconds N
/At Disk Di Failure: Retry Count Set Number Y
At Disk Disconnection Failure: Retry Count: Set 10 times V.
At Disk Disconnection Failure: Timeout 1800 seconds v
At Disk Di Failure: Final Action |Enforced Disconnection Y
Account Tab
|Accoum List (Add, Remove, Edit) - v
RIP (Legacy) Tab
[List of Network Address (Add, Remove, Edit) - v
|Netmask M
JVM monitor Tab
Java Path - v
Maximum Java Heap Size 16 megabytes v
Java VM Additional Option - v
Action Timeout 60 seconds 4
Log Output Settings
[Log Level | [INES) M
10 generations v
File Capacity e
3072 kilobytes v
0:00 v
24 hours v
Resource Measurement Setting [Common]
Retry Count 10 times v
Error Threshold |5 times Y
|Interval, Memory Usage, Active Threads 60 seconds v
|interval, The time and count in Full GC 120 seconds v
Resource Measurement Setting [WebLogic]
Retry Count 3 times 4
Error Threshold 5 times N
[Interval, The number of request 60 seconds v
|interval, The average number of the request 300 seconds A
Connection Settings
| Port 25500 v
IT?elry Count 3 times 4
| Waiting time for reconnection 60 seconds v
Cloud Tab
[Enable Amazon SN linkage function off V!
Fopchm 5 7
Enable Amazon CloudWatch linkage function Off v
Namespace - v
Interval for Sending Metrics 60 seconds Y
Environment variables at the time of performing
AWS-related features
[Name - v
|Value - M
AWS CLI Command line options
aws cloudwatch - v
aws ec2 - v
aws route53 - v
aws sns - v
Statistics Tab
Cluster Statistics Heartbeat Resource Oon N
Cluster Statistics FileSize 50 MB v
Cluster Statistics Group On v
Cluster Statistics FileSize 1MB v
Cluster Statistics Group Resource On v
Cluster Statistics FileSize 1MB v
Cluster Statistics Monitor Resource on 4
Cluster Statistics FileSize 10 MB v
Mirror Statistics Collect Statistics on v
System Resource Statistics Collect Statistics Off Y
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Extension Tab

Max Reboot Count

3 times

<

Max Reboot Count Reset Time

60 minutes

<

Auto Return

On

Failover Count Method

Server

Grace period of server group failover policy.

0 seconds

<

Change from OS Stop to OS Restart

Off

Disable cluster operation

Group Automatic Startup

Off

Recovery operation when a group resource
activation error is detected

Off

Recovery operation when a group resource
deactivation error is detected

off

Recovery action when a monitor resource error is
detected

Off

Failover when Server Failure Detected

Off

Settings of log storage period

Use log storage period feature

Off

Store log

<

Log storage destination

7 days

Log storage timing

<

Servers

Parameters.

Default

How to chan

5]

Server Common Properties

Master Server Tab

[Order

The order you added

Server Group Tab

Add

Remove

Rename

Server Group Definition

Name

(Comment

Order

The order you added to "Servers that
can run the Group.”

Add

|

<

Server

Parameters

Default

How to chan

S

Add Server [1]

Remove Server [2]

Server Properties

Info Tab

[Name £33

|Comment

Warning Light Tab

1/F Number (Add, Remove)

IP Address (Edit)

| The order you added I/Fs

<

N

Warning Light

User Name

DN-1000S / DN-1000R / DN-1300GL

[Password

NSNS IN

Specify rsh command execution file path

Off

File path

Alert When Server Starts

Alert When Server Stops

Voice File No.

Voice File No.

N[N (N[N NN

HBA Tab

HBAS to be managed by the cluster system
Partition excluded from cluster management

Proxy Tab

Proxy Scheme.

<

Proxy Server

Proxy Port

[1] For details about how to add or remove a server. see the Maintenance Guide
[2] For details about how to add or remove a server, see the Maintenance Guide.

[31 Be careful when vou change the host name or IP address of a server. For how to change the host name or IP address. see the Maintenance Guide.
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Groups
Parameters Default Howiiachan
3 5 8 9
Group Common Properties
Exclusion Tab
Exclusive Rule List
Add - v
Remove - v
Rename - v
[Properties B M
Exclusive Rule Properties
[Comment - v
Add - Y
I-Remove - v
Group
Parameters Default ETDEET
3 5 8 9
Add Group - v
Remove Group B v
Group Properties
Info Tab
Type failover
Use Server Group Settings off
Name - v
Comment - v
Startup Server Tab
Failover is possible on all servers On v
order The order you added to "Servers that v
can run the Group.
Server (Add, Remove)
Attribute Tab
Flanup Attribute Auto Startup M
Execute Multi-Failover-Service Check off v
Timeout 300 seconds v
Failover Attribute Auto Failover v
Auto Failover Use the startup server settings v
Prioritize failover policy in the server group Off v
Perform a Smart Failover off v
[Enable only manual failover among the server groups | off M
Exclude Server with Error Detected by Specified
Monitor Resource, from Failover Destination off v
Failover with Error Ignored I It Is Detected i Al
Servers off v
Failback Attribute {Manual Failback 4
Monitor Resources for Excluding Server from Failover
Destination 1P monitor v
NIC Link Up/Down monitor
Logical Service Tab
|Logical Service Name (Add, Remove) - M
Start Dependency Tab
Dependent Group - v
Start Wait Time 1800 seconds 4
Dependent Group Property
|wait Only when on the Same Server off v
Stop Dependency Tab
Dependent Group N M
Stop Wait Time 1800 seconds Y
\Wait the Dependent Groups when a Cluster Stops On v
\Wait the Dependent Groups when a Server Stops Off v
Wait the Dependent Groups when a Group Stops. Off v
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Group Resource (Common)

Parameters Default Howiiachan
3 4 5 8 9
Add Resource v
Remove Resource v v
|Resource Common Properties
Info Tab
[Name Default value per each resource v v
Comment v
Dependency Tab
[Follow the default dependence Oon v v
| Dependent Resources (Add, Remove) - M v
Recovery Operation Tab
Execute Script before or after Activation or
Deactivation
Execute Script before Activation off v
Execute Script after Activation off v
Execute Script before Deactivation Off v
|Execute Script after Deactivation Off M
Edit Script
Select User Application N
Enter application path (Edit)
Select Script created with this product 7
Script content (Edit)
File |rscextent.bat v
Timeout 30 seconds v
Exec User - v
Retry Count 0 v
Fanover Target Server Stable server J
Failover Threshold 1time v
Flnal Action at Activation Failure Detection Default value per each resource v
Execute Script before Final Action Off v
Edit Script
Select User Application v
Enter path (Edit)
Select Script created with this product v
‘Script content (Edit)
Timeout 5 seconds v
Exec User - v
Retry Count at Deactivation Failure 0 v
Final Action at Deactivation Failure Default value per each resource v
Execute Script before Final Action off v
Edit Script
Select User Application M
Enter path (Edit)
Select Script created with this product 7
Script content (Edit)
Timeout 5 seconds Y
|Exec User | v
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Application resource

How to change

Parameters Default
1 2 3 4 5 6 7 8 9
Application Resource Properties
Dependency Tab
Follow the default dependence On
« CIFS resource
- disk resource
- floating ip resource
« hybrid disk resource
« mirror disk resource
- registry synchronization resource v v
 virtual computer name resource
« virtual IP resource
-AWS elastic ip resource
-AWS virtual ip resource
-AWS secondary ip resource
“AWS DNS resource
+Azure probe port resource
~Azure DNS resource
Dependent Resources (Add, Remove) 5 M v
Recovery Operation Tab
Retry Count at Activation Failure 0 v
Failover Target Server Stable server v
When [Server] 1s selected for [Fallover Count
Method]
Failover Threshold 1time Y

When [Cluster] Ts selected for [Fallover Count

Method
Failover Threshold Set as much as the number of the v
servers

No Operation (Not activate next
Jresources)

[Execute Script before Final Action Off 7
Retry Count at Deactivation Failure 0 M
Stop the cluster service and shut down
os.

Final Action at Activation Failure Detection

Final Action at Deactivation Failure

Execute Script before Final Action off v
Details Tab
[Resident Type Resident v
Start Path 5 v
Stop Path B Vv
Application Resource Tuning
Properties
Parameter Tab
Start Script 7
Start Script Timeout 1800 seconds v
Start Script Normal Return Value 5
Stop Script . v
Stop Script Timeout 1800 seconds v
Stop Script Normal Return Value 5
Target VCOM Resource Name - v
‘Allow to Interact with Desktop off v
Furcmly Terminate Application When Stopping | Off
Exec User Set Up Individually v
Start Tab
Current Directory 5
Option Parameter - v
Window Size Hide Y
[Exec User Domain 5
Exec User Account - v
Exec User Password 5 v
Execute from the Command Prompt off
Stop Tab
Current Directory N
Option Parameter 5
Window Size Hide
Exec User Domain 5
Exec User Account -
Exec User Password 5
Execute from the Command Prompt off
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Floatina IP resource

How to chan
Parameters Default
3 5
Floating IP Resource Properties
Dependency Tab
Follow the default dependence On (No default is set) v
Dependent Resources (Add, Remove) - v
Recovery Operation Tab
Retry Count at Activation Failure 5 times v
Failover Target Server Stable server v
When [Server] is selected for [Fallover Count
Method]
Failover Threshold 1time Y
When [Cluster] 1S selected for [Fallover Count
Method]
Failover Threshold Set as much as the number of the v
servers
Final Action at Activation Failure Detection No Operation (Not activate next v
|Execute Script before Final Action off
Retry Count at Deactivation Failure zero v
Final Action at Deactivation Failure (S]‘S“ the cluster service and shut down v
Execute Script before Final Action Off
Details Tab
[P Address 5
Floating IP Resource Tuning Properties
Parameter Tab
[Run ping On
Ping Interval 1 second v
Ping Timeout 1000 milliseconds v
Ping Retry Count |5 times v
Forced FIP Activation Off
Judge NIC Link Down as Failure off v
Use transmission source change feature Off
for source Specify FIP address as transmission
source
Mirror Disk Resource Properties
Dependency Tab
Follow the default dependence On (No default is set) v
Dependent Resources (Add, Remove) - v
Recovery Operation Tab
Retry Count at Activation Failure 3 times v
Failover Target Server Stable server v
When [Server] is selected for [Fallover Count
Method|
Failover Threshold 1time v
When [Cluster] is selected for [Failover Count
Method]
|Fallover Threshold Set as much as the number of the v
servers
Final Action at Activation Failure Detection No Operation (Not activate next v
|Execute Script before Final Action off
Retry Count at Deactivation Failure zero v
Final Action at Deactivation Failure g‘sm’ the cluster service and shut down v

|Execute Script before Final Action

Off
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Mirror Disk resource

How to change
Parameters Default
1 2 3 4 5 6 7 8 9
Mirror Disk Resource Properties
Dependency Tab
Follow the default dependence On (No default is set) v v
Dependent Resources (Add, Remove) - v v
Recovery Operation Tab
Retry Count at Activation Failure 3 times v
Failover Target Server Stable server v
When [Server] is selected for [Fallover Count
Method]
Failover Threshold 1 time v
When [Cluster] 1S selected for [Fallover Count
Method]
Failover Threshold Set as much as the number of the v
servers
Final Action at Activation Failure Detection No Operation (Not activate next v
Execute Script before Final Action off v
Retry Count at Deactivation Failure zero v
Final Action at Deactivation Failure glgu the cluster service and shut down v
Execute Script before Final Action Off v
Details Tab
Mirror Disk No. 1 v v
Data Partition Drive Letter - v v
Cluster Partition Drive Letter - v v
Cluster Partition Offset Index 0 v v
Selection of Mirror Disk Connect
[Order The order registered for the cluster v
|MDC (Add, Remove) Two upper level mirror disk connects P
Jregistered for the cluster
Servers that can run the group (Add, Remove) - v
Data Partition (Edit) - v v
Cluster Partition (Edit) - v v
Mirror Disk Resource Tuning Properties
[Execute the initial mirror construction on v v
Ilmrrm Connect Timeout 20 seconds v Y
Request Queue Maximum Size 2048 [KB] v v
Mode Synchronous v v
Kernel Queue Size 2048 [KB] v v
Application Queue Size 2048 [KB] v v
Thread Timeout 30 seconds v v
Communication Band Limit Unlimited Y Y
History Files Store Folder - v v
History Files Size Limit Unlimited v v
Compress Data off v v
Compress Recovery Data Off v v
Encrypt mirror off v v
Key File Path 5 v v
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Reaistry Synchronization resource

How to change
Parameters Default
5 8 9
Registry Synchronization Resource Properties
Dependency Tab
Follow the default dependence on
« CIFS resource
« disk resource
- floating ip resource
« hybrid disk resource
« mirror disk resource
- registry synchronization resource
« virtual computer name resource
« virtual IP resource
-AWS elastic ip resource
-AWS virtual ip resource
AWS secondary ip resource
~AWS DNS resource
+Azure probe port resource
~Azure DNS resource
Dependent Resources (Add, Remove) =
Recovery Operation Tab
Retry Count at Activation Failure zero
Failover Target Server Stable server
When [Server] is selected for [Failover Count
Method
Failover Threshold 1time
When [Cluster] is selected for [Failover Count
Method
Failover Threshold Set as much as the number of the
servers
Final Action at Activation Failure Detection No Operation (Not activate next
Execute Script before Final Action Off v
Retry Count at Deactivation Failure zero
Final Action at Deactivation Failure (S)lsop the cluster service and shut down
Execute Script before Final Action off v
Details Tab
Registry List (Add, Remove, Edit) 1
Registry Synchronization Resource Tuning
Parameter Tab
[Delivery Interval 1 second
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Script resource

How to change

Parameters Default
5 8 9
Script Resource Properties
Dependency Tab
Follow the default dependence On
« CIFS resource
« disk resource
- floating ip resource
« hybrid disk resource
« mirror disk resource
« registry synchronization resource
« virtual computer name resource
« virtual IP resource
-AWS elastic ip resource
-AWS virtual ip resource
-AWS secondary ip resource
*AWS DNS resource
+Azure probe port resource
~Azure DNS resource
Dependent Resources (Add, Remove)
Recovery Operation Tab
Retry Count at Activation Failure zero
Failover Target Server Stable server
When [Server] Is selected for [Fallover count
Method
Failover Threshold 1time
When [Cluster] is selected for [Failover Count
Method|
Failover Threshold Set as much as the number of the
servers
Final Action at Activation Failure Detection No Operation (Not activate next
Execute Script before Final Action Off 4
[Retry Count at Deactivation Failure zer0
Final Action at Deactivation Failure g‘gp the cluster service and shut down
Execute Script before Final Action Off v
Details Tab
Scripts (Add, Remove, Edit, Replace) 5 v
Script Resource Tuning Properties
Parameter Tab
Start Script Synchronous, Asynchronous Synchronous 4
Start Script Timeout 1800 seconds
Start Script Normal Return Value \When there is no value 4
Start Script Execute on standby server Off
Start Script Timeout (on standby server) 10 seconds
Perform recovery processing off v
Stop Script Synchronous, Asynchronous Synchronous v
Stop Script Timeout 1800 seconds
Stop Script Normal Return Value When there is no value v
Stop Script Execute on standby server Off
Stop Script Timeout (on standby server) 10 seconds
Target VCOM Resource Name - v
Allow to Interact with Desktop Off N
[Exec User 5
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Disk resource

How to change
Parameters Default Y
3 5 8 9
Disk Resource Properties
Dependency Tab
Follow the default dependence On (No default is set) v
Dependent Resources (Add, Remove) 5 v
Recovery Operation Tab
Retry Count at Activation Failure 3 times v
Failover Target Server Stable server v
When [Server] Is selected for [Fallover count
Method
Failover Threshold 1time v
When [Cluster] s selected for [Fallover Count
Method
Failover Threshold Set as much as the number of the v
servers
Final Action at Activation Failure Detection No Operation (Not activate next v
Jresources)
Execule Script before Final Action Off v
[Retry Count at Deactivation Failure zero %
Final Action at Deactivation Failure oop the cluster service and shut down v
Execute Script before Final Action Off v
Details Tab
Drive Letter v
Servers that can run the group (Add, Remove) M
GUID (Edi) v
Service resource
How to change
Parameters Default
3 5] 8 9
Service Resource Properties
Dependency Tab
Follow the default dependence Oon
« CIFS resource
« disk resource
« floating ip resource
« hybrid disk resource
= mirror disk resource
« registry synchronization resource v
« virtual computer name resource
« virtual IP resource
-AWS elastic ip resource
-AWS virtual ip resource
*AWS secondary ip resource
“AWS DNS resource
-Azure probe port resource
+Azure DNS resource
Dependent Resources (Add, Remove) 5 v
Recovery Operation Tab
Retry Count at Activation Failure 1time v
Failover Target Server Stable server v
When [Server] is selected for [Failover Count
Method]
Failover Threshold 1time 4
When [Cluster] is selected for [Failover Count
Method]
Failover Threshold Set as much as the number of the v
servers
Final Action at Activation Failure Detection No Operation (Not activate next v
Execute Script before Final Action Off v
[Retry Count at Deactivation Failure Zer0 v
Final Action at Deactivation Failure g‘gp the cluster service and shut down v
Execute Script before Final Action Off v
Details Tab
Service Name
Service Resource Tuning Properties,
Parameter Tab
Start Script Synchronous, Asynchronous Synchronous v
Start Script Timeout 1800 seconds 4
Stop Script v
Stop Script Timeout 1800 seconds N
Target VCOM Resource Name -
Service Tab
[Start Parameters -
Do not assume it as an error when the service off
is already started
| Wait after the service is started 0 seconds Y
|Wait after the service is stopped 0 seconds 4
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Virtual Computer Name resource

How to change

Parameters Default
3 4 5
Virtual Computer Name Resource Properties
Dependency Tab
Follow the default dependence on
- floating IP resources
« virtual IP resources
AWS elastic ip resource v v
-AWS virtual ip resource
-AWS secondary ip resource
+Azure probe port resource
Dependent Resources (Add, Remove) 5 M v
Recovery Operation Tab
Retry Count at Activation Failure 5 times v
Failover Target Server Stable server v
When [Server] is selected for [Fallover Count
Method
Failover Threshold 1time v
en [Cluster] is selected for [Failover Count
Failover Threshold Set as much as the number of the v
| servers
Final Action at Activation Failure Detection No Operation (Not activate next v
Execute Script before Final Action Off
Retry Count at Deactivation Failure zero v
Final Action at Deactivation Failure g‘;p the cluster service and shut down v
Execute Script before Final Action Off
Details Tab
Virtual Computer Name 5 M v
Target FIP Resource Name - 4 v
Virtual Computer Name Resource Tuning
Parameter Tab
Register with DNS dynamically off Y N
IP address to be associated FIP v v
Virtual IP resource
How to change
Parameters Default
3 4 5
Virtual IP Resource Properties
Dependency Tab
Follow the default dependence On (No default is set) v v
Dependent Resources (Add, Remove) 5 v v
Recovery Operation Tab
Retry Count at Activation Failure 5 times v
Failover Target Server Stable server v
When [Server] is selected for [Fallover Count
Method]
Failover Threshold 1time 4
When [Cluster] s selected for [Fallover Count
Method]
Failover Threshold Set as much as the number of the v
servers
Final Action at Activation Failure Detection No Operation (Not activate next v
Jresources)
Execule ‘Script before Final Action off
Retry Count at Deactivation Failure Zero M
Final Action at Deactivation Failure :‘S“p the cluster service and shut down v
Execute Script before Final Action Off
Details Tab
[P Address 5 v
Net Mask - v
Destination IP Address - v
Source IP Address - v
Send Interval 30 seconds 4
Use Routing Protocol RIPverl v
Virtual IP Resource Tuning Properties
Parameter Tab
Run ping On
Interval 1 second v
Timeout 1000 milliseconds v
[Retry Count 5 times v
[Forced VIP Activation off
IJudge NIC Link Down as Failure Off v
RIP Tab
Metric 3 v
Port Number 520 v
RIPng Tab |_
[Metric |0 v
|Port Number I521 v
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CIFS resource

How to chan
Parameters Default
3 4 5 8 9
CIFS Resource Properties
Dependency Tab
Follow the default dependence on v v
- disk resources
- mirror disk resources
Dependent Resources (Add, Remove) v v
Recovery Operation Tab
Retry Count at Activation Failure Zero v
Failover Target Server Stable server v
When [Server] 1s selected for [Fallover Count
Method|
Failover Threshold 1time v
When [Cluster] s selected for [Fallover Count
Method]
Failover Threshold Set as much as the number of the v
servers
Final Action at Activation Failure Detection No Operation (Not activate next v
Execute Script before Final Action off v
[Retry Count at Deactivation Failure 2610 7
Final Action at Deactivation Failure g‘g" the cluster service and shut down v
Execute Script before Final Action off v
Details Tab
Exectte the automatic saving of shared configuration of [ . p
Target Drive - v
‘Shared Configuration File 5 M
Errors in restoring file share setting are treated as off v
activity failure
Shared Name - v
Folder - v
Comment - v
\When folder is shared not as activity failure Oon v
CIFS Resource Tuning Properties
Cache Tab
[Allow Caching on M
| Caching Setting Automatic Caching M
User Tab
User Limit No limitation v
Permission everyone Read 4
Hvbrid Disk resource
How to chan
Parameters Default
3 4 S 8 )
Hybrid Disk Resource Properties
Dependency Tab
Follow the default dependence On (No default is set) v v
Dependent Resources (Add, Remove) v v
Recovery Operation Tab
Retry Count at Activation Failure 3 times v
Failover Target Server Stable server v
When [Server] 1s selected for [Fallover Count
Method|
Failover Threshold 1time v
When [Cluster] is selected for [Failover Count
Method!
Failover Threshold Set as much as the number of the v
servers
Final Action at Activation Failure Detection No Operation (Not activate next v
Execute Script before Final Action Off 4
[Retry Count at Deactivation Failure zer0 v
Final Action at Deactivation Failure Zlgp the cluster service and shut down v
Execute Script before Final Action off v
Details Tab
Hybrid disk number 2 v v
Data partition drive letter - v v
Cluster partition driver letter - v v
Cluster partition offset index 0 v v
Selection of Mirror Disk Connect
[Order The order registered for the cluster
|MDC (Add, Remove) Two upper level mirror disk connects
registered for the cluster
Hybrid Disk Resource Tuning Properties
[Execute the initial mirror construction on v v
Ilmrror Connect Timeout 20 seconds v v
Request Queue Maximum Size 2048 KB v v
Mode Synchronous N N
Kernel Queue Size 2048 KB v v
Application Queue Size 2048 KB v Y
Thread Timeout 30 seconds v v
Communication Band Limit Unlimited v v
History Files Store Folder - v v
History Files Size Limit Unlimited v v
Compress Data When Recovering Off v v
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VM resource

How to change
Parameters Default
1 2 3 4 5 6 7 8 9
VM Resource Properties
Dependency Tab
Follow the default dependence on
- disk resource
- hybrid disk resource v v
« mirror disk resource
Dependent Resources (Add, Remove) - v v
Recovery Operation Tab
Retry Count at Activation Failure 5 times v
Failover Target Server Stable server v
When [Server] is selected for [Failover Count
Method]
IFalIDver Threshold 1time v
When [Cluster] is selected for [Failover Count
Method]
Failover Threshold Set as much as the number of the v
servers
Final Action at Activation Failure No Operation (Not activate next v
Execute script before final action off v
Retry Count at Deactivation Failure 0 times v
Final Action at Deactivation Failure (S;SU" cluster service and shut down the v
Execute script before final action Off 4
Details Tab
VM Type Hyper-V v
VM Name B 7
VM Path - v
VM Resource Tuning Properties
Parameter Tab
[Request Timeout 180 seconds 7
| Virtual Machine Start Waiting Time: 0 seconds A
| Virtual Machine Stop Waiting Time 60 seconds N
Dvnamic DNS resource
How to change
Parameters Default
1 2 3 4 5 6 7 8 9
Dynamic DNS Resource Properties
Dependency Tab
Follow the default dependence On
- Floating IP resource
« Virtual IP resource
-AWS elastic ip resource v v
*AWS virtual ip resource
*AWS secondary ip resource
+Azure probe port resource
Dependent Resources (Add, Remove) - v v
Recovery Operation Tab
rRelry Count at Activation Failure 5 times v
Failover Target Server Stable server v
When [Server] is selected for [Fallover Count
Method
Failover Threshold 0 times v
When [Cluster] 1s selected for [Fallover Count
Method
Failover Threshold Specify the count. [zero] v
Final Action at Activation Failure No operation (Do not activate the next v
resource.)
Execute script before final action Off 4
Retry Count at Deactivation Failure 0 times v
Final Action at Deactivation Failure Stop the cluster service and shut down v
the OS.
Execute script before final action off v
Details Tab
Virtual Host Name 5 7
1P Address - v
DDNS Server - v
Port No. 53 v
Cache TTL 0 seconds N
[Execute Dynamic Update Periodically On 7
Update Interval 60 minutes 4
Delete the Registered IP Address Off v
Kerberos Authentication off v
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AWS Elastic IP resource

How to chan
Parameters Default
3 4 5 8 9
[AWS elastic ip Resource Properties
Dependency Tab
Follow the default dependence on v
v
(No default dependence)
Dependent Resources (Add, Remove) - v v
Recovery Operation Tab
Retry Count at Activation Failure 5 times v
Failover Target Server Stable operation server v
When [Server] s selected for [Fallover Count
Method
Failover Threshold 1 time. v
When [Cluster] 1s selected for [Fallover Count
Method
Failover Threshold Set as much as the number of the v
servers
y No Operation (Not activate next
Final Action at Activation Failure
! ! vatl ! Jresources) v
[Execute Script before Final Action Off v
Retry Count at Deactivation Failure zero v
Final Action at Deactivation Failure oop the cluster daemon and shut down v
Execute Script before Final Action off v
Details Tab
|EIP ALLOCATION ID 5 v
ENIID 5 v
AWS elastic ip Resource Tuning Properties
Parameter Tab
[AwsS CLI Timeout 100 seconds 4
AWS Virtual IP resource
How to chan
Parameters Default
3 4 5 8 9
[AWS virtual ip Resource Properties
Dependency Tab
Follow the default dependence on v
v
(No default dependence)
Dependent Resources (Add, Remove) - v v
Recovery Operation Tab
Retry Count at Activation Failure 5 times v
Failover Target Server Stable operation server v
When [Server] s selected for [Fallover Count
Method!
Failover Threshold 1 time v
When [Cluster] 1s selected for [Fallover Count
Method|
Failover Threshold Set as much as the number of the v
servers
Final Action at Activation Failure No Operation (Not activate next v
Jresources)
[Execute Script before Final Action Off v
Retry Count at Deactivation Failure zero v
Final Action at Deactivation Failure oop the cluster service and shut down v
Execute Script before Final Action Off v
Details Tab
[P Address 5 v
Iipc 1D B v
ENIID - v
AWS virtual ip Resource Tuning Properties
Parameter Tab
|Start Timeout 300 seconds M
|Stop Timeout 60 seconds v
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AWS Secondary IP resource

How to change

Parameters Default
1 2 3 4 5 6 7 8 9
[AWS secondary ip Resource Properties
Dependency Tab
Follow the default dependence On v
v
(No default dependence)

Dependent Resources (Add, Remove) B v v
Recovery Operation Tab
Retry Count at Activation Failure 5 times v
Failover Target Server Stable operation server v

When [Server] Is selected for [Fallover count

Method

Failover Threshold 1 time v

When [Cluster] is selected for [Failover Count

Method
Failover Threshold Set as much as the number of the v
servers

No Operation (Not activate next

Final Action at Activation Failure v
Execute Script before Final Action Off v
Retry Count at Deactivation Failure zero v
Final Action at Deactivation Failure glgp the cluster service and shut down v
Execute Script before Final Action Off v
Details Tab
IE Address - v
ENI ID - v
AWS secondary ip Resource Tuning Properties
Parameter Tab
|Star| Timeout 180 seconds v
| Stop Timeout 180 seconds 4
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AWS DNS resource

How to chan
Parameters Default
4 5 8 9
[AWS DNS Resource Properties.
Dependency Tab
Follow the default dependence On (No default dependence) v
Dependent Resources (Add, Remove) . v
Recovery Operation Tab
Retry Count at Activation Failure 5 times
Failover Target Server Stable server
When [Server] is selected for [Failover Count
Method]
IFaiIuver Threshold 1time
When [Cluster] is selected for [Failover Count
Method]
Failover Threshold Set as much as the number of the
servers
Final Action at Activation Failure No Operation (Not activate next
Execute Script before Final Action Off 4
[Retry Count at Deactivation Failure 0 time
Final Action at Deactivation Failure glgp the cluster service and shut down
Execute Script before Final Action Off v
Details Tab
Host Zone ID B 7
Resource Record Set Name - v
IP Address - v
TTL 300 seconds v
Delete a resource set at deactivation Off v
AWS DNS Resource Tuning Properties
Parameter Tab
[AWS CLI Timeout 100 seconds Y
Azure probe port resource
How to change
Parameters Default
1 2 3 4 5 6 7 8 9
[Azure probe port Resource Properties
Dependency Tab
Follow the default dependence 0On (No default dependence) v v
Dependent Resources (Add, Remove) - v v
Recovery Operation Tab
Retry Count at Activation Failure 5 times v
Failover Target Server Stable operation server v
When [Server] 1s selecied Tor [Falover Count
Method]
Failover Threshold 1time Y
When [Cluster] is selected for [Failover Count
Method]
Failover Threshold Set as much as the number of the v
servers
Final Action at Activation Failure No Operation (Not activate next v
Jresources)
[Execute Script before Final Action Off v
Retry Count at Deactivation Failure zero v
Final Action at Deactivation Failure oo the cluster service and shut down v
Execute Script before Final Action Off M
Details Tab
Probeport - v
Azure probe port_Resource Tuning Properties
Parameter Tab
IPrUbE wait timeout 30 seconds v
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Azure DNS resource

How to chan
Parameters Default
4 5
[Azure DNS Resource Properties
Dependency Tab
Follow the default dependence On (No default dependence) v
Dependent Resources (Add, Remove) 5 v
Recovery Operation Tab
Retry Count at Activation Failure 1time
Failover Target Server Stable server
When [Server] is selected for [Fallover Count
Method]
Failover Threshold 1 time
When [Cluster] 1S selected for [Fallover Count
Method]
Failover Threshold Set as much as the number of the
servers
Final Action at Activation Failure No Operation (Not activate next
Execute Script before Final Action Off
Retry Count at Deactivation Failure 0 time
Final Action at Deactivation Failure gtgp the cluster service and shut down
Execute Script before Final Action Off
Details Tab
Record Set Name - v
Zone Name N
1P Address - v
TTL 3600 seconds v
[Resource Group Name 5 7
fuser URI B 7
Ilenam 1D - v
File Path of Service Principal 5 M
Azure CLI File Path - v
Delete a record set at deactivation Oon
Azure DNS Resource Tuning Properties
Parameter Tab
Azure CLI Timeout 100 seconds
Google Cloud Virtual IP resource
How to chan
Parameters Default
4 5
Google Cloud Virtual IP Resource Properties.
Dependency Tab
Follow the default dependence On (No default dependence) v
Dependent Resources (Add, Remove) - v
Recovery Operation Tab
Retry Count at Activation Failure 5 times
Failover Target Server Stable operation server
When [Server] Is selected for [Fallover count
Method
Failover Threshold 1time
When [Cluster] s selected for [Fallover Count
Method
Failover Threshold Set as much as the number of the
servers
y No Operation (Not activate next
Final Action at Activation Failure
! ! vat - Jresources)
[Execute Script before Final Action off
Retry Count at Deactivation Failure zero
Final Action at Deactivation Failure (S;SW the cluster service and shut down
Execute Script before Final Action Off
Details Tab
Port Number - v
Google Cloud Virtual IP Resource Tuning
Properties
Parameter Tab
[Health check timeout 30 seconds 4
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Google Cloud DNS resource

How to chan
Parameters Default
4 5 8 9
Google Cloud DNS Resource Properties.
Dependency Tab
IFoHow the default dependence On (No default dependence) v
IDependenl Resources (Add, Remove) - v
Recovery Operation Tab
Retry Count at Activation Failure 1 times
Failover Target Server Stable operation server
When [Server] is selected for [Fallover Count
Method]
Failover Threshold 1time
When [Cluster] is selected for [Failover Count
Method]
|’:a"wer Threshold Set as much as the number of the
servers
Final Action at Activation Failure No Operation (Not activate next
Jresources)
Execute Script before Final Action off v
Retry Count at Deactivation Failure zero
Final Action at Deactivation Failure Z‘gp the cluster service and shut down
Execute Script before Final Action Off v
Details Tab
Zone Name - v
DNS Name - v
1P Address - v
TTL 300 seconds v
Delete a resource record set at deactivation Off v
Oracle Cloud Virtual IP resource
How to chan
Parameters Default
4 5 8 9
[Oracle Cloud Virtual IP Resource Properties
Dependency Tab
Follow the default dependence On (No default dependence) v
Dependent Resources (Add, Remove) . v
Recovery Operation Tab
Retry Count at Activation Failure 5 times
Failover Target Server Stable operation server
When [Server] is selected for [Failover Count
Method]
Failover Threshold 1time
When [Cluster] is selected for [Failover Count
Method|
Failover Threshold Set as much as the number of the
servers
Final Action at Activation Failure No Operation (Not activate next
Execute Script before Final Action Off 4
Retry Count at Deactivation Failure zero
Final Action at Deactivation Failure g‘g" the cluster service and shut down
Execute Script before Final Action Off v
Details Tab
Port Number - v
Oracle Cloud Virtual IP Resource Tuning
Parameter Tab
|Health check timeout 30 seconds v

112

Chapter 2. Parameter details



EXPRESSCLUSTER X 5.1 for Windows
Reference Guide, Release 5

Monitor resource (common)

How to change
Parameters Default
1 2 3 4 5 6 7 8 9
/Add Monitor Resource - v
Remove Monitor Resource - v
Monitor Resource Properties
Info Tab
[Name - v
[conmen : .
Recovery Action Tab
Edit Script
'When [User Application] is selected
[Enter appiication path (Ediy 5 7
‘When [Script created with this product] is
selected
IScnpl content (Edit) - V.
Timeout 5 seconds 4
|Exec User 7
Application monitor resource
How to change
Parameters Default
1 2 3 4 5 6 7 8 9
Monitor Pt
Monitor(common) Tab
Interval 60 seconds v
Timeout 60 seconds v
Do Not Retry at Timeout Occurrence On v
Do not Execute Recovery Action at Timeout Occurrence|on v
[Retry Count 1 time v
Wait Time to Start Monitoring 3 seconds Y
Monitor Timing Active (fixed) v
Target Resource _ v
Failure Detection Server
|Fal|ule Detection Server All Servers v
|Servers that can run the Group (Add, Remove) - v
Send polling time metrics off v
Recovery Action Tab
Eeccvery “Action Custom settings J
Recovery Target - v
Recovery Script Execution Count zero v
Execute Script before Reactivation off v
Maximum Reactivation Count 3 times (if the recovery target is other v
than clusters)
Execute Script before Failover off v
[Failover Target Server Stable server v
When [Server] is selected for [Failover Count
Method|
Maximum Failover Count 1 time A
When [Cluster] is selected for [Failover Count
Method
Maximum Failover Count Set as much as the number of the v
servers
Final Action No Operation 4
|Execute Script before Final Action Off v
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Disk RW monitor resource

How to change

Parameters Default
3 S
Disk RW Monitor Resource Properties.
Monitor(common) Tab
Interval 30 seconds v
Timeout 300 seconds. v
Do Not Retry at Timeout Occurrence Off v
Do not Execute Recovery Action at Timeout Occurrence] Off v
[Retry Count 0 time v
Wait Time to Start Monitoring 0 seconds N
Monitor Timing Active v
Target Resource - v
Failure Detection Server
[Failure Detection Server All Servers v
|Servers that can run the Group (Add, Remove) - v
Send polling time metrics Off
Monitor (special) Tab
Fine Name - v
1/0 size 2000000 bytes 4
Action on Stall Generate an intentional stop error v
Action when diskfull is detected The recovery action enabled v
Use Write Through Method Disabled v
Recovery Action Tab
Recovery Action Custom settings v
Recovery Target - v
Recovery Script Execution Count zero v
[Execute Script before Reactivation Off
Maximum Reactivation Count 0 time (if the recovery target is other v
than clusters)
Execute Script before Failover off
Failover Target Server Stable Server v
When [Server] is selected for [Fallover Count
Method]
Maximum Failover Count 1 time v
When [Cluster] is selected for [Failover Count
Method!
Maximum Failover Count Set as much as the number of the v
servers
Execute Script before Final Action off
Final Action No Operation 4
Floatina IP monitor resource
How to change
Parameters Default
3 S
Floating IP Monitor Resource Properties
Monitor(common)Tab
Interval 60 seconds Y
Timeout 180 seconds v
Do Not Retry at Timeout Occurrence on v
Do not Execute Recovery Action at Timeout Occurrence[on v
Retry Count 1time v
Wait Time to Start 0 seconds v
Monitor Timing Active Y
Target Resource - v
Failure Detection Server
[Failure Detection Server All Servers v
|Servers that can run the Group (Add, Remove) - v
'Send polling time metrics Off
Monitor (special) Tab
|Monitor NIC Link Up/Down Off
Recovery Action Tab
Eeccvery “Action Custom settings v
Recovery Target - v
Recovery Script Execution Count zero v
Execute Script before Reactivation Off
Maximum Reactivation Count 3 times (if the recovery target is other v
than clusters)
Execute Script before Failover off
Failover Target Server Stable Server v
When [Server] is selected for [Failover Count
Method]
Maximum Failover Count 1time v
When [Cluster] is selected for [Fallover Count
Method!
Maximum Failover Count Set as much as the number of the v
servers
Execute Script before Final Action off
Final Action No operation 4

114

Chapter 2. Parameter details



EXPRESSCLUSTER X 5.1 for Windows
Reference Guide, Release 5

IP monitor resource

Parameters Default S i
3 5 8 9
P Monitor Resource Properties
Monitor (common) tab
Interval 60 seconds v
Timeout 60 seconds v
Do Not Retry at Timeout Occurrence Oif v
Do not Execute Recovery Action at Timeout Occurrence| off v
rRelry Count 1 time v
Wait Time to Start Monitoring 0 seconds v
Monitor Timing Always Y
Target Resource - v
Failure Detection Server
[Failure Detection Server Al Servers v
|Servers that can run the Group (Add, Remove) - v
Send polling time metrics Off v
Monitor (special) Tab
[iP Address (Add, Remove, Edit) 7
[ping Timeout 5000 milliseconds v
Recovery Action Tab
Ifeccvery Action Custom settings v
Recovery Target - v
Recovery Script Execution Count zero v
Execute Script before Reactivation off v
Maximum Reactivation Count 3 times (if the recovery target is other v
than clusters)
Execute Script before Failover off v
Failover Target Count Stable Server v
When [Server] 1s selecied Tor [Fallover Count
Method]
Maximum Failover Count 1 time v
en [Cluster] Is selected for [Failover Count
Method
Maximum Failover Count Set as much as the number of the v
servers
|Execute Script before Final Action off 7
|Final Action No operation Y
Mirror Disk monitor resource
How to chan
Parameters Default
3 5 8 9
Mirror Disk Monitor Resource Properties
Monitor (common) Tab
Interval 30 seconds v
Timeout 999 seconds v
Do Not Retry at Timeout Occurrence On v
Do not Execute Recovery Action at Timeout Occurrence|On 4
[Retry Count 1 time v
Wait Time to Start Monitoring 10 seconds 4
Monitor Timing Always (fixed) v
Target Resource - v
Failure Detection Server
[Failure Detection Server All Servers v
|Servers that can run the Group (Add, Remove) - v
Send polling time metrics Off v
Monitor (special) Tab
|Mirror Disk Resource - v
Recovery Action Tab
Ifeccvery Action Custom settings v
Recovery Target - v
Recovery Script Execution Count zero v
Execute Script before Reactivation Off 4
Maximum Reactivation Count 0 time v
Execute Script before Failover off v
Failover Destination Server Stable Server v
When [Server] is selected for [Failover Count
Method!
Maximum Failover Count 1time v
When [Cluster] is selected for [Failover Count
Method|
Maximum Failover Count Set as much as the number of the v
servers
Execule Script before Final Action Off N
JFinal Action No operation v
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NIC Link Up/Down monitor resource

How to change
Parameters Default
1 2 3 4 5 6 7 8 9
NIC Link Up/Down Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds v
Timeout 180 seconds v
Retry Count 1time v
Do Not Retry at Timeout Occurrence On v
Do not Execute Recovery Action at Timeout Occurrence|on v
Wait Time to Start Monitoring 0 seconds Y
Monitor Timing Always v
Target Resource _ v
Failure Detection Server
[Failure Detection Server Al Servers v
|Servers that can run the Group (Add, Remove) - v
Send polling time metrics Off v
Monitor (special) Tab
|individually Set Up Servers (Add, Remove, Edit) - M
Recovery Action Tab
Eeccvery “Action Custom settings J
Recovery Target _ M
Recovery Script Execution Count zero v
Execute Script before Reactivation off v
Maximum Reactivation Count 3 times v
Execute Script before Failover off v
Failover Target Server Stable Server v
|~ Wnen [Server] is selected for [Failover Count |
Method
Maximum Failover Count 1 time v
When [Cluster] is selected for [Failover Count
Method]
Maximum Failover Count Set as much as the number of the v
servers
[Execute Script before Final Action off v
JFinal Action No operation v
Multi Taraet monitor resource
Parameters Default ST
1 2 3 4 5 6 7 8 9
Multi Target Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds v
Timeout 60 seconds v
Retry Count 1time v
Wait Time to Start Monitoring 0 seconds v
Monitor Timing Always v
Target Resource - v
Failure Detection Server
|Failure Detection Server All Servers v
|Servers that can run the Group (Add, Remove) B v
Send polling time metrics off v
Monitor (special) Tab
Monitor Resource List (Add, Remove) - v
Multi Target Monitor Resource Tuning
Parameter Tab
[Error Threshold Same as number of members v
Specify Number 64 v
Warning Threshold Off v
Specify Number B M
Recovery Action Tab
Ifeccvery Action Custom settings v
Recovery Target B 7
Recovery Script Execution Count zero v
Execute Script before Reactivation Off v
Maximum Reactivation Count 3 times v
Execute Script before Failover off v
Failover Target Server Stable Server v
When [Server] is selected for [Failover count
Method]
Maximum Failover Count 1time v
When [Cluster] is selected for [Failover Count
Method]
|Max"wm Failover Count Set as much as the number of the v
servers
Execute Script before Final Action Off V.
Enal Action No operation V.
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Reaistry Synchronous monitor resource

How to chan
Parameters Default 3 S B 5
Registry Sy, Monitor p

Monitor (common) Tab
Interval 60 seconds v
Timeout 60 seconds v
Do Not Retry at Timeout Occurrence On v
Do not Execute Recovery Action at Timeout Occurrence|on v
rRelry Count 1 time v
Wait Time to Start Monitoring 0 seconds v
Monitor Timing Active v
Target Resource _ v

Failure Detection Server

[Failure Detection Server Al Servers v

|Servers that can run the Group (Add, Remove) - v
Send polling time metrics Off v
Recovery Action Tab
rRecovery Action Custom settings v
Recovery Target - v
Recovery Script Execution Count zero v
[Execute Script before Reactivation Off v
Maximum Reactivation Count 3 times v
Execute Script before Failover off v
Failover Target Server Stable Server 4

When [Server] is selected for [Failover Count

Method|

Maximum Failover Count 1time Y

When [Cluster] is selected for [Failover Count

Method]

Maximum Failover Count Set as much as the number of the v

servers
Execute Script before Final Action Off V.
Enal Action No operation N
Disk TUR monitor resource
How to chan
Parameters Default 3 5 s B
Disk TUR Monitor Resource Properties

Monitor (common) Tab
Interval 30 seconds v
Timeout 300 seconds v
Do Not Retry at Timeout Occurrence Off v
Do not Execute Recovery Action at Timeout O off v
[Retry Count 1 time v
Wait Time to Start Monitoring 0 seconds 4
Monitor Timing Always v
Target Resource 5 v

Failure Detection Server

[Failure Detection Server All Servers v

|Servers that can run the Group (Add, Remove) - v
Send polling time metrics Off v
Monitor (special) Tab
|Disk Resource - v
Recovery Action Tab
Ifeccvery Action Custom settings v
Recovery Target B 7
Recovery Script Execution Count zero v
Execute Script before Reactivation off v
Maximum Reactivation Count 0 time v
Execute Script before Failover off v
Failover Target Server Stable Server v

When [Server] is selected for [Failover Count

Method]

Maximum Failover Count 1time Y

When [Cluster] is selected for [Failover Count

Method]

Maximum Failover Count Set as much as the number of the v

servers

Execute Script before Final Action Off v
Enal Action No operation N
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Service monitor resource

Parameters Default Lowltolchal
3 5 8 9
Service Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds v
Timeout 60 seconds v
Do Not Retry at Timeout Occurrence on v
Do not Execute Recovery Action at Timeout Occurrence|on v
Retry Count 1 time. 4
Wait Time to Start Monitoring 3 seconds v
Monitor Timing Active 4
Target Resource - v
Failure Detection Server
[Failure Detection Server All Servers v
|Servers that can run the Group (Add, Remove) - v
Send polling time metrics off v
Monitor (special) Tab
[service Name - v
Recovery Action Tab
[Recovery Action Custom settings v
Recovery Target - v
Recovery Script Execution Count zero v
|Execute Script before Reactivation off v
Maximum Reactivation Count 3 times v
Execute Script before Failover off v
Failover Target Server Stable Server v
When [Server] is selected for [Fallover Count
Method]
Maximum Failover Count 1 time. v
When [Cluster] 1s selected for [Fallover Count
Method
Maximum Failover Count Set as much as the number of the v
I servers
Execute Script before Final Action off v
Enal Action No operation A
Virtual Computer Name monitor resource
How to chan
Parameters Default 3 S B S
Virtual Computer Name Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds v
Timeout 180 seconds v
Do Not Retry at Timeout Occurrence on v
Do not Execute Recovery Action at Timeout Occurrence[on v
Retry Count 1time v
Wait Time to Start 0 seconds v
Monitor Timing Active (fixed 4
Target Resource B v
Failure Detection Server
[Failure Detection Server All Servers Y
|Servers that can run the Group (Add, Remove) - v
Send polling time metrics Off v
Recovery Action Tab
Ifeccvery Action |Execute only the final action v
Recovery Target - v
Recovery Script Execution Count zero v
Execute Script before Reactivation off v
Maximum Reactivation Count 0 time v
[Execute Script before Failover Off 7
Failover Target Server Stable Server v
When [Server] Is selected for [Fallover Count
Method
Maximum Failover Count 0 time v
When [Cluster] 1s selected for [Fallover Count
Method
Maximum Failover Count Specify the count. [zero] v
[Execute Script before Final Action |o« 7
[Final Action IStop the cluster and shut down the OS v
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Virtual IP monitor resource

How to chan
Parameters Default 3 S B 5
Virtual IP Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds v
Timeout 180 seconds v
Do Not Retry at Timeout Occurrence On v
Do not Execute Recovery Action at Timeout Occurrence|on v
rRelry Count 1 time v
Wait Time to Start Monitoring 0 seconds v
Monitor Timing Active (fixed) v
Target Resource _ v
Failure Detection Server
[Failure Detection Server Al Servers v
|Servers that can run the Group (Add, Remove) - v
Send polling time metrics Off v
Recovery Action Tab
rRecovery Action Custom settings v
Recovery Target - v
Recovery Script Execution Count zero v
Execute Script before Reactivation Off v
Failover Count 3 times v
Execute Script before Failover off v
Failover Target Server Stable Server 4
When [Server] is selected for [Failover Count
Method]
Maximum Failover Count 1 time Y
When [Cluster] s selected for [Failover Count
Method
Maximum Failover Count Set as much as the number of the v
servers
Execute Script before Final Action Off v
Enal Action No operation N
CIFS monitor resource
How to chan
Parameters Default 3 S B 0
CIFS Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds 4
Timeout 60 seconds v
Do Not Retry at Timeout Occurrence Off v
Do not Execute Recovery Action at Timeout Occurrence|Off v
Retry Count 1time v
Wait Time to Start 0 seconds Y
Monitor Timing Active (fixed 4
Target Resource B v
Failure Detection Server
[Failure Detection Server All Servers Y
|Servers that can run the Group (Add, Remove) B v
Send polling time metrics Off M
Monitor (special) Tab
Access Check Disable v
= : :
[Check Read Y
Recovery Action Tab
[Recovery Action Custom settings v
Recovery Target - v
Recovery Script Execution Count zero v
[Execute Script before Reactivation Off v
Maximum Reactivation Count 3 times v
Execute Script before Failover Off v
Failover Target Server Stable server 4
When [Server] is selected for [Failover Count
Method|
Maximum Failover Count 1time Y
When [Cluster] is selected for [Failover Count
Method]
Maximum Failover Count Set as much as the number of the v
servers
Execute Script before Final Action Off v
Enal Action No operation N
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Hvbrid Disk monitor resource

How to change

Parameters Default
1 2 3 4 5 6 7 8 9
Hybrid Disk Monitor Resource Properties

Monitor (common) Tab
Interval 30 seconds v
Timeout 999 seconds v
Do Not Retry at Timeout Occurrence On v
Do not Execute Recovery Action at Timeout Occurrence|on v
rRelry Count 1 time v
Wait Time to Start Monitoring 10 seconds Y
Monitor Timing Always (fixed) v
Target Resource _ v

Failure Detection Server

[Failure Detection Server Al Servers v

|Servers that can run the Group (Add, Remove) - v
Send polling time metrics Off v
Monitor (special) Tab
|Hybrid Disk Resource - M
Recovery Action Tab
Eeccvery “Action Custom settings J
Recovery Target 5 M
Recovery Script Execution Count zero v
Execute Script before Reactivation off v
Maximum Reactivation Count 0 time v
Execute Script before Failover off v
Failover Target Server Stable Server v

When [Server] is selected for [Failover Count

Method|

Maximum Failover Count 1 time Y

When [Cluster] is selected for [Failover Count

Method]

|Max'mum Failover Count Set as much as the number of the v

servers

Execute Script before Final Action Off V.
Enal Action No operati N

Hvbrid Disk TUR monitor resource

How to change

Parameters Default
1 2 3 4 5 6 7 8 9
Hybrid Disk TUR Monitor Resource Properties

Monitor (common) Tab
Interval 30 seconds v
Timeout 300 seconds v
Do Not Retry at Timeout Occurrence Off v
Do not Execute Recovery Action at Timeout Occurrence|off v
Retry Count 1 time v
Wait Time to Start Monitoring 0 seconds v
Monitor Timing Always v
Target Resource = 7

Failure Detection Server

|Failure Detection Server All Servers v

|Servers that can run the Group (Add, Remove) - M
Send polling time metrics off M
Monitor (special) tab
|Hybrid Disk Resource - v
Recovery Action Tab
Recovery Action Custom setting: v
Recovery Target B v
Recovery Script Execution Count zero v
[Execute Script before Reactivation Off v
Maximum Reactivation Count 0 time v
Execute Script before Failover off v
Failover Target Server Stable Server v

When [Server] is selected for [Failover Count

Method]

Maximum Failover Count 1 time v

When [Cluster] is selected for [Failover Count

Method]

|Max|mum Eailover Count Set as much as the number of the v

servers

Execute Script before Final Action Off v
Enal Action No operation V.
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Custom monitor resource

Parameters Default O
1 2 3 4 5 6 7 8 9
Custom Monitor Resource Properties

Monitor (common) Tab
Interval 60 seconds v
Timeout 120 seconds v
Do Not Retry at Timeout Occurrence Oif v
Do not Execute Recovery Action at Timeout Occurrence| off v
rRelry Count 1 time v
Wait Time to Start Monitoring 3 seconds v
Monitor Timing Always Y
Target Resource - v

Failure Detection Server

[Failure Detection Server Al Servers v

|Servers that can run the Group (Add, Remove) - v
Send polling time metrics Off v
Monitor (special) Tab
Monitor Script Path Type Script created with this product v
File genw.bat v
Monitor Type Synchronous Y
Normal Return Value 0 %
Warning Return Value - v
Kill the application when exit Off v
Wail for activation monitoring to Stop before stopping | - v
the cluster
|Exec User - v
Recovery Action Tab
Eeccvery “Action Custom settings v
Recovery Target - v
Recovery Script Execution Count zero v
Execute Script before Reactivation off v
Maximum Reactivation Count 0 time v
Execute Script before Failover off v
[Failover Target Server Stable Server J

When [Server] is selected for [Failover Count

Method|

Maximum Failover Count 1 time Y

When [Cluster] s selected for [Fallover Count

Method]

Maximum Failover Count Set as much as the number of the v

servers
Execute Script before Final Action off v
Enai Action No operation v
Messaae Receive monitor resource
Parameters Default S
i 2 3 4 5 6 7 8 9
Message Receive Monitor Resource Properties

Monitor (common) Tab
Il_nlerval 10 seconds v
Retry Count 0 time v
Wait Time to Start Monitoring 0 seconds. v
Monitor Timing Always v
Target Resource - v

Failure Detection Server

[Failure Detection Server All Servers

|Servers that can run the Group (Add, Remove) - v
Monitor (special) Tab
[category - v
|Keyword - v
Recovery Action Tab
Fecovew Action |Executing failover to the recovery target v
Recovery Target - v
Failover Target Server Stable Server v
Il-Execu(e Failover (0 outside the Server Group Off V.
Final Action No operation v
IExe:ute Script before Final Action Off v
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VM monitor resource

Parameters Default S i
3 5 8 9
VM Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds v
Timeout 60 seconds v
Retry Count 1time v
Wait Time to Start Monitoring 0 seconds v
Monitor Timing Active (fixed) v
Target Resource - v
Failure Detection Server
|Failure Detection Server All Servers N
|Servers that can run the Group (Add, Remove) _ v
Send polling time metrics off v
Monitor (special) Tab
|Virtual Machine Resource - v
Recovery Action Tab
rRecovery Action Custom settings v
Recovery Target - v
Recovery Script Execution Count zero v
[Execute Script before Reactivation Off v
Maximum Reactivation Count 3 times v
Execute Script before Failover off v
Failover Target Server Stable Server 4
When [Server] is selected for [Failover Count
Method|
Maximum Failover Count 1time v
When [Cluster] is selected for [Failover Count
Method]
Maximum Failover Count Set as much as the number of the v
servers
Execute Script before Final Action Off v
Enal Action No operation N
DB2 monitor resource
Parameters Default S i
3 5 8 9
DB2 Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds 4
Timeout 120 seconds v
Do Not Retry at Timeout Occurrence Off v
Do not Execute Recovery Action at Timeout Occurrence|off v
Retry Count 2 times v
Wait Time to Start 0 seconds Y
Monitor Timing Active (fixed 4
Target Resource B 7
Failure Detection Server
[Failure Detection Server All Servers v
|Servers that can run the Group (Add, Remove) - v
Send polling time metrics Off v
Monitor (special) Tab
Monitor Level Level 2 (monitored by update/select) v
Database Name - v
Instance Name DB2 v
User Name |db2admin N
Password - v
Monitor Table Name DB2WATCH v
Recovery Action Tab
Ifecovery Action Custom settings v
Recovery Target - v
Recovery Script Execution Count zero v
Execute Script before Reactivation Off v
Maximum Reactivation Count 0 time v
Execute Script before Failover off v
Failover Target Server Stable Server v
When [Server] is selected for [Failover Count
Method]
Maximum Failover Count 1time v
When [Cluster] is selected for [Fallover Count
Method|
Maximum Failover Count Set as much as the number of the v
servers
|[Execute Script before Final Action off 7
|Final Action No operation M
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FTP monitor resource

I_ Parameters Default S i
3 5 8 9
FTP Monitor Resource Properties
Monitor (common) Tab
Interval 30 seconds v
Timeout 60 seconds v
Do Not Retry at Timeout Occurrence Oif v
Do not Execute Recovery Action at Timeout Occurrence| off v
[Retry Count 3 times v
Wait Time to Start Monitoring 0 seconds Y
Monitor Timing Active (fixed) v
Target Resource _ v
Failure Detection Server
[Failure Detection Server Al Servers v
|Servers that can run the Group (Add, Remove) - v
Send polling time metrics Off v
Monitor (special) Tab
[P Address 127.0.0.1 v
[Port Number 21 v
User Name - v
|-Password - v
|Protocol FTP v
Recovery Action Tab
Recovery Action Custom setting: v
Recovery Target B v
Recovery Script Execution Count zero v
[Execute Script before Reactivation Off v
Maximum Reactivation Count 0 time v
Execute Script before Failover off v
Failover Destination Server Stable Server 4
When [Server] is selected for [Failover Count
Method]
Maximum Failover Count 1 time Y
When [Cluster] 1s selected for [Failover Count
Method
lm]m Failover Count Set as much as the number of the v
servers
Execute Script before Final Action off v
Final Action No operation v
HTTP monitor resource
How to chan
Parameters Default
3 S 8 2]
HTTP Monitor Resource Properties
Monitor (common) Tab
Interval 30 seconds 4
Timeout 60 seconds v
Do Not Retry at Timeout Occurrence Off v
Do not Execute Recovery Action at Timeout O off v
Retry Count 3 times v
Wait Time to Start 0 seconds 4
Monitor Timing Active (fixed) v
Target Resource B v
Failure Detection Server
[Failure Detection Server All Servers
|Servers that can run the Group (Add, Remove) N
Send polling time metrics Off v
Monitor (special) Tab
Connecting Destination 127.0.0.1 v
|-Pon Number | v
Monitor URI - v
Protocol HTTP Y
Request Type HEAD v
Authentication Method No authentication v
User Name - v
Password - v
Client Authentication off v
Client Certificate Subject Name. B 7
Recovery Action Tab
Ifeccvery Action Custom settings v
Recovery Target B 7
Recovery Script Execution Count zero v
Execute Script before Reactivation off v
Maximum Reactivation Count 0 time v
Execute Script before Failover off v
Failover Target Server Stable Server v
When [Server] is selected for [Failover Count
Method
Maximum Failover Count 1time N
When [Cluster] is selected for [Failover Count
Method]
|Max'mum Failover Count Set as much as the number of the v
servers
Execule Script before Final Action Off N
JFinal Action No operation v
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IMAP4 monitor resource

Parameters Default S i
3 5 8 9
IMAP4 Monitor Resource Properties

Monitor (common) Tab
Interval 30 seconds v
Timeout 60 seconds v
Do Not Retry at Timeout Occurrence off v
Do not Execute Recovery Action at Timeout Occurrence| off v
[Retry Count 3 times v
Wait Time to Start Monitoring 0 seconds Y
Monitor Timing Active (fixed) v
Target Resource - v

Failure Detection Server

[Failure Detection Server Al Servers v

|Servers that can run the Group (Add, Remove) - v
Send polling time metrics Off v
Monitor (special) Tab
[P Address 127.0.0.1 v
[Port Number 143 v
User Name - v
|-Password - v
|Authentication Method AUTHENTICATELOGIN v
Recovery Action Tab
Recovery Action Custom setting: v
Recovery Target - v
Recovery Script Execution Count zero v
[Execute Script before Reactivation Off v
Maximum Reactivation Count 0 time v
Execute Script before Failover off v
Failover Target Server Stable Server v

When [Server] 1s selected for [Fallover Count

Method!

Maximum Failover Count 1 time 4

When [Cluster] s selected for [Fallover Count

Method]

|Max'mum Failover Count Set as much as the number of the v

servers
|Execule Script before Final Action off v
Final Action No operation v
ODBC monitor resource
Parameters Default How to chan
3 5] 8 9
ODBC Monitor Resource Properties

Monitor (common) Tab
Interval 60 seconds v
Timeout 120 seconds Y
Do Not Retry at Timeout Occurrence Off v
Do not Execute Recovery Action at Timeout Occurrence| off v
Retry Count 2 times v
Wait Time to Start Monitoring 0 seconds v
Monitor Timing Active (fixed) v
Target Resource 5 7

Failure Detection Server

[Faiture Detection Server All Servers

|Servers that can run the Group (Add, Remove) N
Send polling time metrics Off v
Monitor (special) Tab
Monitor Level Level 2 (monitored by update/select) v
Data Source Name - v
User Name - v
Password - v
Monitor Table Name ODBCWATCH v
Recovery Action Tab
Recovery Action Custom setting: v
Recovery Target - v
Recovery Script Execution Count zero v
[Execute Script before Reactivation Off v
Maximum Reactivation Count 0 time v
Execute Script before Failover off v
Failover Target Server Stable Server 4

When [Server] is selected for [Fallover Count

Method]

Maximum Failover Count 1time v

When [Cluster] is selected for [Fallover Count

Method!

Maximum Failover Count Set as much as the number of the v

servers

Execute Script before Final Action off v
Enal Action No operation A
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Oracle monitor resource

How to chan
Parameters Default
3 5 8 9
[Oracle Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds v
Timeout 120 seconds 4
Collect the Gump file Of the mONTIOr Process at imeout | - v
occurrence
Do Not Retry at Timeout Occurrence off v
Do not Execute Recovery Action at Timeout Occurrence| off v
[Retry Count 2 times v
\Wait Time to Start Monitoring 0 seconds v
Monitor Timing Active (fixed) v
Target Resource - v
Failure Detection Server
Failure Detection Server All Servers v
|Servers that can run the Group (Add, Remove) B v
Send polling time metrics off v
Monitor (special) Tab
Monitor Method Monitor listener and instance 4
Monitor Level Level 2 (monitored by update/select) v
Connect Command |- v
User Name Isys v
Password - v
Authority off v
SYSDBA/DEFAULT SYSDBA v
Monitor Table Name ORAWATCH v
ORACLE_HOME - v
Character Set | (Following the setting of the application) v
Collect detailed application information at failure ot /
occurrence
Collection Timeout 600 seconds v
Generate the monitor error during initialization or
off v
shutdown of Oracle
Recovery Action Tab
Eeccvery “Action Custom settings v
Recovery Target - v
Recovery Script Execution Count zero v
Execute Script before Reactivation off v
Maximum Reactivation Count 0 time v
Execute Script before Failover off v
[Failover Target Server Stable Server v
When [Server] s selected for [Falover Count
Method|
Maximum Failover Count 1 time Y
When [Cluster] is selected for [Failover Count
Method]
Maximum Failover Count Set as much as the number of the v
servers
[Execute Script before Final Action off <
|Final Action No operation M
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POP3 monitor resource

How to change
Parameters Default
I_ 1 2 3 4 5 6 7 8 9
POP3 Monitor Resource Properties
Monitor (common) Tab
Interval 30 seconds v
Timeout 60 seconds v
Do Not Retry at Timeout Occurrence Oif v
Do not Execute Recovery Action at Timeout Occurrence| off v
[Retry Count 3 times v
Wait Time to Start Monitoring 0 seconds v
Monitor Timing Active (fixed) v
Target Resource _ v
Failure Detection Server
[Failure Detection Server Al Servers v
|Servers that can run the Group (Add, Remove) - v
Send polling time metrics Off v
Monitor (special) Tab
[P Address 127.0.0.1 v
[Port Number 110 v
User Name - v
|-Password - v
[Authentication Method APOP Y
Recovery Action Tab
Recovery Action Custom setting: v
Recovery Target B v
Recovery Script Execution Count zero v
[Execute Script before Reactivation Off v
Maximum Reactivation Count 0 time v
Execute Script before Failover off v
Failover Target Server Stable Server 4
When [Server] is selected for [Failover Count
Method|
Maximum Failover Count 1time v
When [Cluster] is selected for [Failover Count
Method]
aximum Failover Count Set as much as the number of the v
servers
[Execute Script before Final Action Off 4
JFinal Action No operation v
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PostareSOL monitor resource

Parameters Default How to chan
3 5 8 9
PostgreSQL Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds v
Timeout 120 seconds 4
Do Not Retry at Timeout Occurrence off v
Do not Execute Recovery Action at Timeout Occurrence] Off v
Retry Count 2 times v
Wait Time to Start Monitoring 0 seconds v
Monitor Timing Active (fixed) v
Target Resource - M
Failure Detection Server
[Failure Detection Server All Servers v
|Servers that can run the Group (Add, Remove) - M
Send polling time metrics Off v
Monitor (special) Tab
Monitor Level Level 2 (monitored by update/select) v
Database Name - v
|P Address 127.0.0.1 v
[Port Number 5432 v
User Name Jpostgres 4
Password - v
Monitor Table Name PSQLWATCH v
Recovery Action Tab
Ifeccvery Action Custom settings v
Recovery Target B 7
Recovery Script Execution Count zero v
Execute Script before Reactivation off v
Maximum Reactivation Count 0 time v
Execute Script before Failover Off v
Failover Target Server Stable Server v
When [Server] 1s selected for [Fallover Count
Method]
Maximum Failover Count 1 time Y
When [Cluster] is selected for [Failover Count
Method]
Maximum Failover Count Set as much as the number of the v
servers
Execute Script before Final Action Off A
Enal Action No operation v
SMTP monitor resource
How to chan
Parameters Default 5 5 s )
SMTP Monitor Resource Properties
Monitor (common) Tab
Interval 30 seconds v
Timeout 60 seconds v
Do Not Retry at Timeout Occurrence Off v
Do not Execute Recovery Action at Timeout Occurrence] Off v
Retry Count 3 times v
Wait Time to Start Monitoring 0 seconds v
Monitor Timing Active (fixed) v
Target Resource B M
Failure Detection Server
|Failure Detection Server All Servers
|Servers that can run the Group (Add, Remove) _
Send polling time metrics off v
Monitor (special) Tab
IP Address 127.0.0.1 v
Port Number 25 v
User Name - v
Password - v
Authentication Method CRAM-MD5 v
[E-mail Address 5 v
Recovery Action Tab
Ifeccvery Action Custom settings v
Recovery Target B 7
Recovery Script Execution Count zero v
Execute Script before Reactivation off v
Maximum Reactivation Count 0 time v
Execute Script before Failover Off v
Failover Target Server Stable Server v
When [Server] is selected for [Failover Count
Method
Maximum Failover Count 1 time v
When [Cluster] 1s selected for [Fallover Count
Method|
Masimum Failover Cownt Set as much as the number of the W
servers
Execule Script before Final Action Off N
|Final Action No operation v
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SOL Server monitor resource

How to change
Parameters Default
1 2 3 4 5 6 7 8 9
SQL Server Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds v
Timeout 120 seconds v
Do Not Retry at Timeout Occurrence Oif v
Do not Execute Recovery Action at Timeout Occurrence| off v
[Retry Count 2 times v
Wait Time to Start Monitoring 0 seconds v
Monitor Timing Active (fixed) v
Target Resource - v
Failure Detection Server
|Failure Detection Server All Servers v
|Servers that can run the Group (Add, Remove) - v
Send polling time metrics off v
Monitor (special) Tab
Monitor Level Level 2 (monitored by update/select) v
Database Name - v
Instance Name |MSSQLSERVER 4
User Name SA v
[Password 5 v
[Monitor Table Name SQLWATCH v
|ODBC Driver Name ODBC Driver 13 for SQL v
Recovery Action Tab
Recovery Action Custom setting: v
Recovery Target - v
Recovery Script Execution Count zero v
[Execute Script before Reactivation Off v
Maximum Reactivation Count 0 time v
Execute Script before Failover off v
[Failover Target Server Stable Server Vv
When [Server] is selected for [Failover Count
Method]
Maximum Failover Count 1 time v
When [Cluster] is selected for [Fallover Count
Method!
Maximum Failover Count Set as much as the number of the v
servers
Execute Script before Final Action Off v
Enal Action No operation A
Tuxedo monitor resource
Parameters Default SRR
1 2 3 4 5 6 7 8 9
[ Tuxedo Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds N
Timeout 120 seconds v
Do Not Retry at Timeout Occurrence Off v
Do not Execute Recovery Action at Timeout Occurrence|off v
Retry Count 2 times v
Wait Time to Start Monitoring 0 seconds v
Monitor Timing Active (fixed v
Target Resource - v
Failure Detection Server
[Failure Detection Server All Servers v
|Servers that can run the Group (Add, Remove) - v
Send polling time metrics off v
Monitor (special) Tab
|Application Server Name IsBL v
| Config File B v
Recovery Action Tab
Ifeccvery Action Custom settings M
Recovery Target - v
Recovery Script Execution Count zero v
Execute Script before Reactivation off v
Maximum Reactivation Count 0 time v
Execute Script before Failover off v
Failover Target Server Stable Server v
When [Server] is selected for [Failover Count
Method!
_W]m Failover Count T time v
When [Cluster] is selected for [Failover Count
Method|
Imlm Failover Gount Set as much as the number of the v
servers
Execute Script before Final Action Off N
|F|na| Action No operation v
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WebSphere monitor resource

How to chan
Parameters Default
3 5 8 9
WebSphere Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds v
Timeout 120 seconds. v
Do Not Retry at Timeout Occurrence Off v
Do not Execute Recovery Action at Timeout Occurrence] Off v
[Retry Count 2 times v
Wait Time to Start Monitoring 0 seconds Y
Monitor Timing Active (fixed) v
Target Resource - v
Failure Detection Server
[Failure Detection Server Al Servers v
|Servers that can run the Group (Add, Remove) - v
Send polling time metrics Off Y
Monitor (special) Tab
I:\ppllcallon Server Name [server1 v
Profile Name default Y
User Name - v
Password - 7
C:\Program
]
nstall Path Files\IBM\WebSphere\AppServer M
Recovery Action Tab
Recovery Action Custom settings v
Recovery Target - v
Recovery Script Execution Count zero v
[Execute Script before Reactivation off M
Maximum Reactivation Count 0 time v
Execute Script before Failover off v
Failover Target Server Stable Server v
When [Server] is selected for [Fallover Count
Method]
Maximum Failover Count 1time v
When [Cluster] is selected for [Failover Count
Method]
Maximum Failover Count Set as much as the number of the v
servers
[Execute Script before Final Action Off v
|Final Action No operation v
WebLoaic monitor resource
How to chan
Parameters Default
3 5 8 9
WebLogic Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds v
Timeout 120 seconds v
Do Not Retry at Timeout Occurrence off v
Do not Execute Recovery Action at Timeout Occurrence] Off v
[Retry Count 2 times v
Wait Time to Start Monitoring 0 seconds 4
Monitor Timing Active (fixed) v
Target Resource - v
Failure Detection Server
[Faiure Detection Server All Servers
|Servers that can run the Group (Add, Remove) N
Send polling time metrics Off 4
Monitor (special) Tab
IP Address 127.0.0.1 v
Port 7002 v
Monitor Method RESTful API v
[Protocol HTTP v
User Name weblogic v
Password - v
~Dwist.offline log=disable -
Add command option Duser Us v
Account Shadow off v
On: Config File - v
On: Key File - v
Off: User Name: weblogic v
Off: Password - v
Authority Method DemoTrust 4
Key Store File - v
Install Path gr“:(:’racle\MlddIeware\OracleiHOme\wls v
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Recovery Action Tab
[Recovery Action Custom settings v
Recovery Target - v
Recovery Script Execution Count zero v
Execute Script before Reactivation off v
Maximum Reactivation Count 0 time v
Execute Script before Failover off v
Failover Target Server Stable Server v
When [Server] is selected for [Fallover Count
Method]
Maximum Failover Count 1 time. v
When [Cluster] 1s selected for [Fallover Count
Method
Maximum Failover Count Set as much as the number of the v
servers
Execute Script before Final Action Off v
Final Action No operation e
WebOTX monitor resource
How to change
Parameters Default
1 2 3 4 5 6 7 8 9
WebOTX Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds Y
Timeout 120 seconds. v
Do Not Retry at Timeout Occurrence Off v
Do not Execute Recovery Action at Timeout Occurrence] Off v
Retry Count 1time v
Wait Time to Start 0 seconds v
Monitor Timing Active (fixed Y
Target Resource B v
Failure Detection Server
[Failure Detection Server All Servers
|Servers that can run the Group (Add, Remove) N
Send polling time metrics Off v
Monitor (special) Tab
Connecting Destination Ilocalhosl v
Port Number 6212 v
User Name - v
Password B v
|install Path - M
Recovery Action Tab
Eeccvery “Action Custom settings v
Recovery Target - v
Recovery Script Execution Count zero v
Execute Script before Reactivation off v
Maximum Reactivation Count 0 time v
Execute Script before Failover off v
|Failover Target Server Stable Server J
When [Server] s selected for [Falover Count
Method
Maximum Failover Count |1 time v
When [Cluster] is selected for [Failover Count
Method]
|Max|mum Failover Count Set as much as the number of the v
servers
Execute Script before Final Action off v
Final Action IStop cluster service and shutdown OS v
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JVM monitor resource

How to chan
Parameters Default 3 S B 5
VM Monitor Resource Properties
Monitor (common) Tab
Interval 60 seconds v
Timeout 180 seconds v
Do Not Retry at Timeout Occurrence On v
Do not Execute Recovery Action at Timeout Occurrence|on v
rRelry Count 1 time v
Wait Time to Start Monitoring 0 seconds v
Monitor Timing Active v
Target Resource _ v
Failure Detection Server
[Failure Detection Server Al Servers v
|Servers that can run the Group (Add, Remove) - v
Send polling time metrics Off v
Monitor (special) Tab
Target N
JVM Type - v
Identifier - v
Connection Port - v
Process Name - v
User - v
[Password 5 v
Command - 7
Memory Tab(when Oracle Java s selected for
JVM type)
[Monitor Heap Memory Rate On v
Folal Usage 80% v
Eden Space 100% v
Survivor Space 100% v
Tenured Gen 80% v
Monitor Non-Heap Memory Rate On v
Total Usage 80% 4
Code Cache Il—UO% v
Perm Gen Js0% v
Perm Gen[shared-ro] 80% v
[Perm Genishared-rw] 80% J
|Command - v
Memory Tab(when Oracle Java(usage
monitoring) is selected for JVM Type]
Monitor Heap Memory Usage Off v
Folal Usage 0 megabytes v
Eden Space 0 megabytes M
Survivor Space 0 megabytes 4
Tenured Gen 0 megabytes v
Monitor Non-Heap Memory Usage Off v
Total Usage 0 megabytes N
Code Cache 0 megabytes v
CodeHeap non-nmethods 0 megabytes v
CodeHeap profiled 0 megabytes Y
CodeHeap non- profiled 0 megabytes v
Compressed Class Space 0 megabytes v
Metaspace 0 megabytes v
Command - v
Thread Tab
[Monitor the number of Active Threads 65535 threads Y
|Command - v
GC Tab
Monitor the time in Full GC 65535 milliseconds v
Monitor the count of Full GC execution 1time v
Command - v
WebLogic Tab
Monitor the requests in Work Manager Off v
Target Work Managers - v
The number 65535 v
Average 65535 v
Increment from the last 80% v
Monitor the requests in Thread Pool Off v
Waiting Requests, The number 65535 v
Waiting Requests, Average 65535 v
Waiting Requests, Increment from the last 80% v
ercullng Requests, The number 65535 J
Executing Requests, Average 65535 4
|Executing Requests, Increment from the last 80% v
|Command - v
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Recovery Action Tab
[Recovery Action Custom settings v
Recovery Target 5 M
Recovery Script Execution Count zero v
Execute Script before Reactivation off v
Maximum Reactivation Count 3 times v
Execute Script before Failover off v
[Failover Target Server Stable Server J
When [Server] s selected for [Falover Count
Method
Maximum Failover Count 1time v
When [Cluster] s selected for [Fallover Count
Method]
Maximum Failover Count Set as much as the number of the v
servers
[Execute Script before Final Action Off v
|Final Action No operation M
System monitor resource
How to chan
Parameters Default 5 5 5 5
System Monitor Resource Properties
Monitor (common) Tab
Interval 30 seconds v
Timeout 60 seconds v
Retry Count 0 time v
Wait Time to Start Monitoring 0 seconds v
Monitor Timing Always v
Target Resource - v
Failure Detection Server
Fallure Detection Server All Servers v
|Servers that can run the Group (Add, Remove) B v
Send polling time metrics Off M
Monitor (special) Tab
Monitoring CPU usage ON v
CPU Usage 90% v
Duration Time 60 minutes v
Monitoring total usage of memory ON v
Total memory usage 90% v
Duration Time 60 minutes v
Moitoring total usage of virtual memory ON v
Total virtual memory usage 90% v
Duration Time 60 minutes v
Logical drive v
Utilization rate ON N
Warning level 90% v
Notice level 80% v
Duration 1440 minutes 4
Free space ON v
Warning level 500 MB v
Notice level 1000 MB 4
Duration 1440 minutes v
[Recovery Action Tab
Recovery Action Custom setting: v
Recovery Target - v
Recovery Script Execution Count zero v
|Execute Script before Reactivation Off v
Maximum Reactivation Count zero v
Execute Script before Failover off v
- Failover Target Server Stable server v
When [Server] is selected for [Failover Count
Method]
Maximum Failover Count 1 time v
When [Cluster] is selected for [Failover Count
Method
Maximum Failover Count Set as much as the number of the v
servers
inal Action No Operation v
|EXECUIE Script before Final Action Off v
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Process resource monitor resource

|- Parameters Default S i
3 5 8 9
Process Resource Monitor Resource Properties
Monitor (common) Tab
Interval 30 seconds v
Timeout 60 seconds v
Retry Count 0 time v
Wait Time to Start Monitoring 0 seconds v
Monitor Timing Always v
Target Resource - v
Failure Detection Server
|Failure Detection Server All Servers
|Servers that can run the Group (Add, Remove) _
Send polling time metrics off v
Monitor (special) Tab
Process Name - v
Monitoring CPU usage on v
CPU usage 90% v
Duration Time 1440 minutes v
Monitoring usage of memory on v
[Rate of increase from the First Monitoring Point 10% v
Maximum Update Count 1440 times v
Monitoring number of opeing files number) _|off v
Refresh Count 1440 times 4
Monitoring number of running threads on v
Duration Time 1440 minutes v
of the Same Name off v
Count 100 v
Recovery Action Tab
rRecovery Action Custom setting: v
Recovery Target - v
Recovery Script Execution Count 0 v
[Execute Script before Reactivation off M
Maximum Reactivation Count 0 v
Execute Script before Failover off v
Failover Target Server Stable server Y
When [Server] is selected for [Failover Count
Method|
Maximum Failover Count 1 time v
When [Cluster] is selected for [Failover Count
Method|
Maximum Failover Count Set as much as the number of the
I servers
Execute Script before Final Action Off v
Enal ‘Action No operation
User mode monitor resource
Parameters Default SOOI e
3 5 8 9
User mode Monitor Resource Properties
Monitor (common) Tab
Interval 30 seconds 4
Timeout 300 seconds v
Wait Time to Start Monitoring 0 seconds v
Failure Detection Server
[Failure Detection Server All Servers v
|Servers that can run the Group (Add, Remove) - v
Send polling time metrics Off v
Monitor (special) Tab
Use Heartbeat Interval/Timeout Oon v
Monitoring Method keepalive Y
Action When Timeout Occurs |Generate an intentional stop error N
Create a Dummy Thread fon v
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Dynamic DNS monitor resource

Parameters Default How to chan
3 5 8 9
Dynamic DNS Monitor Resource Properties
Monitor(common) Tab
Interval 60 seconds v
Timeout 180 seconds Y
Do Not Retry at Timeout Occurrence On v
Do not Execute Recovery Action at Timeout Occurrence|on M
Retry Count 1time v
Wait Time to Start Monitoring 0 seconds v
Monitoring Timing \When active (fixed) N
Target Resource - M
Failure Detection Server
|Failure Detection Server All Servers v
|Servers that can run the Group (Add, Remove) B v
Send polling time metrics Off v
Monitor (special) Tab
[Check Name Resolution On %
Recovery Action Tab
Recovery Action Custom setting: v
Recovery Target B v
Recovery Script Execution Count 0 times. v
Execute Script before Reactivation off v
Count 3 times v
Execute Script before Failover off v
Failover Target Server Stable server Y
When [Server] is selected for [Fallover Count
Method|
Maximum Failover Count 1 time v
When [Cluster] is selected for [Failover Count
Method
Maximum Failover Count Set as much as the number of the v
I servers
Execute Script before Final Action Off v
Enal Action No operation A
Process Name monitor resource
Parameters Default How to chan
3 5] 8 9
Process Name Monitor Resource Properties
Monitor(common) Tab
Interval 5 seconds 4
Timeout 60 seconds v
Do Not Retry at Timeout Occurrence On v
Do not Execute Recovery Action at Timeout Occurrence|on v
Retry Count 0 time v
\Wait Time to Start Monitoring 3 seconds v
Monitoring Timing Always v
Target Resource - v
Failure Detection Server
|Failure Detection Server All Servers v
|Servers that can run the Group (Add, Remove) B v
Send polling time metrics Off M
Monitor (special) Tab
[Process name - v
|Servers that can run the Group (Add, Remove) 1 v
Recovery Action Tab
Ifeccvery Action Custom settings v
Recovery Target B 7
Recovery Script Execution Count 0 times v
Execute Script before Reactivation off v
Maximum Reactivation Count 3 times v
Execute Script before Failover off v
Failover Target Server Stable server v
When [Server] is selected for [Failover Count
Method
IMaxlmum Failover Count 1time N
When [Cluster] is selected for [Failover Count
Method|
Maximum Failover Count Set as much as the number of the v
servers
Execule Script before Final Action Off N
|Final Action No operation v
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AWS Elastic IP monitor resource

How to chan
Parameters Default
3 5 8 9
[AWS elastic ip Monitor Resource Properties
Monitor(common) Tab
Interval 60 seconds v
Timeout 180 seconds v
Do Not Retry at Timeout Occurrence On v
Do not Execute Recovery Action at Timeout Occurrence|on v
rRelry Count 1 time v
Wait Time to Start Monitoring 0 seconds v
Monitor Timing Active (fixed) v
Target Resource Jawseip v
Failure Detection Server
|Failure Detection Server All Servers v
|Servers that can run the Group (Add, Remove) - v
Send polling time metrics Off v
Monitor (special) Tab
Action when AWS CLI command failed to receive
response Disable recovery action(Do nothing) v
Recovery Action Tab
Ifeccvery Action Custom settings v
Recovery Target B 7
Recovery Script Execution Count zero v
Execute Script before Reactivation off v
Maximum Reactivation Count 3 times v
Execute Script before Failover off v
Failover Target Server Stable server v
When [Server] s selecied Tor [Falover Count
Method]
Maximum Failover Count 1 time v
en [Cluster] Is selected for [Failover Count
Method
Maximum Failover Count Set as much as the number of the v
servers
|Execute Script before Final Action off 7
|Final Action No Operation Y
AWS Virtual IP monitor resource
How to chan
Parameters Default
3 5 8 9
[AWS virtual ip Monitor Resource Properties
Monitor(common) Tab
Interval 60 seconds v
Timeout 180 seconds v
Do Not Retry at Timeout Occurrence On v
Do not Execute Recovery Action at Timeout Occurrence|on v
[Retry Count 1 time v
Wait Time to Start Monitoring 0 seconds 4
Monitor Timing Active (fixed) v
Target Resource awsvip v
Failure Detection Server
[Failure Detection Server All Servers v
|Servers that can run the Group (Add, Remove) - v
'Send polling time metrics off v
Monitor (special) Tab
Action when AWS CLI command failed to receive
|res onse Disable recovery action(Do nothing) v
Recovery Action Tab
Recovery Action Custom setting: v
Recovery Target B v
Recovery Script Execution Count zero v
[Execute Script before Reactivation Off v
Maximum Reactivation Count 3 times v
Execute Script before Failover Off v
Failover Target Server Stable server v
When [Server] 1s selecied for [Falover Count
Method]
Maximum Failover Count 1time v
When [Cluster] is selected for [Failover Count
Method
Maximum Failover Count Set as much as the number of the v
servers
Execute Script before Final Action Off v
Final Action No Operation 4
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AWS Secondary IP monitor resource

How to chan
Parameters Default
3 5 8 9
[AWS secondary ip Monitor Resource Properties
Monitor(common) Tab
Interval 60 seconds v
Timeout 120 seconds v
Do Not Retry at Timeout Occurrence On v
Do not Execute Recovery Action at Timeout Occurrence|on v
rRelry Count 1 time v
Wait Time to Start Monitoring 3 seconds v
Monitor Timing Active (fixed) v
Target Resource Jawssip v
Failure Detection Server
|Failure Detection Server All Servers v
|Servers that can run the Group (Add, Remove) - v
Send polling time metrics Off v
Monitor (special) Tab
Action when AWS CLI command failed to receive
response Disable recovery action(Do nothing) v
Recovery Action Tab
Ifeccvery Action Custom settings v
Recovery Target B 7
Recovery Script Execution Count zero v
Execute Script before Reactivation off v
Maximum Reactivation Count 3 times v
Execute Script before Failover off v
Failover Target Server Stable server v
When [Server] s selected for [Fallover Count
Method]
Maximum Failover Count 1 time v
en [Cluster] Is selected for [Failover Count
Method
Maximum Failover Count Set as much as the number of the v
servers
|Execute Script before Final Action off 7
|Final Action No Operation Y
AWS AZ monitor resource
How to chan
Parameters Default
3 5 8 9
[AWS AZ Monitor Resource Properties
Monitor(common) Tab
Interval 60 seconds v
Timeout 180 seconds v
Do Not Retry at Timeout Occurrence On v
Do not Execute Recovery Action at Timeout Occurrence|on v
[Retry Count 1 time v
Wait Time to Start Monitoring 0 seconds 4
Monitor Timing Always (fixed) v
Target Resource B v
Failure Detection Server
Failure Detection Server All Servers v
|Servers that can run the Group (Add, Remove) - v
Send polling time metrics off v
Monitor (special) Tab
[Availability Zone - v
Action when AWS CLI command failed to receive
esponse Disable recovery action(Do nothing) v
Recovery Action Tab
Ifecovery Action Custom settings v
Recovery Target N 7
Recovery Script Execution Count zero v
Execute Script before Reactivation Off v
Maximum Reactivation Count 0 times v
Execute Script before Failover off v
Failover Target Server Stable Server v
When [Server] is selected for [Failover Count
Method
Maximum Failover Count 1 time v
When [Cluster] is selected for [Failover Count
Method
Maxkmum Failover Cowit Set as much as the number of the W
servers
|[Execute Script before Final Action off 7
|Final Action No Operation Y
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AWS DNS monitor resource

How to chan
Parameters Default
3 5 8 9
[AWS DNS Monitor Resource Properties
Monitor(common) Tab
Interval 60 seconds v
Timeout 180 seconds 4
Do Not Retry at Timeout Occurrence on v
Do not Execute Recovery Action at Timeout Occurrence[on v
Retry Count 1 time. 4
Wait Time to Start Monitoring 300 seconds v
Monitor Timing Active (fixed) v
Target Resource Jawsdns v
Failure Detection Server
|Fa||ure Detection Server All Servers v
|Servers that can run the Group (Add, Remove) - M
Send polling time metrics Off v
Monitor (special) Tab
[Monitor Resource Record Set On v
[Action when AWS CLI command falled (o recewe| —
Disable recovery action(Do nothing)
response
Check Name Resolution on v
Recovery Action Tab
Ifeccvery Action Custom settings v
Recovery Target - v
Recovery Script Execution Count 0 time v
Execute Script before Reactivation Off 4
Maximum Reactivation Count 3 times v
Execute Script before Failover off v
Failover Target Server Stable Server v
When [Server] is selected for [Failover Count
Method]
Maximum Failover Count 1 time v
When [Cluster] is selected for [Fallover Count
Method
Maximum Failover Count Set as much as the number of the v
servers
Execute Script before Final Action Off v
Final Action No Operation 4
Azure probe port monitor resource
How to chan
Parameters Default
3 5 8 9
[Azure probe port Monitor Resource Properties
Monitor(common) Tab
Interval 60 seconds 4
Timeout 180 seconds v
Do Not Retry at Timeout Occurrence On v
Do not Execute Recovery Action at Timeout Occurrence|On N
Retry Count 1time v
Wait Time to Start Monitoring 0 seconds v
Monitor Timing Active (fixed 4
Target Resource Jazurepp v
Failure Detection Server
[Failure Detection Server All Servers v
|Servers that can run the Group (Add, Remove) - v
Send polling time metrics off v
Monitor (special) Tab
| Action when Probe port wait imeout Disable recovery action(Do nothing) v
Recovery Action Tab
Recovery Action Custom settings Y
Recovery Target - v
Recovery Script Execution Count zero v
[Execute Script before Reactivation Off v
Maximum Reactivation Count 3 times v
Execute Script before Failover off v
Failover Target Server Stable Server v
When [Server] is selected for [Failover Count
Method]
Maximum Failover Count 1time v
When [Cluster] is selected for [Failover Count
Method!
Maximum Failover Count Set as much as the number of the v
servers
Execute Script before Final Action Off v
Final Action No Operation 4
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Azure load balance monitor resource

Parameters Default S i
3 5 8 9
[Azure load balance Monitor Resource Properties
Monitor(common) Tab
Interval 60 seconds v
Timeout 180 seconds. v
Do Not Retry at Timeout Occurrence on v
Do not Execute Recovery Action at Timeout Occurrence|on v
rRelry Count 1 time v
Wait Time to Start Monitoring 0 seconds v
Monitor Timing Always (fixed) v
Target Resource - v
Failure Detection Server
[Failure Detection Server Al Servers v
|Servers that can run the Group (Add, Remove) - v
Send polling time metrics Off v
Monitor (special) Tab
| Target Resource M
Recovery Action Tab
Eeccvery “Action Custom settings J
Recovery Target - v
Recovery Script Execution Count zero v
Execute Script before Reactivation off v
Maximum Reactivation Count 3 times v
[Execute Script before Failover Off v
Failover Target Server Stable Server v
I~ When [Server] Is selected for [Fallover Count |
Method]
Maximum Failover Count 0 time v
When [Cluster] is selected for [Failover Count
Method
Maximum Failover Count Specify the count. [zero] Y
|Execute Script before Final Action |o« 7
|Final Action INo Operation M
Azure DNS monitor resource
How to chan
Parameters Default
3 5 8 9
|Azure DNS Monitor Resource Properties
Monitor(common) Tab
Interval 60 seconds v
Timeout 180 seconds. v
Do Not Retry at Timeout Occurrence on v
Do not Execute Recovery Action at Timeout Occurrencefon v
[Retry Count 1 time v
Wait Time to Start Monitoring 60 seconds 4
Monitor Timing Aciive (fixed) v
Target Resource azuredns v
Failure Detection Server
[Failure Detection Server All Servers v
|Servers that can run the Group (Add, Remove) - v
Send polling time metrics Off v
Monitor (special) Tab
| Check Name Resolution On v
Recovery Action Tab
Recovery Action Custom settings v
ITReccvery Target Jazuredns v
l:zecovery Script Execution Count 0 time v
Execute Script before Reactivation off v
Maximum Reactivation Count 3 times v
Execute Script before Failover off v
Failover Target Server Stable Server v
|~ Whnen [Server] is selected for [Failover Count |
Method!
Maximum Failover Count 1 time v
When [Cluster] is selected for [Fallover Count
Method!
Maximum Failover Count Set as much as the number of the v
servers
|Execute Script before Final Action off 7
|Final Action No Operation M
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Gooale Cloud Virtual IP monitor resource

How to chan
Parameters Default
3 5 8 9
Google Cloud Virtual IP Monitor Resource Properties
Monitor(common) Tab
Interval 60 seconds v
Timeout 180 seconds. v
Do Not Retry at Timeout Occurrence on v
Do not Execute Recovery Action at Timeout Occurrence|on v
rRelry Count 1 time v
Wait Time to Start Monitoring 0 seconds v
Monitor Timing Active (fixed) v
Target Resource Jgcvip v
Failure Detection Server
[Failure Detection Server Al Servers v
|Servers that can run the Group (Add, Remove) - v
Send polling time metrics Off v
Monitor (special) Tab
|Action when Health check wait timeout Disable recovery action(Do nothing) v
Recovery Action Tab
Eeccvery “Action Custom settings J
Recovery Target - v
Recovery Script Execution Count zero v
Execute Script before Reactivation off v
Maximum Reactivation Count 3 times v
Execute Script before Failover off v
Failover Target Server Stable Server v
|~ Wnen [Server] is selected for [Failover Count |
Method
Maximum Failover Count 1 time. v
When [Cluster] is selected for [Failover Count
Method]
Maximum Failover Count Set as much as the number of the v
servers
[Execute Script before Final Action Off v
|Final Action No Operation M
Gooale Cloud load balance monitor resource
How to chan
Parameters Default
3 5 8 9
Google Cloud load balance Monitor Resource
Monitor(common) Tab
Interval 60 seconds v
Timeout 180 seconds. v
Do Not Retry at Timeout Occurrence on v
Do not Execute Recovery Action at Timeout Occurrence|on v
[Retry Count 1 time v
Wait Time to Start Monitoring 0 seconds v
Monitor Timing Always (fixed) v
Target Resource - v
Failure Detection Server
|Failure Detection Server All Servers v
|Servers that can run the Group (Add, Remove) - v
Send polling time metrics Off v
Monitor (special) Tab
| Target Resource - M
Recovery Action Tab
Ifeccvery Action Custom settings M
Recovery Target - v
Recovery Script Execution Count zero v
Execute Script before Reactivation off v
Count 3 times v
[Execute Script before Failover Off 7
Failover Target Server Stable Server v
When [Server] is selected for [Failover Count
Method
Maximum Failover Count 0 time v
When [Cluster] is selected for [Failover Count
Method
Maximum Failover Count Specify the count. [zero] v
Execute Script before Final Action |off v
Final Action JNo Operation v
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Oracle Cloud Virtual IP monitor resource

Parameters Default S i
3 5 8 9
Oracle Cloud Virtual IP Monitor Resource Properties
Monitor(common) Tab
Interval 60 seconds v
Timeout 180 seconds v
Do Not Retry at Timeout Occurrence On v
Do not Execute Recovery Action at Timeout Occurrence|On v
Retry Count 1 time v
Wait Time to Start Monitoring 0 seconds v
Monitor Timing Active (fixed) v
Target Resource ocvip v
Failure Detection Server
|Failure Detection Server All Servers v
|Servers that can run the Group (Add, Remove) - M
Send polling time metrics off v
Monitor (special) Tab
|Action when Health check wait timeout Disable recovery action(Do nothing) Y
Recovery Action Tab
Recovery Action Custom settings 4
Recovery Target - v
Recovery Script Execution Count zero v
[Execute Script before Reactivation Off v
Maximum Reactivation Count 3 times v
Execute Script before Failover off v
[Failover Target Server Stable Server v
When [Server] is selected for [Failover Count
Method]
Maximum Failover Count 1 time v
When [Cluster] is selected for [Fallover Count
Method!
Maximum Failover Count Set as much as the number of the v
servers
Execute Script before Final Action Off v
Enal Action No Operation A
Google Cloud DNS monitor resource
Parameters Default How to chan
3 5] 8 9
Google Cloud DNS monitor Resource Properties
Monitor(common) Tab
Interval 60 seconds v
Timeout 120 seconds Y
Do Not Retry at Timeout Occurrence on v
Do not Execute Recovery Action at Timeout Occurrence|On v
rRelry Count 1 time v
Wait Time to Start Monitoring 3 seconds Y
Monitor Timing Active (fixed) v
Target Resource Jgcdns N
Failure Detection Server
[Failure Detection Server All Servers v
|Servers that can run the Group (Add, Remove) - v
Send polling time metrics Off v
Recovery Action Tab
F{ecovery Action Custom settings v
Recovery Target - v
Recovery Script Execution Count 0 time v
Execute Script before Reactivation Off v
Pﬁaxlmum Reactivation Count 3 times Y
Execute Script before Failover off v
Failover Target Server Stable Server 4
When [Server] is selected for [Failover Count
Method]
Failover Count 1 time Y
[~ When [Cluster] 1s selected for [Failover Count
Method
Maximum Failover Count Set as much as the number of the v
servers
[Execute Script before Final Action Off v
[Final Action No Operation Y
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Oracle Cloud load balance monitor resource

How to chan
Parameters Default 3 S s 5
Oracle Cloud load balance Monitor Resource
Monitor(common) Tab
Interval 60 seconds v
Timeout 180 seconds v
Do Not Retry at Timeout Occurrence on v
Do not Execute Recovery Action at Timeout Occurrence|on v
rRelry Count 1 time v
Wait Time to Start Monitoring 0 seconds Y
Monitor Timing Always (fixed) v
Target Resource - v
Failure Detection Server
[Failure Detection Server Al Servers v
|Servers that can run the Group (Add, Remove) - v
Send polling time metrics Off Y
Monitor (special) Tab
| Target Resource M
Recovery Action Tab
Eeccvery “Action Custom settings J
Recovery Target - v
Recovery Script Execution Count zero v
Execute Script before Reactivation off v
Maximum Reactivation Count 3 times v
[Execute Script before Failover off 7
Failover Target Server Stable Server v
When [Server] is selected for [Failover Count
Method]
Maximum Failover Count 0 time v
When [Cluster] is selected for [Failover Count
Method]
Maximum Failover Count Specify the count. [zero] Y
|Execute Script before Final Action |ow 7
|Final Action INo Operation M

2.8. Parameters list
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2.9 Upper limits of registration

Version You can register up to
Cluster 12.00 or later 1
Server 12.00 or later 32
Server Group 12.00 or later 9
Group 12.00 or later 128
12.00 or later 512
Group resource
(Per one group)
Monitor resource 12.00 or later 384
Heartbeat resource 12.00 or later 16
Witness heartbeat resource 12.10 or later 1
Network Partition Resolution Re- | 12.00 or later 64
source
Mirror disk resources and hybrid | 12.00 or later 22
disk resources (Per cluster) in total
Mirror Disk Connect 12.00 or later 16
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CHAPTER
THREE

GROUP RESOURCE DETAILS

This chapter provides information on group resources that constitute a failover group.

For overview of group resources, see , "Design a system configuration" in the "Installation and Configuration Guide".

This chapter covers:

3.1
3.2.
3.3.
3.4.
3.5.
3.6.
3.7.
3.8.
3.9.

3.10.
3.11.
3.12.
3.13.
3.14.
3.15.
3.16.
3.17.
3.18.
3.19.
3.20.
3.21.
3.22.
3.23.
3.24.

Group resources

What is a group?

Group common properties

Group properties

Resource Properties

Understanding application resources
Understanding floating IP resources
Understanding mirror disk resources
Understanding registry synchronization resources
Understanding script resources
Understanding disk resources
Understanding service resources
Understanding virtual computer name resources
Understanding dynamic DNS resources
Understanding virtual IP resources
Understanding CIFS resources
Understanding hybrid disk resources
Understanding AWS elastic ip resources
Understanding AWS virtual ip resources
Understanding AWS secondary ip resources
Understanding AWS DNS resources
Understanding Azure probe port resources
Understanding Azure DNS resources

Understanding Google Cloud virtual IP resources
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* 3.25. Understanding Google Cloud DNS resources

* 3.26. Understanding Oracle Cloud virtual IP resources
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3.1 Group resources

Currently supported group resources are as follows:

Group resource name Abbreviation Functional overview

Application resources appli Refer to "Understanding application resources".

Floating IP resources fip Refer to "Understanding floating IP resources".

Mirror disk resources md Refer to "Understanding mirror disk resources".

Registry  synchronization re- | regsync Refer to "Understanding registry synchronization

sources resources".

Script resources script Refer to "Understanding script resources".

Disk resources sd Refer to "Understanding disk resources".

Service resources service Refer to "Understanding service resources".

Virtual computer name re- | vcom Refer to "Understanding virtual computer name

sources resources".

Dynamic DNS resources ddns Refer to "Understanding dynamic DNS re-
sources".

Virtual IP resources vip Refer to "Understanding virtual IP resources".

CIFS resources cifs Refer to "Understanding CIFS resources ".

Hybrid disk resource hd Refer to "Understanding hybrid disk resources".

AWS elastic ip resource awseip Refer to "Understanding AWS elastic ip re-
sources".

AWS virtual ip resource awsvip Refer to "Understanding AWS virtual ip re-
sources".

AWS secondary ip resource awssip Refer to "Understanding AWS secondary ip re-
sources".

AWS DNS resource awsdns Refer to "Understanding AWS DNS resources".

Azure probe port resource azurepp Refer to "Understanding Azure probe port re-
sources".

Azure DNS resource azuredns Refer to "Understanding Azure DNS resources".

Google Cloud virtual IP resource | gevip Refer to "Understanding Google Cloud virtual IP
resources".

Google Cloud DNS resource gcdns Refer to "Understanding Google Cloud DNS re-
sources".

Oracle Cloud virtual IP resource | ocvip Refer to "Understanding Oracle Cloud virtual IP

resources".

3.1. Group resources
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3.2 What is a group?

A group is a unit to perform a failover. Rules regarding to operations at failover (failover policies) can be set per group.

3.2.1 Understanding the group types

Groups fall into the following type.

 Failover group
Collects the resources required for application continuation and performs failover for each application. Up to
256 group resources can be registered with each group.

3.2.2 Understanding the group properties

The properties that can be set on each group are described below:

¢ Servers that can run the Group

Select and set the servers that can run the group from the servers that configure a cluster. Specify the order of
priority to the servers that can run the group for running the group.

¢ Startup Attribute
Sets the startup attribute of a group to the auto startup or manual startup.

In the case of the auto startup, when a cluster is started, a group is started up automatically on the server that
has the highest priority among the servers that can run the group.

In the case of the manual startup, a group is not started even when a server is started up. After starting the
server, start up the group manually by using the Cluster WebUI or the clpgrp command. For details on the
Cluster WebUI, see online manual. For details on the clpgrp command, see "Operating groups (clpgrp
command)" in "EXPRESSCLUSTER command reference" in this guide.

* Failover Attribute
Specity the failover method. The following failover attributes can be specified.

Auto Failover
A heartbeat timeout or error detection by a group or monitor resource triggers an automatic failover.
For an automatic failover, the following options can be specified.

— Use the startup server settings
When failover is executed due to the error detection of the group resource or monitor resource, the
failover destination settings of the resource is used (stable server/ the server that has the highest priority).
Also, when failing over is executed due to the timeout detection of the heartbeat, the failover destination
is determined following the priority of the server set as servers that can run the group.
For the operation when a stable server or the server that has the highest priority is used, see "Recovery
Operation tab" and "Recovery Action tab".

— Fail over dynamically

The failover destination is determined by considering the statuses of each server's monitor resource or
failover group, and then a failover is performed.

The failover destination is determined in the following way.
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Determination factor

Condition

Result

Status of critical monitor
resource

Error (all servers)

When there is no failover destination, pro-
ceed to failover judgment process while ig-
noring errors of critical monitor resources.

Normal (single server)

A normal server is used as the failover desti-
nation.

Normal (multiple servers)

Proceed to the process that compares error
levels.

Perform a failover while | Set Proceed to the process that ignores the sta-
ignoring errors of critical tus of the critical monitor resource and which
monitor resources compares error levels for all the activated
servers.
Not set Failover is not performed.

Number of servers that
have the lowest error level

1

The server with the lowest error level is used
as the failover destination.

Two or more

Proceed to the process that judges whether
there is a server that can perform a failover
in the server that has the lowest error level
and that is in the same server group as the
failover source.

Prioritize failover policy in
the server group

Set

and
Within the same server
group as the failover source,
there is a server that can
perform failover.

The server in the same server group is used
as the failover destination.

Set

and
Within the same server
group as the failover source,
there is no server that can
perform a failover.

Proceed to the smart failover judgment pro-
cess.

Not set Proceed to the smart failover judgment pro-
cess.
Perform a smart failover The server recommended by the smart
Set failover is used as the failover destination.
and

The number of servers
recommended as the
failover destination is 1.

Continued on next page

3.2. What is a group?
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Table 3.2 — continued from previous page

Determination factor Condition Result
Proceed to the operation level judgment pro-
Set cess.
and

The number of servers
recommended as the
failover destination is 2 or
more.

Not set

Proceed to the operation level judgment pro-
cess.

Number of servers with
the lowest operation level

The server that has the lowest operation level
is used as the failover destination.

Two or more

The running server that has the highest pri-
ority is used as the failover destination.

Note:

Critical monitor resource

Exclude the server which is detecting the error by a monitor resource from the failover destination.

The monitor that is used can be set with the Cluster WebUI.

Error level

This is the number of monitor resources that have detected errors.

Smart failover

A function that assigns the server with the smallest load as the failover destination, based on the system
resource information collected by the System Resource Agent. To enable this function, a System Resource
Agent license must be registered on all the servers set as the failover destination and the system monitor
resource must be set as the monitor resource. For details on the system resource monitor, see "Understanding
system monitor resources" in "Monitor resource details" in this guide.

Operation level

This is the number of failover groups that have been started or are being started, excluding management group.

— Prioritize failover policy in the server group

If a server in the same server group can be used as the failover destination, this server is preferably used.
If no server in the same server group can be used as the failover destination, a server in another server
group is used as the failover destination.

When failover is executed due to the error detection of the group resource or monitor resource, the
failover destination settings of the resource is used (stable server/ the server that has the highest priority).
Also, when failing over is executed due to the timeout detection of the heartbeat, the failover destination
is determined following the priority of the server set as servers that can run the group.

— Allow only a manual failover between server groups

This can be selected only when the above Prioritize failover policy in the server group is set.
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An automatic failover is performed only if a server within the same server group is the destination.

If no servers in the same server group can be used as the failover destination, failing over to a server in
another server group is not automatically performed.

To move the group to a server in another server group, use the Cluster WebUI or clpgrp command.

Manual Failover

Failover is not automatically performed when a heartbeat is timed out. In that case, perform failover manually
by using the Cluster WebUI or the clpgrp command. However, even if manual failover is specified, a failover is
performed automatically when an error is detected by a group or monitor resource.

Note: If Execute Failover to outside the Server Group is set in message receive monitor resource setting,
dynamic failover setting and failover setting between server groups will be invalid. A failover is applied to the
server that is in a server group other than the server group to which the failover source server belongs and which
has the highest priority.

¢ Failover Attribute (Advanced)
Allows an advanced configuration of the automatic failover method specified in Failover Attribute.
Auvailable options are as follows:

— Exclude server with error detected by specified monitor resource, from failover destination
A server with error detected by the specified monitor resources is excluded from the failover destination.

This option can be enabled or disabled by selecting Use the startup server settings or Prioritize
failover policy in the server group in Failover Attribute.

This option is automatically enabled by selecting Fail over dynamically in Failover Attribute.

— Failover with error ignored if it is detected in all servers
This option is selectable only with the above Exclude server with error detected by specified monitor
resource, from failover destination selected.
The failover destination is determined regardless of errors detected in all servers (i.e., no failover
destination) by the monitor resource.

¢ Failback Attribute

Set either auto failback or manual failback. However, this cannot be specified when the following conditions
match.

— Mirror disk resource or hybrid disk resource is set to fail over group.

— Failover attribute is Fail over dynamically.

In the case of the auto failback, failback will be automatically performed when the server that is given the
highest priority is started after a failover.

In the case of the manual failback, a failback is not performed even if a server is started.

3.2. What is a group? 149



EXPRESSCLUSTER X 5.1 for Windows
Reference Guide, Release 5

3.2.3 Understanding failover policy

A failover policy is a rule that determines a server to be the failover destination from multiple servers, and it is defined
by the properties of a group. When you configure the failover policy, avoid making certain servers more heavily loaded
at a failover.

The following describes how servers behave differently depending on failover policies when a failover occurs using
example of the server list that can fail over and failover priority in the list.

<Symbols and meaning>

Server status Description

Normal

Normal (properly working as a cluster)

Suspended

! Stopped

3-node configuration:

Suspended (not recovered as a cluster yet)

Stopped (cluster is stopped)

Group | Order of server priorities

Ist priority server 2nd priority server | 3rd priority server
A Server 1 Server 3 Server 2
B Server 2 Server 3 Server 1

2-node configuration:

Group | Order of server priorities

1st priority server 2nd priority server
A Server 1 Server 2
B Server 2 Server 1

It is assumed that the group startup attributes are set to auto startup and the failback attributes are set to manual failback
for both Group A and B. It is also assumed that the servers are configured not to recover automatically from the status
of being suspended. Whether to perform auto recovery from the suspended status is set ON/OFF of Auto Return on
the Extension tab in Cluster Properties.

* For groups belonging to exclusion rules in which exclusive attributes are Normal or Absolute, the server which
they start up or fail over is determined by the failover priority to the server. If a group has two or more servers
of the same failover priority, it is determined by the order of numbers, the specific symbols and alphabets of
the group name. For details on the failover exclusive attribute, refer to "Understanding Exclusive Control of
Group".
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* The failover priority of the management group is determined by the server priority. You can specify server
priority on the Master Server tab in Cluster Properties.
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When Group A and B do not belong to the exclusion rules:

ﬁ Normal

Server 1 E A
Server 2 N
Server 3 E B

I T Y R

—
N o= O

. Suspended N Stopped

.(8) @™ o ., S02)

(1)
Cluster
startup

(2)
Cluster
shutdown

Fig. 3.1: Servers' statuses, and servers on which Groups A and B are started up

. Cluster startup

. Cluster shutdown

Serverl power on

Cluster shutdown

Move Group A

. Failure of Server 1: Fails over to the next priority server.

Serverl cluster recovery

Failure of Server 2: Fails over to the next priority server.
Failure of Server 2: Fails over to the next priority server.
Failure of Server 3: Fails over to the next priority server
. Failure of Server 2: Fails over to the next priority server.

. Failure of Server 2: Fails over to the next priority server.
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When Group A and B belong to the exclusion rules in which the exclusive attribute is set to Normal:

E Normal . Suspended N Stopped

Server 1 E A N N E B E A
Server 2 N N E AB N E B
el ) el W) W8

(1)

Cluster -
startup E A N
(2)

Cluster E E A

—

O 00 3 N U B~ W

10.

11.
12.

A shutdown A

Fig. 3.2: Servers' statuses, and servers on which Groups A and B (normal exclusive groups) are started up

. Cluster startup

. Cluster shutdown

. Failure of Server 1: Fails over to a server where no normal exclusive group is active.

. Serverl power on

. Serverl cluster recovery

. Cluster shutdown

. Move group A

. Failure of Server 2: Fails over to a server where a normal exclusive group is not active.

. Failure of Server 2: There is no server where a normal exclusive group is not active, but failover to the server

because there is a server that can be started.

Failure of Server 3: There is no server where a normal exclusive group is not active, but failover to the server
because there is a server that can be started.

Failure of Server 2: Fails over to a server where a normal exclusive group is not active.

Failure of Server 3: Fails over to a server where a normal exclusive group is not active.
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When Group A and B belong to the exclusion rules in which the exclusive attribute is set to Absolute:

E Normal

Server 1 E A

Server 2 N

Server 3 E B

“.) R

. Suspended N Stopped

(1)
Cluster
startup

(2)
Cluster
shutdown

B | -
\ =
= &

Fig. 3.3: Servers' statuses, and servers on which Groups A and B (absolute exclusive groups) are started up

—

D A T o I

—
No= O

Cluster startup

Cluster shutdown

Serverl power on

Cluster shutdown

Move group A

Failure of Server 1: Fails over to the next priority server.

Serverl cluster recovery

Failure of Server 2: Fails over to the next priority server.

Failure of Server 2: Does not failover (Group B stops).

Failure of Server 3: Does not failover (Group A stops).

. Failure of Server 2: Fails over to the server where no absolute exclusive group is active.

. Failure of Server 3: Fails over to the server where no absolute exclusive group is active.
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- For Replicator - (two-server configuration) When Group A and B do not belong to the exclusion rules:

E Normal . Suspended ‘ Stopped

il

Server 1 EAB N EAB
Server 2 N N N
. A A
® .. © (10)
(1) :

Cluster E A N . E
F F

4) (3)
AB [ > E AB [->

|

@) A
Cluster :

shutdown (7) Move Group A

Fig. 3.4: Servers' statuses, and servers on which Groups A and B are started up (with Replicator)

—

Cluster startup

Cluster shutdown

Failure of Server 1: Fails over to the standby server of Group A.
Serverl power on

Serverl cluster recovery

Cluster shutdown

Move group A

Failure of Server 2: Fails over to the standby server of Group B.

Y ® 2Nk w N

Failure of Server 2

._.
e

Failure of Server 2: Fails over to the standby server.
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3.2.4 Operations at detection of activation and deactivation failure

When an activation or deactivation error is detected, the following operations are performed:
* When an error in activation of group resources is detected:
— When an error in activation of group resources is detected, activation is retried.

— W hen activation retries fail as many times as the number set to Retry Count at Activation Failure, a
failover to the server specified in Failover destination takes place.

— If the failover fails as many times as the number set to Failover Threshold, the action configured in Final
Action is performed.

* When an error in deactivation of group resources is detected:
— When an error in deactivation of group resources is detected, deactivation is retried.

— When deactivation retries fail as many times as the number set to Retry Count at Deactivation Failure,
the action configured in Final Action is performed.

Note:

When Server is selected for Failover Count Method:

Failover Threshold is the upper limit of failover count of a server because the number of failovers is recorded per
server.

In a server in which the group activation is completed successfully, the failover count is reset.
An unsuccessful recovery action is also counted into failover count.

When Cluster is selected for Failover Count Method:

Failovers are counted on a server basis. Failover Threshold is the maximum failover count on a server.
The failover count is reset after the group has activated and the normal status continues for 10 minutes.
An unsuccessful recovery action is also counted into failover count.

The following describes how an error in activation of group resources is detected:

When the following settings are made: (Failover Count Method: Server)

Retry Count at Activation Failure 3 times
Failover Threshold 1 time

Final Action Stop Group

(1) The following figure illustrates that Servers 1 and 2 are connected to the shared disk.
With Failover group A on Server 1, Disk resource 1 will start to be activated (e.g. for mounting the file system).
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Server 1 Server 2

Failover group A

(_f.; Disk
resource 1

A
¥y
Shared disk

Fig. 3.5: Flow of operation on detecting a group resource activation failure (Failover Count Method: Server) (1)

(2) The activation of Disk resource 1 fails due to a mounting error for a disk path failure or another cause.

Server 1 Server 2

Failover group A
e Disk
@ resource 1 Activation
failed
\. S § \ J

\\
S\
A
y

Shared disk

4

Fig. 3.6: Flow of operation on detecting a group resource activation failure (Failover Count Method: Server) (2)

(3) The activation of Disk resource 1 is retried up to three times (activation retry count).
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Server 1

Failover group A

( _f.; Disk
resource 1

Shared disk

Server 2

Fig. 3.7: Flow of operation on detecting a group resource activation failure (Failover Count Method: Server) (3)

(4) Failover group A starts to be failed over.

Failover Threshold represents how many times failover is performed on each server.

This is the first failover on Server 1.

Server 1

Failover group A

( -,f'; Disk
resource 1

O\

s

Failover
,,-—--->

Server 2

Shared disk

Fig. 3.8: Flow of operation on detecting a group resource activation failure (Failover Count Method: Server) (4)

(5) Disk resource 1 starts to be activated (e.g. for mounting the file system).

If a failure occurs on the way, the activation is retried up to three times.
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Server 1 Eail Server 2
N Jatover

g "V Failover group A

( _f.; Disk
resource 1

Shared disk

Fig. 3.9: Flow of operation on detecting a group resource activation failure (Failover Count Method: Server) (5)

(6) If the specified retry count is exceeded for the activation of Disk resource 1 on Server 2 as well, Failover group
A starts to be failed over.

This is the first failover on Server 2.

Server 1 Failover Server 2
) ) QLT
S Failover group A
( _f_; Disk
resource 1
=~
=
| J 1 J

Shared disk

Fig. 3.10: Flow of operation on detecting a group resource activation failure (Failover Count Method: Server) (6)

(7) On Server 1, Disk resource 1 starts to be activated. If a failure occurs on the way, the activation is retried up to
three times.
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Server 1 Server 2

Failover group A

( _f.; Disk
resource 1

Shared disk

Fig. 3.11: Flow of operation on detecting a group resource activation failure (Failover Count Method: Server) (7)

(8) If the specified retry count is exceeded for the activation of Disk resource 1 on Server 1 as well, the specified
Final Action is started. No failover is performed then, because Failover Threshold is set at 1.

Final Action means the action to be taken after the specified failover retry count is exceeded.
Here, Failover group A starts to be stopped.

Server 1 Server 2

Failover group A

Shared disk

Fig. 3.12: Flow of operation on detecting a group resource activation failure (Failover Count Method: Server) (8)

When the following settings are made: (Failover Count Method: Cluster)
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Retry Count at Activation Failure 3 times
Failover Threshold The same number as the number of servers (In the following case, 2 times)
Final Action Stop Group

(1) The following figure illustrates that Servers 1 and 2 are connected to the shared disk.
With Failover group A on Server 1, Disk resource 1 will start to be activated (e.g. for mounting the file system).

Server 1 Server 2

Failover group A

(_f,.; Disk
resource 1

-
A
;

Shared disk

Fig. 3.13: Flow of operation on detecting a group resource activation failure (Failover Count Method: Cluster) (1)

(2) The activation of Disk resource 1 fails due to a mounting error for a disk path failure or another cause.

Server 1 Server 2

Failover group A
— Disk
@ resource 1 Activation
failed
g ~y J § . Y,

~
~
A\
L
A

Shared disk

4

Fig. 3.14: Flow of operation on detecting a group resource activation failure (Failover Count Method: Cluster) (2)
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(3) The activation of Disk resource 1 is retried up to three times (activation retry count).

Server 1

Failover group A

e Disk
G resource 1

Shared disk

Server 2

Fig. 3.15: Flow of operation on detecting a group resource activation failure (Failover Count Method: Cluster) (3)

(4) Failover group A starts to be failed over. Failover Threshold represents how many times failover is performed
on each server. This is the first failover on this cluster.

Server 1

Failover group A

(_f.; Disk
resource 1

)

Failover
>

-
s’

Shared disk

Server 2

Fig. 3.16: Flow of operation on detecting a group resource activation failure (Failover Count Method: Cluster) (4)

(5) Disk resource 1 starts to be activated (e.g. for mounting the file system). If a failure occurs on the way, the

activation is retried up to three times.
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Server 1 Eail Server 2
N arover r

g "V Failover group A

(_f.; Disk
resource 1

Shared disk

Fig. 3.17: Flow of operation on detecting a group resource activation failure (Failover Count Method: Cluster) (5)

(6) If the specified retry count is exceeded for the activation of Disk resource 1 on Server 2 as well, Failover group
A starts to be failed over. This is the second failover on this cluster.

Server 1 Failover Server 2
) ) GLT
RS Failover group A
-f' Disk
G resource 1
=~
=3
A S | J

Shared disk

Fig. 3.18: Flow of operation on detecting a group resource activation failure (Failover Count Method: Cluster) (6)

(7) On Server 1, Disk resource 1 starts to be activated. If a failure occurs on the way, the activation is retried up to
three times.
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Server 1 Server 2

Failover group A

( _f.; Disk
resource 1

Shared disk

Fig. 3.19: Flow of operation on detecting a group resource activation failure (Failover Count Method: Cluster) (7)

(8) If the specified retry count is exceeded for the activation of Disk resource 1 on Server 1 as well, the specified
Final Action is started. No failover is performed then, because Failover Threshold is set at 2. Final Action
means the action to be taken after the specified failover retry count is exceeded. Here, Failover group A starts to

be stopped.

Server 1 Server 2

Failover group A

EI

Shared disk

Fig. 3.20: Flow of operation on detecting a group resource activation failure (Failover Count Method: Cluster) (8)
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3.2.5 Final action

When activation fails even though the failover performed as many times as the number set to Failover Threshold, the
action configured in Final Action is performed. The final action can be selected from the following operations.

No Operation (Activate next resource)
Continues the group start process.

No Operation (Not activate next resource)
Cancels the group start process.

Stop Group
Deactivates all resources in the group which the group resource that an activation error is detected belongs.

Stop cluster service
Stops the EXPRESSCLUSTER Server service of the server that an activation error is detected.

Stop the cluster service and shutdown OS

Stops the EXPRESSCLUSTER Server service of the server that an activation error is detected, and shuts down
the OS.

Stop cluster service and reboot OS

Stops the EXPRESSCLUSTER Server service of the server that an activation error is detected, and reboots the
OS.

Generating of intentional Stop Error
Generate a stop error intentionally on the server that an activation error is detected.

3.2.6 Script before final action

When a group resource activation error is detected, a script before final action can be executed before the last action
during detection of a deactivation error.

Environment variables used with a script before final action

When executing a script, EXPRESSCLUSTER sets information such as the state in which it is executed (when an
activation error occurs, when a deactivation error occurs) in the environment variables.

Environment variable Value Description

START Executes a script before final action
CLP_TIMING in the event of a group resource ac-
...Execution timing tivation error.

STOP Executes a script before final action

in the event of a group resource de-
activation error.

Group name Indicates the name of the group con-
CLP_GROUPNAME taining the group resource in which
...Group name an error that causes the script be-
fore final action to be executed is de-

tected.
Group resource name Indicates the name of the group re-
CLP_RESOURCENAME source in which an error that causes
...Group resource name the script before final action to be

executed is detected.
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Flow used to describe a script before final action

The following explains the environment variables in the previous topic and an actual script, associating them with each
other.

Example of a script before final action in the event of an deactivation error

TTEINM  # % %k ok %k 5 sk ok ok ok b ok ok ok o b ok b o o b ok b ok o ok ob oF o o ok b b ok ok ok b ok ok ok ok ok ok

rem % predeactaction.bat *

FEIN H A khhhhhAbhbbhbbhbbhbbhAbbdbbbbdhbbdkhdbddddddkdtt

echo START

rem Refer to the environment variable of the script execution factor
rem to determine the subsequent process.
IF "SCLP_TIMINGS"=="STOP" GOTO NORMAL

eI A AhkkhhhAhb bbb bbb AbbAd b Ak b bbb bbb A bbb bk d ok

rem CLP_TIMING is not STOP (Error)

rem Kk ok kb ok ok ok b ok ok b ok ok b ok ok ok ok ok ok b ok ok b ok ok ok ok ok ok b ok ok b ok ok b ok ok ok ok
echo NO_CLP
GOTO EXIT

eI A AhkhhhdkAhb bbb bbb hAbbAbb Ak bbb bbb A A b A kd ok d ok

rem CLP_TIMING is STOP

TTEIN  # % k& %k 5 sk ok ok ok 5 ok ok o o b ok b ok o b ok b o o b b b o o ok b b ok ok ok ok ok ok ok ok b ok

:NORMAL
echo %CLP_GR
echo "LP_RE

rem Here, write a recovery process to be performed.

:EXIT
echo EXIT

Tips for creating a script before final action
Using clplogcmd, you can output messages to the Alert logs of Cluster WebUL
Notes on script before final action

» Condition that a script before final action is executed
A script before final action is executed before the final action upon detection of a group resource activation or
deactivation failure. Even if No operation (Next Resources Are Activated/Deactivated) or No operation
(Next Resources Are Not Activated/Deactivated) is set as the final action, a script before final action is
executed.
If the final action is not executed because the maximum restart count has reached the upper limit or by the
function to suppress the final action when all other servers are being stopped, a script before final action is not
executed.
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3.2.7 Script Before and After Activation/Deactivation

An arbitrary script can be executed before and after activation/deactivation of group resources.

Environment variables used with a script after activation/deactivation

When executing a script, EXPRESSCLUSTER sets information such as the state in which it is executed (before
activation, after activation, before deactivation, or after deactivation) in the environment variables.

Environment variable Value Description
PRESTART Executes a script before a group re-
CLP_TIMING source is activated.
...Execution timing
POSTSTART Executes a script after a group re-
source is activated.
PRESTOP Executes a script before a group re-
source is deactivated.
POSTSTOP Executes a script after a group re-
source is deactivated.
Group name Indicates the group name of the
CLP_GROUPNAME group resource containing the script.
...Group name
Group resource name Indicates the name of the group re-
CLP_RESOURCENAME source containing the script.
...Group resource name

Flow used to describe a script before and after activation/deactivation

The following explains the environment variables in the previous topic and an actual script, associating them with each
other.

Example of a script before and after activation/deactivation

PSR b b i b b b b b b b S b b b i b b b b b b b g b b b b i b b b b S b b b b b g i b b i b g b g i

rem * rscextent.bat *

TTEIN  # % %k ok ok 5 sk ok ok ok ok ok ok ok o b ok ob ok o ok ok b o o b ob b o o ok ob b o ok ok b b ok b ok ok ok ok ok ok ok ok ok ok b ok ok

echo START

IF "SCLP_TIMINGS"=="PRESTART" GOTO PRESTART
IF "SCLP_TIMI =="POSTSTART" GOTO POSTSTART
IF "3CLP_TIMING3"=="PRESTOP" GOTO PRESTOP

IF "SCLP_TIMINGS"=="POSTSTOP" GOTO POSTSTOP
:PRESTART

echo %CLP_|
echo %CLP_RESOUFR I\
rem Here, write any process to be performed before the resource activation.

rem

GOTO EXIT

:POSTSTART
echo %CLP_GROUPNAMES

(continues on next page)
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(continued from previous page)

echo %CLP_RESOURCENAMES%
rem Here, write any process to be performed after the resource activation.
rem

GOTO EXIT

:PRESTOP

echo $CLP_GROUE ME %

echo %CLP_RES NAME %

rem Here, write any process to be performed before the resource deactivation.
rem

GOTO EXIT

:POSTSTOP

echo %CLP_GROU

echo %CLP_RESOURCENAME%

rem Here, write any process to be performed after the resource deactivation.
rem

GOTO EXIT

:EXIT

Tips for creating a script before and after activation/deactivation
Using clplogecmd, you can output messages to the Alert logs of Cluster WebUL.
Notes on script before and after activation/deactivation

None.

3.2.8 Reboot count limit

If Stop cluster service and shutdown OS or Stop cluster service and reboot OS is selected as the final action to
be taken when any error in activation or deactivation is detected, you can limit the number of shutdowns or reboots
caused by detection of activation or deactivation errors.

This maximum reboot count is the upper limit of reboot count of each server.

Note:

The maximum reboot count is the upper limit of reboot count of a server because the number of reboots is recorded
per server.

The number of reboots that are taken as a final action in detection of an error in group activation or deactivation and
those by monitor resources are recorded separately.

If the time to reset the maximum reboot count is set to zero (0), the reboot count is not reset. To reset the reboot
count, use the clpregctrl command.

The following describes the flow of operations when the limitation of reboot count is set as shown below:

As a final action, Stop cluster service and reboot OS is executed once because the maximum reboot count is set to
one (1).

If the EXPRESSCLUSTER Server service is started successfully after rebooting OS, the reboot count is reset after 10
minutes because the time to reset maximum reboot count is set to 10 minutes.
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Setting example

Retry Count at Activation Failure 0

Failover Threshold 0

Final Action Stop cluster service and reboot OS
Max Reboot Count 1

Max Reboot Count Reset Time 10 minutes

(1) The following figure illustrates that Servers 1 and 2 are connected to the shared disk.
With Failover group A on Server 1, Disk resource 1 will start to be activated (e.g. for mounting the
file system).

Server 1 Server 2
™\ 4
Failover group A
—— Disk
@ resource 1
=~
L d
\_ "'\& o J

Shared disk

Fig. 3.21: Process with the limited number of reboots (1)

Server 1 | Server 2
Maximum reboot count | 1 1
Reboot count 0 0

(2) The activation of Disk resource 1 fails.
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Server 1

Server 2

Failover group A

L Disk
@ resource 1 Activation
failed

=
=z
\. “u\z@ \.

XV

S
Shared disk
Fig. 3.22: Process with the limited number of reboots (2)
Server 1 | Server 2
Maximum reboot count | 1 1
Reboot count 0 0
(3) Stop the cluster service, and then reboot the OS. Since both Retry Count at Activation Failure
and Failover Threshold are set at zero (0), the final action is taken.
On Server 1, the number of reboots is recorded as 1.
Server 1 Server 2
™ 4
Cluster
daemon
stop and
reboot
L J | S

Shared disk

Fig. 3.23: Process with the limited number of reboots (3)
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Server 1 | Server 2
Maximum reboot count | 1 1
Reboot count 1 0
(4) Failover group A starts to be failed over.
Server 1 Failover Server 2
™ S 4
(”
L J 1 J

Shared disk

Fig. 3.24: Process with the limited number of reboots (4)

Server 1 | Server 2
Maximum reboot count | 1 1
Reboot count 1 0

(5) Disk resource 1 starts to be activated (e.g. for mounting the file system).
The resource activation succeeds on Server 2, and the reboot is completed on Server 1.

3.2. What is a group? 171



EXPRESSCLUSTER X 5.1 for Windows
Reference Guide, Release 5

Server 1 . Server 2
Failover -

g "V Failover group A

( _f.; Disk
resource 1

Shared disk

Fig. 3.25: Process with the limited number of reboots (5)

Server 1 | Server 2
Maximum reboot count | 1 1
Reboot count 1 0

(6) Start the failover of Failover group A by using the clpgrp command or Cluster WebUI.

Server 1 Server 2

Failover

s Failover group A

( _f.; Disk
resource 1

)

Shared disk

Fig. 3.26: Process with the limited number of reboots (6)
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Server 1

Server 2

Maximum reboot count

1

1

Reboot count

1

0

(7) Disk resource 1 starts to be activated (e.g. for mounting the file system).

™\ 4
Failover group A
e Disk
</ resource 1
1

Shared disk

Fig. 3.27: Process with the limited number of reboots (7)

Server 1

Server 2

Maximum reboot count

1

1

Reboot count

1

0

(8) The activation of Disk resource 1 fails.
The final action is not taken, because the reboot count has reached its maximum.
Even after 10 minutes pass, the reboot count is not reset.
An activation failure occurs in Failover group A.
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Server 1

Failover group A

@

b
~

4

Disk

resource 1 Activation
failed

~ §

'\

Shared disk

Server 2

Fig. 3.28: Process with the limited number of reboots (8)

Maximum reboot count

Reboot count

(9) Eliminate the disk error that caused the activation failure of Disk resource 1.
After that, shut down the cluster by using the clpstdn command or Cluster WebUI. Then start the

reboot.

Server 1
~N
Failover group A
e Disk
G resource 1
=~
=3
A S

-
1 J
Server 1 | Server 2
1 1
1 0
Server 2
-
| J

Shared disk

Fig. 3.29: Process with the limited number of reboots (9)
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Server 1 Server 2
™ 4
Cluster
shutdown
and reboot
1 S L

Shared disk

Fig. 3.30: Process with the limited number of reboots (10)

Server 1 | Server 2
Maximum reboot count | 1 1
Reboot count 1 0

(10) Starting up Failover group A succeeds.
After 10 minutes pass, the reboot count is reset.
Next time an activation failure occurs in Disk resource 1 during a startup of Failover group A, the
final action will be taken.
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Server 1 Server 2

Failover group A

Disk
resource 1

Z,

Shared disk

Fig. 3.31: Process with the limited number of reboots (11)

Server 1 | Server 2
Maximum reboot count | 1 1
Reboot count 0 0

3.2.9 Resetting the reboot count

Run the clpregctrl command to reset the reboot count. For details on the clpregctrl command, see "Controlling reboot
count (clpregctrl command)" in "9. EXPRESSCLUSTER command reference" in this guide.

3.2.10 Checking a double activation

When a group is started, it is possible to check whether a double activation will occur or not.
* If a double activation is determined not to occur:
A group startup begins.
¢ If a double activation is determined to occur (if a timeout occurs):

A group startup does not begin. If the server attempts to start up the group, that group is stopped.

Note:

* If a single resource is started while its relevant group is stopped, a double activation check will be performed.
However, if a single resource is started while any resource in the group is activated, a double activation check
will not be performed.

* If there are no floating IP resources for the group for which Execute Multi-Failover-Service Check is selected,
a double activation is not executed and the group startup begins.
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« If a double activation is determined to occur, the statuses of groups and resources may not match among servers.

3.2.11 Understanding setting of group start dependence and group stop depen-
dence

You can set the group start and stop order by setting group start dependence and group stop dependence.
* When group start dependence is set:

— For group start, start processing of this group is performed after start processing of the group subject to
start dependence completes normally.

— For group start, if a timeout occurs in the group for which start dependence is set, the group does not start.
* When group stop dependence is set:

— For group stop, stop processing of this group is performed after stop processing of the group subject to
stop dependence completes normally.

— If a timeout occurs in the group for which stop dependence is set, the group stop processing continues.

— Stop dependence is performed according to the conditions specified in Cluster WebUI.

To display the settings made for group start dependence and group stop dependence, click Group properties in
the config mode of Cluster WebUI and then click the Start Dependency tab and the Stop Dependency tab.

Depths for group start dependence are listed below as an example.
The following explains group start execution using examples of simple status transition.

Group Common Properties

Exclusion = Start Dependency  Stop Dependency
Start Dependency List
Depth Name Dependent Group Name
0 failover1 none
1 failover2 failover1
2 failover3 failoverz
OK Cancel Apply
f ___________ f ___________ f
=/ =/ 7,
failover1 failover2 failover3

Fig. 3.32: Order of starting groups

When two servers have three groups
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Group failover policy

Group A Server 1

Group B Server 2

Group C Server 1 -> Server 2

Group start dependence setting

Group A Start dependence is not set.

Group B Start dependence is not set.

Group C Group A start dependence is set.

Start dependence is set when Group C is started by the server of Group B.
1. When Server 1 starts Group A and Group C

Server 1 starts Group C after Group A has been started normally.

Server 2

Server 1
N 4
‘@; Group A [Lel\[E[\[S
‘-,'/-;; Group C [NelEINIS
. J .

@ Group B felggfi)\|=

Fig. 3.33: Server 1 starts Group A and Group C

2. When Server 1 starts Group A and Server 2 starts Group C

Server 2 starts Group C after Server 1 has started Group A normally.

Wait Only when on the Same Server is not set, so Group A start dependence by another server is applied.
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Server 1 Server 2

N\ f
‘-—,{"—'; Group A [Lel\[E[\[S

‘-.p:,—; Group C MeL(ENN[=

. S . J/

@ Group B felgzEl|=

Fig. 3.34: Server 1 starts Group A and Server 2 starts Group C

3. When Server 1 starts Group C and Server 2 starts Group B

Server 1 starts Group C without waiting for the normal start of Group B. Group C is set to wait for Group B start

only when it is started by the same server. However, start dependence is not applied to Group C because Group
B is set such that it is not started by Server 1.

Server 1 Server 2

(-f;; Group B Mel\IEIN[=
=%y Group C [eLHINS

(& J . J/

‘-—_2;'; Group A [elEallN =

Fig. 3.35: Server 1 starts Group C and Server 2 starts Group B

4. When Server 1 starts Group A and Group C
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If Server 1 fails in Group A start, Group C is not started.

Server 1 Server 2
N\ 4

‘-@'; Group A | S0l

‘-.?;'; Group B [lelggliii= @ Group C [elggliii=

Fig. 3.36: Failing in starting Group A, Server 1 does not start Group C

5. When Server 1 starts Group A and Group C

If Server 1 fails in Group A start and a failover occurs in Server 2 due to Group A resource recovery, Server 2
starts Group A and then Server 1 starts Group C.

Server 1 Server 2

Failover
o=

-

/ W
-;g,— Group A PelNEIN =

2

@ Group C el B[S
J

({J—; Group B Relggll\|=

Fig. 3.37: GroupA fails over to Server 2, and Group C is started on Server 1

6. When Server 1 starts Group A and Group C
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If a Group A start dependence timeout occurs on Server 1, Group C is not started.

Server 1 Server 2
N\ 4

‘-'/4'; Group A Bel\[BIN=

‘{/;; Group B [lelgglii= @ Group C [elgglii=

Fig. 3.38: Server 1 starts Group A
7. When Server 1 starts only Group C
Server 1 has not started Group A, so a start dependence timeout occurs. If this timeout occurs, Group C is not

started.

Server 1 Server 2

‘-_é;—-; Group A HelazRINS ‘-_é;—; Group B [lelggiiy= @ Group C [lelggfi\i=

Fig. 3.39: Server 1 does not start Group A or Group C

Note:
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When a group is started, there is no function to automatically start the group for which start dependence is set.
The group is not started if a timeout occurs in the group for which start dependence is set.
The group is not started if the group for which start dependence is set fails to start.

If the group for which start dependence is set has both a normally started resource and a stopped resource, the
group is judged to have already been normally started.

When a group is stopped, there is no function to automatically stop the group for which stop dependence is set.
Group stop processing continues if a timeout occurs in a group for which stop dependence is set.
Group stop processing continues if a group for which stop dependence is set fails to stop.

The group stop processing or resource stop processing by the Cluster WebUI or clpgrp command does not apply
stop dependence. Stop dependence is applied according to the setting (when the cluster or a server stops) made
with the Cluster WebUI.

At the timing of a failover, if a start waiting timeout occurs, the failover fails

3.2.12 Understanding Exclusive Control of Group

The Failover exclusive attributes set exclusive attributes of the group at failover. However, they cannot set any attribute
under the following conditions:

¢ When failover attribute is one of Fail over dynamically, Prioritize failover policy in the server group or

Enable only manual failover among the server groups.

The settable failover exclusive attributes are as follows:

Oft

Exclusion is not performed at failover. Failover is performed on the server of the highest priority among
the servers that can fail over.

Normal

Exclusion is performed at failover. Failover is performed on the server on which the other normal
exclusion groups are not started and which is given the highest priority among the servers that can run
the group.

However, if the other normal exclusion groups have already been started on all servers that the failover
can be performed, exclusion is not performed. Failover is performed on the server that is given the
highest priority among the servers on which failover can be performed.

Absolute

Exclusion is performed at failover. Failover is performed on the server on which the other absolute
exclusion groups are not started and which is given the highest priority among the servers that can run
the group.

However, failover is not performed if the other absolute exclusion groups have already been started on all
servers on which failover can be performed.

Note: Exclusion is not performed to the groups with different exclusion rules. Exclusive control is
performed only among the groups with the same exclusion rule, according to the set exclusion attribute.
In either case, exclusion is not performed with the no-exclusion group. For details on the failover exclusive
attribute, see " Understanding failover policy ". Furthermore, for details on the settings of the exclusion
rules, see " Group common properties ".
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3.2.13 Understanding server groups

This section provides information about server groups.
Server groups are mainly groups of servers which are required when hybrid disk resources are used.

Upon using hybrid disk resources in a shared disk device, servers connected by the same shared disk device are
configured as a server group.
Upon using hybrid disk resources in a non-shared disk, a single server is configured as a single server group.

— HUB for interconnect

" Server 1 Server2 I Server 3
. A
Mirroring d i -
Shared Disk i Disk for hybrid disk
for hybrid disk resource g i resource
Server Group 1 Server Group 2

Fig. 3.40: Server groups

3.2.14 Understanding the settings of dependency among group resources

By specifying dependency among group resources, you can specify the order of activating them.
* When the dependency among group resources is set:

* When activating a failover group that a group resource belongs to, its activation starts after the activation of the
Dependent Resources is completed.

* When deactivating a group resource, the deactivation of the "Dependent Resources" starts after the deactivation
of the group resource is completed.

The following shows an example of the depth of dependency of resources that belong to a group.
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Group Properties | failoverl

Resources Info  Startup Server  Attribute  Logical Service  Start Dependency  Stop Dependency
Entire Dependency

CsY Download

Retr
Name Type E;i?;;f: Startup Retry Count Final Action aDte-ac

Failu
.'-][Z[]|i'| Applica[imn resource Automatic startup ~ 0 time Mo operation (not activate next réesource) -~ o
fipl Floating IP resource Automatic startup 5 time Mo operation (not activate next resource) ~ 0
sdi Disk resource Automatic startup w 3 time Mo operation (not activate next resource) 0

OK Cancel Apply

Fig. 3.42: Example of a group resource deactivation order

3.2.15 Setting group resources for individual server

Some setting values of group resources can be configured for individual servers. On the properties of resources which
can be set for individual servers, tabs for each server are displayed on the Details tab.

In this example, the server individual setup for a floating IP resource is explained.
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Resource Properties | fipl

Info Dependency Recovery Operation Details
Common serverl server2

IP Address” 10.0.0.12

Tuning

p=

oK Cancel Apply

Server Individual Setup

Parameters that can be set for individual servers on a floating IP resource are displayed.

Resource Properties | fipl

Info Dependency Recovery Operation Details
Common serverl server2
Set Up Individually b4
IP Address” 10.0.0.12
0K Cancel Apply
Set Up Individually

Click the tab of the server on which you want to configure the server individual setting, and select this check box. The
boxes for parameters that can be configured for individual servers become active. Enter required parameters.

Note: When setting up a server individually, you cannot select Tuning.
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3.3 Group common properties

3.3.1 Exclusion tab

Group Common Properties

Exclusion = Start Dependency  Stop Dependency

Properties Rename Add Remove

Exclusive Rule List
Name Exclusive Attribute Group

excll Normal Exclusion failoverl,failover2

0K Cancel Apply

Add

Add exclusion rules. Select Add to display the Exclusive Rule Definition dialog box.
Remove

Remove exclusion rules.
Rename

The change server group name dialog box of the selected exclusion rule is displayed.]

Rename exclusive rule | excl1

New name”’ excll

OK Cancel

There are the following naming rules.
* Up to 31 characters (31 bytes).
» Names cannot start or end with a hyphen (-) or a space.
* A name consisting of only numbers is not allowed.
Names should be unique (case-insensitive) in the exclusion rule.
Properties
Display the properties of the selected exclusion rule.
Exclusive Rule Definition

The name of the exclusion rule and the exclusive attribute are set. Either Normal or Absolute can be set
for an exclusive attribute. Normal can be set just one time, whereas Absolute can be set more than one
time. If an exclusion rule in which Normal is set already exists, Normal cannot be set any more.
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Exclusive Rule Definition

Name”™ excll
Comment
Exclusive Attribute” Mormal Exclusion |¥

Exclusive Group Available Group

Name Name

failover1 failover3

failover2 3
Remove

0K

Cancel

Name

Display the exclusion rule name.
Exclusive Attribute

Display the exclusive attribute set in the exclusion rule.
Group

Display the list of failover group names which belong to the exclusion rule.

After selecting a group which you want to register into the exclusion rule from Available Group, press

Add.

Exclusive Group displays groups registered into the exclusion rule. A failover group added in another

exclusion rule is not displayed on Available Group.

3.3.2 Start Dependency tab

Display the start dependency list.

Group Common Properties

Exclusion = Start Dependency  Stop Dependency

Start Dependency List

Depth Name Dependent Group Name
0 failoverl none

1 failover2 failoverl

2 failover3 failover2

0K Cancel

Apply

3.3. Group common properties

187



EXPRESSCLUSTER X 5.1 for Windows

Reference Guide, Release 5

3.3.3 Stop Dependency tab

Display the stop dependency list.

Group Common Properties

Stop Dependency List

Exclusion  Start Dependency

Stop Dependency

Depth Name Dependent Group Name
0 failover3 none

1 failover2 failover3

2 failoverl failover2

0K Cancel Apply
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3.4 Group properties

3.4.1 Resources tab

Group Properties | failoverl

Resources | Info  Startup Server  Attribute  Logical Service  Start Dependency  Stop Dependency
Entire Dependency
M Customize table 5V bownioad
Retr
Resource Startup at
Namev  Type . Retry Count Final Action
vp Attribute 4 Deat
Failu
applil Application resource Automatic startup v 0 time No operation (not activate next resource) v 0
fipl Floating IP resource Automatic startup w 5 time Mo operation (not activate next resource) 0
sdl Disk resource Automatic startup ~ 3 time No operation (not activate naxt resource) 0
L4
QK Cancel Apply

Displays a list of group resources included in the selected group.

Allows you to change the various settings.

Clicking a name link takes you to the property screen of the corresponding resource.
Allows you to rearrange the items of the list by selecting their names or types.

Selecting Customize table displays the Customize table dialog box, where you can set which items are shown in or
hidden from the list.

Clicking CSV Download downloads data, in CSV format, shown in the group resource list.
For more information on the displayed items, see " Resource Properties ".

3.4.2 Info tab

Group Properties | failoverl

Info Startup Server Attribute Logical Service Start Dependency Stop Dependency Entire Dependency

Comment

0K Cancel Apply
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Type
The group type is displayed.
Use Server Group Settings

* When the check box is selected:
Server group settings are used.

* When not selected:
Server group settings are not used.

Name
The group name is displayed.
Changing the group name

1. click others, and then select Rename the group.

Cluster WebUTI cluster # Config mode -

 +
= Servers 9 +
043048 v =
52 Groups # +
= failpver # + E
Q, Monitors o + L
Copy the group
e 9

| Remove the group

2. A dialog box to rename group is displayed.

Rename group | failover

M iarme"

Naming rules
¢ Only alphanumeric characters, hyphen (-), underscore (_) and space are allowed for names.
* Up to 31 characters (31 bytes)
e Names cannot start or end with a hyphen (-) or space.
Comment (Within 127 bytes)

Enter a comment for the group. Use only one-byte alphabets and numbers.
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3.4.3 Startup Server tab

There are two types of settings for the server that starts up the group: starting up the group on all servers or on only
the specified servers and server groups that can run the group.

If the setting on which the group is started up by all the servers is configured, all the servers in a cluster can start a
group. The group startup priority of servers is same as the one of servers. For details on the server priority, see "Master
Server tab" in "Servers Properties" in "2. Parameter details" in this guide.

When selecting servers and server groups that can run the group, you can select any server or server group from those
registered to the cluster. You can also change the startup priority of servers and server groups that can run the group.

To set the server to start up the failover group:

Group Properties | failoverl

Info  Startup Server  Attribute  Logical Service  Start Dependency  Stop Dependency  Entire Dependency

Failover is possible at all servers O
Servers that can run the Group Available Servers
Order server Server
1 serverl server3
2 server2 >
Remove
T+ W+

0K Cancel Apply

Failover is possible on all servers
Specify the server that starts a group.

¢ When the checkbox is selected:

All servers registered to a cluster can start a group. The priority of starting up a group is the same
as the one of the servers.

e When not selected:
You can select the servers that can start a group, and change the startup priority.

Add

Use this button to add a server. Select a server that you want to add from Available Servers, and then
click Add. The server is added to Servers that can run the Group.

Remove

Use this button to remove a server. Select a server that you want to remove from Servers that can run
the Group, and then click Remove. The server is added to Available Servers.

Order

Use these buttons to change the priority of the servers that can be started. Select a server whose priority
you want to change from Servers that can run the Group. Click the arrows to move the selected row
upward or downward.

To use the server group settings:
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In case of the group including the hybrid disk resource, it is necessary to configure the server that can
run a group using the server group settings. For server group settings, see "Server Group tab" in "Servers
Properties" in "2. Parameter details" in this guide.

Group Properties | failoverl

Info = Startup Server  Attribute Logical Service  Start Dependency  Stop Dependency  Entire Dependency
Server Groups that can run the Group Available Server Groups
Order Server group & Server group
1 = svgl Add No Available Server Groups
® serverl
* server2 2
|\'L NoV
2 = svgl
* servers
T . 4
OK Cancel Apply

Add

Use this button to add a server group to server groups you use. Select a server group that you want to
add from Available Server Groups, and then click Add. The server group is added to Server Groups
that can run the Group.

Remove

Use this button to remove a server group from server groups you use. Select a server group that you
want to remove from Available Server Groups, and then click Remove. The server is added to Server
Groups that can run the Group.

Order

Use these buttons to change the priority of the server groups that can run a group. Select a server groups
whose priority you want to change from Server Groups that can run the Group. Click the arrows to
move the selected row upward or downward.
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3.4.4 Attribute tab

Group Properties | failoverl

Resources Info  Startup Server = Attribute = Logical Service  Start Dependency  Stop Dependency

Entire Dependency

Startup Attribute ® Automatic startup O Manual Startup
Execute Multi-Failover-Service O

Check

Failover Attribute @® Automatic failover

@® Use startable server settings

O Failover dynamically

O Manual failover

Failover Attribute (Advanced) O Exclude Server with Error Detected by Specified Monitor Resource, from
Failover Destination
Edit monitor
Failback Attribute O Automatic failback @ Manual failback

0K Cancel Apply

Startup Attribute

Select whether to automatically start the group from EXPRESSCLUSTER (auto startup), or to manually
start from the Cluster WebUI or by using the clpgrp command (manual startup) at the cluster startup.

Execute Multi-Failover-Service Check
Check whether a double activation will occur or not before a group is started.

Timeout (1 to 9999)

Specify the maximum time to be taken to check a double activation. The default value is set as 300
seconds. Specify a larger value than the one set for Ping Timeout of Floating IP Resource Tuning
Properties for the floating IP resource that belongs to the group.

Failover Attribute
Select if the failover is performed automatically when server fails.

¢ Auto Failover
Failover is executed automatically. In addition, the following options can be selected.

— Use the startup server settings
This is the default setting.

— Fail over dynamically

3.4. Group properties 193



EXPRESSCLUSTER X 5.1 for Windows
Reference Guide, Release 5

The failover destination is determined by considering the statuses of each server's monitor or
failover group at the time of the failover.

If this option button is selected, all the failback attribute parameters are reverted to the default
values and grayed out.

If dynamic failover is selected, each option can be set. For details, see "Understanding the
group properties".

— Prioritize failover policy in the server group
This function controls failovers between sites (between server groups).

However, if no server group is specified for the failover group, the display for failovers
between sites is grayed out.

The Enable only manual failover among the server groups check box can be selected only
when this option button is selected.

If the Prioritize failover policy in the server group option button is selected, the failover
policies in the same server group take priority when determining the failover destination.

If the Prioritize failover policy in the server group option button and Enable only manual
failover among the server groups check box are selected, failovers across server groups are
not automatically performed. Manually move groups between server groups.

* Manual Failover
Failover is executed manually.

Failover Attribute (Advanced)

Allows an advanced configuration of the automatic failover method specified in Failover Attribute. Refer
to "Understanding the group properties" for the details.

Failback Attribute

Select if the failback is performed automatically to the group when a server that has a higher priority than
other server where the group is active is started. For groups that have mirror disk resources or hybrid disk
resources, select manual failback.

Edit Monitor

The failover process can exclude the server for which the specified monitor resource has detected an error,
from the failover destinations. If Exclude server with error detected by specified monitor resource,
from failover destination is selected in Failover Attribute (Advanced), you can set the monitor resource
that is used.

The monitor resource that is used can be set with the monitor resource type and monitor resource name.
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Edit monitor

Monitor resource type

Add Remove

Monitor resource type

IF manitor

MIC Link Up/Down monitor

Monitor resource groups

Edit Add Remove

MNo Monitor resource group

No Monitor resource group

Ok Cancel

* Add monitor resource type
Adds the monitor resource type.

Any server, in which even one monitor resource of the added monitor resource type is abnormal, is
excluded from the failover destinations.
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Edit monitor resource type

Available monitor resource type

Monitor resource type

Application monitor

AWS A7 monitor

AWS DNS monitor

AWS Elastic IP monitor
AWS Secondary IP monitor
AWS Virtual IP monitor
Azure DNS monitor

Azure load balance monitor
Azure probe port monitor
CIFS monitor

DBZ2 monitor

oK Cancel

Adds the selected monitor resource type.

Remove monitor resource type
Removes the selected monitor resource type.

Add monitor resource group

Adds the monitor resource group.

The maximum number of monitor resource groups to be registered is 32.

If multiple monitor resources are registered in a single monitor resource group, the server in which
all the registered monitor resources are abnormal is excluded from the failover destinations.
Moreover, if multiple monitor resource groups are registered, a server that satisfies at least one of
the conditions is excluded from the failover destinations.
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Edit monitor resource group

Edit exclude monitor resource type Available Monitor Resources
Monitor Resource Type < Monitor Resource Type
Mo Edit exclude monitor resource type Add appliwl appliv
3 fipw1 fipw
Remaove
mrwl mrw
sdwil sdw
userw userw
oK Cancel

Add

Adds the monitor resource selected from Available Monitor Resources list to Edit exclude
monitor resource type.

Remove
Removes the monitor resource selected with Edit monitor resource type, from the list.

* Delete monitor resource group
Removes the selected monitor resource group.

 Edit monitor resource group
Edits the selected monitor resource group.

Note: The following monitor resources cannot be registered for the monitor resource type.
Moreover, a resource name of these resources cannot be registered for the monitor resource

group.
» Hybrid disk monitor

Note:

The monitor resource in the warning status is not handled as being abnormal. However, the
mirror disk monitor resource is excluded.

The monitor resource set for monitoring at activation does not enter the abnormal status
because it does not perform monitoring for a server other than the group start server.

The monitor resource stopped with the Cluster WebUI or clpmonctrl command enters the
normal status.

A server that has not been set to monitor a monitor resource does not enter the abnormal
status because it does not perform monitoring.

Note:

For the mirror disk monitor resource, any abnormality is determined from whether the mirror
disk resource can be activated. This determination does not depend on the status of the mirror
disk monitor resource.

Even if the mirror disk monitor resource is in the abnormal status, the server on which the
mirror disk resource can be activated normally is not excluded from the failover destinations.
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Even if the mirror disk monitor resource is in the normal or warning status, any server on
which the mirror disk resource cannot be activated normally is excluded from the failover
destinations.

Before the initial mirror configuration, the failover group may fail to start. It is recommended
that the mirror disk monitor resource be registered in monitor resources for excluding server
from failover destination after the initial mirror configuration.

3.4.5 Logical Service tab

Group Properties | failoverl

Info  Startup Server  Attribute  Logical Service = Start Dependency  Stop Dependency  Entire Dependency

Edit Add Remove

Logical Service
Logical Service Name

Mo logical services

0K Cancel Apply

Add

Use this button to add a logical service to the Logical Service.

Up to 48 logical service names can be registered within the failover group. The same logical service
name can be registered multiple times as long as it is registered with different failover groups.

Remove
Use this button to delete the selected logical service name from the Logical Service.
Edit

Use this button to display the Enter the logical service name dialog box.

Enter the logical service name

Logical Service Name”

JK Cancel

Logical Service Name (Within 31 bytes)

Enter the Logical Service Name that you want to add within 31 bytes.
For details on the logical service, see "What is a group?".
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3.4.6 Start Dependency tab

Group Properties | failoverl

Info  Startup Server  Aftribute  Logical Service = Start Dependency = Stop Dependency  Entire Dependency
Dependent Group Available Group

Name <« Name

Mo Dependent Groups Add No Available Groups

>
Remove
P operues

Start wait Time” 1800 sec

0K Cancel Apply

Add

Clicking Add adds the group selected from Available Group to Dependent Group.
Remove

Clicking Remove removes the group selected from Dependent Group.
Start Wait Time (0 to 9999)

Specify how many seconds to wait before a timeout occurs in the target group start processing. The default
value is 1800 seconds.

Property

Clicking Property changes the properties of the group selected from Dependent Group.

failover2's Property

Wait Only when on the Same Server [

OK Cancel

Wait Only when on the Same Server

Specify whether to wait for starting only if the group for which start waiting is specified and the target
group are starting on the same server.

If the server on which the group with start waiting specified starts is not included as the Startup Server of
the target group, waiting is not required.

If a target group fails to start on a server other than the server on which the group with start waiting
specified is starting, waiting is not required.
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3.4.7 Stop Dependency

Group Properties | failoverl failover

Info  Startup Server  Attribute  Start Dependency = Stop Dependency — Entire Dependency

Dependent Group Available Group
Name « Name
Mo Dependent Groups Add failover2
> fallover3
Remove
Stop Wait Time* 1800 sec
Wait the Dependent Groups when a Cluster Stops Wl
Wait the Dependent Groups when a Server Stops O
Wait the Dependent Groups when a Group Stops O

oK Cancel Apply

Add

Clicking Add adds the group selected from Available Group to Dependent Group.
Remove

Clicking Remove removes the group selected from Dependent Group.
Stop Wait Time (0 to 9999)

Specify how many seconds to wait before a timeout occurs in the target group stop processing. The default
value is 1800 seconds.

Wait the Dependent Groups when a Cluster Stops
Specify whether to wait for the dependent groups to stop when the cluster stops.
Wait the Dependent Groups when a Server Stops

Specify whether to wait for the dependent groups to stop when a single server stops. This option waits for
the stop of only those groups running on the same server, among all the dependent groups.

Wait the Dependent Groups when a Group Stops

Specify whether to wait for the dependent groups to stop when the groups are being stopped. This option
waits for the stop of only those groups running on the same server, among all the dependent groups.
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3.4.8 Entire Dependency

Displays the settings of dependency among group resources.

Group Properties | failoverl

Retr
Resource Startup . . at
Name Type Attribute Retry Count Final Action Deac
Failu
PP -fq,rp calion resource Automatic startup 0 cime Mo operation (not activate next resource
fipl Floating IP resource Automatic startup time Mo operation (not activate next resource
Disk resource Automatic startup 3 time Mo operation (not activate next resource

OK Cancel

During Activation tab

Displays dependency among group resources for failover group activation.
During Deactivation tab

Displays dependency among group resources for failover group deactivation.
Display the diagram

Clicking the link displays the diagram of dependency among group resources.
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3.5 Resource Properties

3.5.1 Info tab

Resource Properties | applil

Info = Dependency Recovery Operation Details  Extension
Name appli1
Comment
OK Cancel Apply
Name

The resource name is displayed.
Changing the resource name

1. click others, and then select Rename the group resource.

Cluster WebUT  cluster

cluster & =
B Servers 9 +
043048 P =
52 Groups ¢ +
= failpver &+ =
expc & E
QL Monitors # + Ranseme thir group MUt
[T g r

REMOVE I QRouD rEsource

2. A dialog box to rename resource is displayed.

Mew name”

Naming rules

¢ Only alphanumeric characters, hyphen (-), underscore (_) and space are allowed for names.
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* Up to 31 characters (31 bytes)
* Names cannot start or end with a hyphen (-) or space.
Comment (Within 127 bytes)

Enter a comment for the resource. Use only one-byte alphabets and numbers.

3.5.2 Dependency tab

Resource Properties | applil

Info = Dependency = Recovery Operation Details  Extension

Follow the default dependency

Dependent Resources

AWS DNS resource

AWS Elastic IP resource

AWS Secondary IP resource
AWS Virtual IP resource

Azure DNS resource

Azure probe port resource

CIFS resource

Disk resource

Floating IP resource

Hybrid disk resource

Mirror disk resource

Registry synchronization resource
Virtual computer name resource

Virtual IP resource

oK Cancel Apply

Follow the default dependence
Select if the selected group resource follows the default EXPRESSCLUSTER dependency.

* When Follow the default dependence is selected:

The selected group resource depends on the type(s) of resources. For the default dependency of
each resource, see "Parameters list" in "Parameter details" in this guide. When there is more than
one resource of the same type, the selected group resource depends on all resources of that type.

* When Follow the default dependence is not selected:
The selected group resource depends on the specified resource.
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Resource Properties | applil appli

Follow the default dependency (]
Dependent Resources

Info  Dependency @ Recovery Operation  Details

Available Resources
Name

No Available Resources

oK Cancel Apply

Name Resource type
fipl Floating IP resource
sd1 Disk resource

Add

It is used when adding the group resource selected in Available Resources to Dependent Resources.

Remove

It is used when removing the group resource selected in Dependent Resources from Dependent Re-

sources.

3.5.3 Recovery Operation tab

When an error in activation of the group resource is detected:

e When an error is detected while activating the group resource, try activating it again.

* When the activation retry count exceeds the number of times set in Retry Count, failover to the server specified

in the Failover Target Server is executed.

* When the group resource cannot be activated even after executing a failover as many times as specified in

Failover Threshold, the final action is taken.

When an error in deactivation of the group resource is detected:

* When an error is detected while deactivating the group resource, try deactivating it again.

* When the deactivation retry count exceeds the number of times set in Retry Count at Deactivation Failure,

the final action is taken.
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Resource Properties | applil appli

Info Dependency @ Recovery Operation = Details  Extension

Recovery Operation at Activity Failure Detection

Retry Count™ 0 time

Failover Target Server ® Stable server

O Maximum priority server

Failover Threshold” 1 time
Final Action™ No operation (not activate next resource) v
[J Execute Script before Final Action Settings

Recovery Operation at Deactivity Failure Detection

Retry Count at Deactivation Failure™ 0 time
Final Action™ Stop the cluster service and shutdown 0OS v
[J Execute script before Final Action Settings

oK Cancel Apply

Recovery Operation at Activation Failure Detection
Retry Count (0 to 99)

Enter how many times to retry activation when an activation error is detected. If you set this to
zero (0), the activation will not be retried.

Failover Target Server

Select a Failover Target Server for the failover that takes place after activation retries upon
activation error detection have failed for the number of times specified in Retry Count.

¢ Stable Server
The failover destination is the server where least resource errors have been detected.

If two or more servers that meet the above condition exist, failover takes place by
selecting one of them according to the failover policy of the group.

e Maximum Priority Server
Failover takes place according to the failover policy settings of the group.

Failover Threshold (0 to 99)

Enter how many times to retry failover after activation retry fails as many times as the number
of times set in Retry Count when an error in activation is detected.

If you set this to zero (0), failover will not be executed.

When Server is selected for Failover Count Method on the Extension tab in the Cluster
Properties, specify any number (0 to 99) for the failover threshold count.

When Cluster is selected for Failover Count Method on the Extension tab in the Cluster
Properties, configure the following settings for the failover threshold count.

 Set as many as the number of the servers
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Set the failover threshold count to the number of servers.

* Specify Number
Specify any number for the failover threshold count.

For the settings of Failover Count Method, refer to "Extension Tab" in "Cluster properties"
in "2. Parameter details" in this guide.

Final Action

Select an action to be taken when activation retry failed the number of times specified in Retry
Count and failover failed as many times as the number of times specified in Failover Thresh-
old when an activation error is detected.

Select a final action from the following:
¢ No Operation (Activate next resource)
* No Operation (Not activate next resource)
* Stop Group
* Stop cluster service
* Stop cluster service and shutdown OS
* Stop cluster service and reboot OS
* Generating of intentional Stop Error
For details on the final action, see "Final action".
Execute Script before Final Action

Select whether script is run or not before executing final action when an activation failure is
detected.

¢ When the checkbox is selected:

A script/command is run before executing final action. To configure the script/command
setting, click Settings.

For the settings of the script, refer to the explanation about the script settings in "Execute
Script before or after Activation or Deactivation".

¢ When the checkbox is not selected:
Any script/command is not run.

Recovery Operation at Deactivation Failure Detection
Retry Count at Deactivation Failure (0 to 99)
Enter how many times to retry deactivation when an error in deactivation is detected.
If you set this to zero (0), deactivation will not be retried.
Final Action

Select the action to be taken when deactivation retry failed the number of times specified in
Retry Count at Deactivation Failure when an error in deactivation is detected.

Select the final action from the following:
* No Operation (Deactivate next resource)
* No Operation (Not deactivate next resource)

* Stop cluster service and shutdown OS
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¢ Stop cluster service and reboot OS
* Generating of intentional Stop Error

For details on the final action, see "Final action".

Note: If you select No Operation as the final action when a deactivation error is detected, group does
not stop but remains in the deactivation error status. Make sure not to set No Operation in the production
environment.

Execute Script before Final Action

Select whether script is run or not before executing final action when a deactivation failure is
detected.

* When the checkbox is selected:
A script/command is run before executing final action. To configure the script/command
setting, click Settings.
For the settings of the script, refer to the explanation about the script settings in "Execute
Script before or after Activation or Deactivation".

¢ When the checkbox is not selected:
Any script/command is not run.

3.5.4 Details tab

The parameters specific to each resource are described in its explanation part.

3.5.5 Extension tab

Resource Properties | applil appli

Info  Dependency  Recovery Operation  Details = Extension
Resource Startup Attribute ® Automatic startup O Manual Startup
Execute Script before or after Activation or Settinas

Deactivation

oK Cancel Apply

Resource Startup Attribute

Select whether to automatically start up the resource in starting up the group or manually (by using Cluster
WebUI or the clprsc command).

Execute Script before or after Activation or Deactivation

Select whether script is run or not before and after activation/deactivation of group resources. To configure
the script settings, click Script Settings.
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Script Settings

Exec Timing

[ Execute Script before Activation
O Execute Script after Activation
[ Execute Script before Deactivation

L] Execute Script after Deactivation

Settings

Close

The script can be run at the specified timing by selecting the checkbox.
Exec Timing
Execute Script before Activation

* When the checkbox is selected
The script is executed before the resource is activated.

* When not selected
The script is not executed before the resource is activated.

Execute Script after Activation

* When the checkbox is selected
The script is executed after the resource is activated.

* When not selected
The script is not executed after the resource is activated.

Execute Script before Deactivation

* When the checkbox is selected
The script is executed before the resource is deactivated.

* When not selected
The script is not executed before the resource is deactivated.

Execute Script after Deactivation

* When the checkbox is selected
The script is executed after the resource is deactivated.

* When not selected
The script is not executed after the resource is deactivated.

To configure the script settings, click Settings.
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Edit Script

User Application
® Script created with this product
File rscextent.bat
Edit View Replace
Timeout™ 30 sec
Exec User v
OK Cancel Apply
User Application

Use an executable file (executable batch file or execution file) on the server as a script. For the file name,
specify an absolute path or name of the executable file of the local disk on the server. If you specify only
the name of the executable file, you must configure the path with environment variable in advance. If there
is any blank in the absolute path or the file name, put them in double quotation marks ("") as follows.

Example:

"C:\Program Files\script.bat"
If you want to execute VBScript, enter a command and VBScript file name as follows.
Example:

cscript script.vbs

Each executable files is not included in the cluster configuration information of the Cluster WebUI. They
must be prepared on each server because they cannot be edited nor uploaded by the Cluster WebUI.

Script created with this product

Use a script file which is prepared by the Cluster WebUI as a script. You can edit the script file with the
Cluster WebUI if you need. The script file is included in the cluster configuration information.

File (Within 1023 bytes)

Specify a script to be executed (executable batch file or execution file) when you select User Application.
View

Click here to display the script file when you select Script created with this product.
Edit

Click here to edit the script file when you select Script created with this product. Click Save to apply
the change. You cannot modify the name of the script file.

Replace

Click here to replace the contents of a script file with the contents of the script file which you selected
in the file selection dialog box when you select Script created with this product. You cannot replace
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the script file if it is currently displayed or edited. Select a script file only. Do not select binary files
(applications), and so on.

Timeout (1 to 9999)

Specify the maximum time to wait for completion of script to be executed.

The default value of the time taken to execute script before and after activation/deactivation is 30
seconds.

The default value of the timeout settable from Settings button of Execute Script before Final Action
for Recovery Operation at Activation Failure Detection or Recovery Operation at Deactivation
Failure Detection is 5 seconds.

Exec User

Select a user by whom the script is to be executed, from users registered in the Account tab of Cluster
Properties.
If no user is specified, the script is run by the local system account.
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3.6 Understanding application resources

You can register applications managed by EXPRESSCLUSTER and executed when a groups in EXPRESSCLUSTER
starts, stops, fails over or moves. It is also possible to register your own applications in application resources.

3.6.1 Dependency of application resources

By default, application resources depend on the following group resource types:

Group resource type

Floating IP resource

Virtual IP resource

Virtual computer name resource
Disk resource

Mirror disk resource

Hybrid disk resource

Registry synchronization resource
CIFS resource

AWS elastic ip resource

AWS virtual ip resource

AWS secondary ip resource
AWS DNS resource

Azure probe port resource
Azure DNS resource

3.6.2 Application resources

Application resources are the programs that are executable from the command line by the files whose extension is exe,
cmd, bat, or other.

3.6.3 Note on application resources

An application to be run from application resources must be installed on all servers in failover and must have the same
version.
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3.6.4 Details tab

Resource Properties | applil

Info Dependency Recovery Operation Details

Resident Type ® Resident

Non-Resident

Start Path” C:¥Windows¥System32¥app

Stop Path
Tuning

OK Cancel Apply

Resident Type
Specify the type of the application. Select one of the following:

* Resident
Select this when the application resides in EXPRESSCLUSTER.

¢ Non-Resident

Select this when the application does not reside (Process returns right after being executed) in
EXPRESSCLUSTER.

Start Path (Within 1023 bytes)
Specify the name of the file that can be run when the application resource is started.
Stop Path (Within 1023 bytes)

Specify the name of the file that can be run when the application resource is stopped. The operation is as
described below if the resident type is Resident.

« If the stop path is not specified
The application started by EXPRESSCLUSTER in the inactive state is stopped.

« If the stop path is not specified

The application started by executing the application specified for the stop path in the inactive state
is stopped.

Note: For the Start Path and Stop Path, specify an absolute path to the executable file or the name of
the executable file of which the path configured with environment variable is effective. Do not specify a
relative path. If it is specified, starting up the application resource may fail.

Tuning

Use this button to display the Application Resource Tuning Properties dialog box. Configure the de-
tailed settings for the application resources.

Application Resource Tuning Properties
Parameter tab

Detailed parameter settings are displayed on this tab.
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Application Resource Tuning Properties

Parameter  Start  Stop
Start

® Synchronous Timeout™ 1800 SeC

Asynchronous

Mormal Return Value

Stop

®* Synchronous Timeout”™ 1800 SEC

Asynchronous

Mormal Return Value

Target VCOM ¥
Resource Name

Allow to Interact with
Desktop

Kill the application
when exit

Exec User Set Up Individually *

[nitialize

DK Cancel Apphy

Synchronous (Start)

This setting is not available for a resident application.
If the application is non-resident, select this to wait for the application to stop when it is run.

Asynchronous (Start)

This setting is not available for a resident application.
If the application is non-resident, select this so as not to wait for the application to stop when it is run.

Normal Return Value (Start) (Within 1023 bytes)

This entry field cannot be entered when Asynchronous is selected.
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Specify what error code returned from the executable file set by Start Path is normal when
ResidentType is Non-resident.

* When there is no value
The return value is ignored.

* When there is a value
Observe the following input rules.
- Values can be separated by commas (for example, 0, 2, 3).
- Values can be specified using a hyphen (for example, 0-3).

Note: In case that a batch file is specified as the executable file, an error cannot be detected
when 1 is specified as Normal Return Value because 1 is returned when an error occurs with
cmd.exe which executes the batch file.

Synchronous (Stop)

If the application is resident, and the stop path is not specified, select this to wait for the currently
running application to stop. If the application is resident, and the stop path is specified, select this to wait
for the application specified for the stop path to stop.

If the application is non-resident, select this to wait for the application to stop when it is run.
Asynchronous (Stop)

If the application is resident, and the stop path is not specified, select this to wait for the currently
running application to stop. If the application is resident, and the stop path is specified, select this to wait
for the application specified for the stop path to stop.

If the application is non-resident, select this so as not to wait for the application to stop when it is run.
Normal Return Value (Stop) (Within 1023 bytes)

This entry field cannot be entered when Asynchronous is selected.

Specify what error code returned from the executable file set by Stop Path is normal when Resident
Type is Non-resident.

* When there is no value
The return value is ignored.

* When there is a value
Observe the following input rules.
- Values can be separated by commas (for example, 0, 2, 3).
- Values can be specified using a hyphen (for example, 0-3).

Note: In case that a batch file is specified as the executable file, an error cannot be detected when
1 is specified as Normal Return Value because 1 is returned when an error occurs with cmd.exe
which executes the batch file.

Timeout (Start) (1 to 9999)

This setting is not available for a resident application.

Configure the timeout value to wait (synchronous) for a non-resident application to stop when the
application is run. A value can be entered only when Synchronous is selected. If the application does
not stop within the timeout value set here, it is considered as an error.

Timeout (Stop) (1 to 9999)
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For a resident application, configure the timeout value to wait (Synchronous) for the currently running
application or the application specified for the stop path to stop.

The timeout value can be set only when Synchronous is selected. If the application does not stop within
the timeout value set here, it is considered as an error.

Target VCOM Resource Name

Select a virtual computer name used as a computer name for the application resource. Virtual computer
names and resource names that exist in the failover group where the application resource belong to are
listed.

When you specify this parameter, add the following environment variables and then start the application:

COMPUTERNAME-=<virtual computer name>
_CLUSTER_NETWORK_FQDN_=<virtual computer name>
_CLUSTER_NETWORK_HOSTNAME_=<virtual computer name>
_CLUSTER_NETWORK_NAME_=<virtual computer name>

Allow to Interact with Desktop

Specify whether to allow the application to be run to interact with desktop. If this is selected, the applica-
tion screen is displayed on the desktop when the application starts running.

Kill the application when exit

Specify whether or not to forcibly terminate the application as termination of deactivation. If this is
selected, the application is forcibly terminated instead of normal termination. This is effective only when
Resident Type is set to Resident and the stop path is not specified.

Exec User

Select a user by whom the application is to be executed, from users registered in the Account tab of
Cluster Properties.
With Set Up Individually specified, the settings of the user in the Start and Stop tabs are applied.

With any value other than Set Up Individually specified, the settings in the Start and Stop tabs are not
used: Those of the user specified for this parameter are applied.

Initialize
Click Initialize to reset the values of all items to their default values.
Start and Stop tabs

A detailed setting for starting and stopping the application is displayed.

3.6. Understanding application resources 215



EXPRESSCLUSTER X 5.1 for Windows
Reference Guide, Release 5

Application Resource Tuning Properties

Parameter Start  Stop

Current Directory

Option Parameter

Window Size” Hide v
Exec User

Domain

Account

Password Change

Execute from the U]
Command Promp

Initialize

0K Cancel Apply

Current Directory (Within 1023 bytes)
Specify a directory for running the application.
Option Parameter (Within 1023 bytes)

Enter parameters to be entered for the application. If there are multiple parameters, delimit parameters
with spaces. For a parameter that includes a space, enclose the parameter with double quotation marks.

Example: "param 1" param2
Window Size
Select the size of the window for running the application from the following:

* Hide
The application is not displayed.

* Normal

The application is displayed in a regular window size.
* Maximize

The application is displayed in a maximum window size.
* Minimize

The application is displayed in a minimum window size.
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Exec User Domain (Within 255 bytes)

Specify the domain of a user account that runs the application.

In the case of Stop tab, it is unnecessary to stop and/or resume the group.
Exec User Account (Within 255 bytes)

Specify the user account that runs the application.’

In the case of Stop tab, it is unnecessary to stop and/or resume the group.
Exec User Password (Within 255 bytes)

Specify the password for the user account that runs the application.

In the case of Stop tab, it is unnecessary to stop and/or resume the group.
Execute from the Command Prompt

Specify whether to run the application from the command prompt (cmd.exe). Specify this when running
an application (such as JavaScript and VBScript) whose extension is other than exe, cmd, or bat.

Initialize

Click Initialize to reset the values of all items to their default values.

! When Exec User Account is left blank, the application is run by the local system account.

3.6. Understanding application resources 217



EXPRESSCLUSTER X 5.1 for Windows
Reference Guide, Release 5

3.7 Understanding floating IP resources

3.7.1 Dependencies of floating IP resources

By default, this function does not depend on any group resource type.

3.7.2 Floating IP

Client applications can use floating IP addresses to access cluster servers. By using floating IP addresses, clients do
not need to be aware of switching access destination server when a failover occurs or moving a group migration.

Floating IP addresses can be used on the same LAN and over the remote LAN.

Clients access Server 1 at its floating IP (FIP) address.

Server 1 Server 2

Client

Fig. 3.43: Access to the floating IP address (1)

Even if a failover occurs from Server 1 to Server 2, clients access the FIP address without being aware of the actual,
changed destination.
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Server 1 . Server 2
Failover
SV TN (_./";
down =) Croup

Client

Fig. 3.44: Access to the floating IP address (2)

Address assignment
An IP address to assign for floating IP address needs to meet the condition described below:
* Available host address which is in the same network address as the LAN that the cluster server belongs

Allocate as many IP addresses that meet the above condition as required (generally as many as failover groups). These
IP addresses are the same as general host addresses, therefore, you can assign global IP addresses such as Internet.

You can also allocate IPvbaddresses to floating IP addresses.

Switching method

MAC addresses on the ARP table are switched by sending ARP broadcasting packets from the server on which
floating IP resources are activated.

A floating IP resource does not have the functionality to update ARP broadcasting packets periodically. Therefore,
update the ARP table of a network device by using a custom monitor resource as required.

Routing
You do not need to make settings for the routing table.
Conditions to use
Floating IP addresses are accessible to the following machines:
¢ Cluster server itself
¢ Other servers in the same cluster and the servers in other clusters
* Clients on the same LAN as the cluster server and clients on remote LANs

If the following conditions are satisfied, machines other than the above can also access floating IP addresses. However,
connection is not guaranteed for all models or architectures of machines. Test the connection thoroughly by yourself
before using those machines.

e TCP/IP is used for the communication protocol.
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¢ ARP protocol is supported.

Even over LANs configured with switching hubs, floating IP address mechanism works properly. When a server goes
down, the TCP/IP connection the server is accessing will be disconnected.

3.7.3 Notes on floating IP resources

If the FIP is activated forcibly when there is an IP address overlap, the NIC is invalidated due to the Windows OS
specifications. Therefore, do not use Forced FIP Activation.

Notes on allocating floating IP addresses to IPv4 addresses

* Stopping the floating IP resource routing information may be deleted. To avoid this phenomenon, specify an
interface in the IF option when registering routing information as follows:

route -p add [destination] [Mask netmask] [gateway] [IF interface]
Notes on allocating floating IP addresses to IPv6 addresses
» IPv6 addresses should not be specified in Management Resources in Management Group.

¢ In the setting of virtual computer name resource, setting connection of floating IP resource assigned to IPv6 is
invalid.

* When the floating IP address is set to perform to register in virtual computer name resource dynamically and it
is selected to correspond to virtual computer name, the floating IP address cannot be allocated to IPv6 address.

* Stopping the floating IP resource routing information may be deleted. To avoid this phenomenon, specify an
interface in the IF option when registering routing information as follows:

route -p add [destination] [Mask netmask] [gateway] [IF interface]

When a floating IP resource is set for a physical host, Windows registers the physical host name and FIP record in
the DNS (if the property of the corresponding network adapter for registering addresses to the DNS is set to ON). To
convert the IP address linked by the physical host name resolution into a physical IP address, set the relevant data as
follows.

* Check the setting of the network adapter to which the corresponding floating IP address is assigned, by choosing
Properties - Internet Protocol Version 4 - Advanced - DNS tab - Register this connection's address in DNS.
If this check box is selected, clear it.

* Additionally, execute one of the following in order to apply this setting:
1. Reboot the DNS Client service.
2. Explicitly run the ipconfig/registerdns command.

 Register the physical IP address of the network adapter to which the corresponding floating IP address is assigned
to the DNS server statically.

A floating IP resource adds a floating IP address to an NIC by using a Windows OS API. If the transmission source
change feature is not used, the skipassource flag is not set and therefore does not take effect after the activation of a
floating IP resource.

Notes on enabling the transmission source change feature of a floating IP resource
 This feature changes the existing skipassource setting.

* This feature cannot be used for any IPv6 IP address.
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For the usage of the Network Load Balancing (NLB) function of OS in the servers of the cluster, see " Coexistence
with the Network Load Balancing function of the OS " in " Notes when creating the cluster configuration data" in "
Notes and Restrictions" in the " Getting Started Guide".

3.7.4 Details tab

Resource Properties | fipl

Info Dependency Recovery Operation Details
Common serverl server2
IP Address” 10.0.0.12
Tuning
OK Cancel Apply
IP Address

Enter the floating IP address to be used.

If you specify an IPv4 address, the number of mask bits as 24 by default, find the address of the subnet
mask on the local computer to match, you can add the floating IP address to the appropriate index.

Follow the instruction below to enter an IPv6 address.
Example: fe80::1

With the default value of prefix length 64 bit, floating IP resource searches for the addresses that have
matching prefix on the local computer and adds floating IP address to the matching index. When there is
more than one matching address, address is added to the index that has the largest index value.

In order to specify the prefix length explicitly, specify the prefix length after the address.
Example: fe80::1/8
In order to specify the index explicitly, specify %index after the address.
Example: fe80::1%5
The example above shows how to add a floating IP address to the index5.
Tuning

Opens the Floating IP Resource Tuning Properties dialog box where you can make detailed settings for
the floating IP resource.

Floating IP Resource Tuning Properties

Detailed settings on floating IP resource are displayed.
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Floating IP Resource Tuning Properties

Run Ping

ping

Interval” 1 Sec
Timeout™ 1000 msec
Retry Count™ 5 time

Judge NIC Link Down O
as Failure

Use transmission CJ
source change feature

Initialize

oK Cancel Apply

Run ping

Specify this to verify if there is any overlapped IP address before activating floating IP resource by using the ping
command.

¢ When the checkbox is selected:
The ping command is used.

e When the checkbox is not selected:
The ping command is not used.
ping
These are the detailed settings of the ping command used to check if there is any overlapped IP address
before activating floating IP resource.

¢ Interval (0 to 999)
Set the interval to issue the ping command in seconds.

e Timeout (1 to 999999)
Set timeout of the ping command in milliseconds.

* Retry Count (0 to 999)
Set retry count of the ping command.
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¢ Forced FIP Activation

Specify whether to forcibly activate floating IP address when an overlapped IP address is detected
by command check.Be sure to set it to off.

— When the checkbox is selected:
Forced activation is performed.

— When the checkbox is not selected:
Forced activation is not performed.

Judge NIC Link Down as Failure
Specify whether to check for an NIC Link Down before the floating IP resource is activated.

* When the checkbox is selected:
In the case of an NIC Link Down, the floating IP resource is not activated.

¢ When the checkbox is not selected:
Even in the case of an NIC Link Down, the floating IP resource is activated.

Use transmission source change feature
Choose whether to change the transmission source for an NIC to which a floating IP address is given.

* When the checkbox is selected:
The transmission source change feature is used.

* When the checkbox is not selected:
The transmission source change feature is not used.

Specification for transmission source
Specify the transmission source.

» Specify FIP address as transmission source
Enable the skipassource of a non-FIP address assigned to the NIC where the FIP address is given.

* Do not specify FIP address as transmission source
Enable the skipassource of the FIP address.

Initialize

Click Initialize to reset the values of all items to the default values.
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3.8 Understanding mirror disk resources

3.8.1 Dependencies of mirror disk resources

By default, this function does not depend on any group resource type.

3.8.2 Mirror disk

Mirror disks are a pair of disks that mirror disk data between two servers in a cluster.

Mirroring is performed by partition. It requires the RAW partition (cluster partition) to record the management data as
well as the data partition that is to be mirrored. In addition, the license of EXPRESSCLUSTER X Replicator 5.1 for
Windows is necessary on both servers that mirroring is performed.

* Disk type and geometry

The size of the data partitions has to be completely the same by byte on both servers. If the disk size and
geometry are different on each server, it may be unable to create partitions that are exactly the same size. Thus
the geometry of disks which are used to secure data partitions needs to be the same on both servers.

It is recommended to use disks of the same model on both servers.

Example:

Combination | Server1 | Server 2

Correct SCSI SCSI

Correct IDE IDE

Incorrect IDE SCSI
Combination Head Sector Cylinder
Correct and Server 1 240 63 15881
Correct and Server 2 240 63 15881
Incorrect and Server 1 240 63 15881
Incorrect and Server 2 120 63 31762

If it is not possible to make both servers have exactly the same disk type and geometry, check
the size of data partitions in precise by using the clpvolsz command. If the disk size does
not match, shrink the larger partition by using the clpvolsz command again.

For details on the clpvolsz command, see "Tuning partition size (clpvolsz command)" in "9.
EXPRESSCLUSTER command reference" in this guide.

* Dirive letter of partition
Configure the same drive letter for a data partition and cluster partition on both servers.

Example: Adding a SCSI disk to each server to create a pair of mirroring disks.
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Fig. 3.45: Adding disks for a pair of mirror disks

Example: Using available area of the IDE disk on which OS of each server are stored to create a
pair of mirroring disks.

The following figure illustrates using the free space of each disk as a mirror partition device
(cluster partition and data partition):
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Fig. 3.46: Using the free space of each disk for a mirror partition

— A mirror partition (cluster partition, data partition) can be allocated on the same disk as OS.

% When the maintainability at occurrence of failure is important:
It is recommended to have another disk for a mirror than a disk for OS in advance.

# When a logical disk cannot be added because of the limitations of the hardware RAID
specifications:

When it is difficult to change the configuration of a logical disk because hardware RAID is
pre-installed:

A mirror partition (cluster partition, data partition) can be allocated on the same disk as
OS.

¢ Disk allocation

One mirror disk resource can perform mirroring to only one partition. However, multiple partitions
can be mirrored by creating multiple mirror disk resources.

It is possible to create multiple mirroring resources by allocating multiple data partitions and
cluster partitions on a single disk.

Example: Adding one SCSI disk to each server to create two pairs of mirroring disks.

The following figure illustrates each disk on which a pair of a cluster partition and a data partition is
created:
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Fig. 3.47: Using multiple areas of each disk for mirror partitions

— Allocate a cluster partition and two data partitions in a pair on a single disk.

— Assign 0 and 1 for the offset index of the cluster partition management area to be used in each
data partition.

Example: Adding two SCSI disks for each server to create two mirroring partitions.

The following figure illustrates using mirror partitions prepared from two pairs of disks on which
partitions of the same size are created:
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Fig. 3.48: Using two pairs of disks as mirror partitions

— Secure a cluster partition and data partition on the first disk and a data partition on the second
disk.

— Routing and Remote Access Assign 0 and 1 for the offset index of the cluster partition manage-
ment area to be used in each data partition.

— A cluster partition can be secured on each disk. In that case, the offset index is assigned to be 0
and 0.

— When performing mirroring in the asynchronous mode, an access to a cluster partition is gen-
erated in accordance with writing in a data partition. The access to a disk can be distributed by
securing a cluster partition and data partition on separate disks.

Example: Adding one SCSI disk for three servers to create two mirroring partitions.

The following figure illustrates using data partitions between Server 1 and Server 2 and between
Server 2 and Server 3, by preparing each disk for each combination of a cluster partition and two
partitions of the same size:

228 Chapter 3. Group resource details



EXPRESSCLUSTER X 5.1 for Windows
Reference Guide, Release 5

Server 1 Server 3
E \ \ E \
Disk Disk Disk
S— ) ) S— N
v v v
Cluster Cluster Cluster
l - partition l partition l - partition
- 4 =
p \ p p
Data e Data Data
partition L partition partition
Mirroring
( \ \ ( \
s=wam Data wppgm Data | swemm Data
- partition - partition o - partition
Mirroring
. J A J
. ) N y
Fig. 3.49: Using multiple areas of each disk for mirror partitions (with three servers)
— Allocate a cluster partition and two data partitions on each server.
— On Server 2, the following two data partitions are required: One is used for mirroring with
Server 1 while the other is used for mirroring with Server 3.
— Assign 0 and 1 as the offset index of the cluster partition management area to be used in each
data partition.
Data partition
Partitions where data that is mirrored by EXPRESSCLUSTER (such as application data) is stored are
referred to as data partitions.
Allocate data partitions as follows:
 Data partition size
There is no limitation for partition size. Allocate any size of partition.
* Time required for data partition copying
When a file is copied at initial configuration or disk replacement, the required amount of time
increases in proportion to the size of the volume use area. If the volume use area cannot be
specified, the required amount of time increases in proportion to the data partition size because the
entire area of the volume is copied.
* File system
Format the partition with NTFS. FAT/FAT32 is not supported.
* Allocate the partition on a basic disk. The dynamic disk is not supported.
* When making data partitions as logistical partitions on the extended partition, make sure the data
partitions are logical partition on both servers. The actual size may be different even the same size
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is specified on both basic partition and logical partition

» The access to the data partition is controlled by EXPRESSCLUSTER.

Cluster partition

Dedicated partitions used in EXPRESSCLUSTER for mirror partition controlling are referred to as
cluster partition.
Allocate cluster partitions as follows:

 Cluster partition size
1024MiB or more. Depending on the geometry, the size may be larger than 1024MB, but that is not
a problem.

* A cluster partition and data partition for data mirroring should be allocated in a pair. If you use one
cluster partition with multiple mirror disks, assign a different index number to each mirror disk so
that the areas used in the cluster partition do not overlap each other.

* Do not make the file system on cluster partitions. Do not format.
» The access to a cluster partition is limited.

Access control of a data partition

The data partition to be mirrored by a mirror disk resource can be accessed only from the active server
where a mirror disk resource is activated.

* EXPRESSCLUSTER is responsible for the access control of the file system. Application's accessi-
bility to a data partition is the same as switching partition (disk resources) that uses shared disks.

* Mirror partition switching is done for each failover group according to the failover policy.

* By storing data required for applications on data partitions, the data can be automatically used after
failing over or moving failover group.

The following figure illustrates mirroring disk data by a pair of Mirror disk 1 with Server 1 and Mirror
disk 2 with Server 2:

Server 1 Server 2
Application A
[ ees]
I
\ !’ 7
I
]
I
14

Mirror disk 1 Mirror disk 2

Fig. 3.50: Mirror disk configuration (1)
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Fig. 3.51: Mirror disk configuration (2)

3.8.3 Understanding mirror parameters

The maximum size of request queues

Configure the size of queues which is used for the mirror disk driver to queue I/O requests on the
communication among servers. If you select a larger value, the performance will improve but more
memory will be required. If you select a smaller value, less memory will be used but the performance
may be lowered.

Note the following when setting the number of queues:

* The improvement in the performance is expected when you set a larger value under the following
conditions:

— Large amount of physical memory is installed on the server and there is plenty of available
memory.

— The performance of the disk I/O is high.

* It is recommended to select a smaller value under the conditions:
— Small amount of physical memory is installed on the server.
— I/O performance of the disk is low.

Mirror Connect Timeout

This is the time required to cut a mirror disk connect when there is no response on the communication
among servers and/or when the data synchronization has not completed at the time of mirror recovery
and/or data synchronization. The time for timeout needs to be configured longer, if the line speed of the
mirror disk connect is slow and/or the load to the mirror disk is high.

Adjust this parameter below the timeout value of heartbeat, based on the following calculation.
Heartbeat timeout = Mirror connect timeout + 10 seconds

* For the settings of the heartbeat timeout, see "7Timeout tab" in "Cluster properties" in "2. Parameter
details" in this guide.

Initial Mirror Construction
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Specify if initial mirroring is configured when activating cluster for the first time after the cluster is
created.

¢ Execute the initial mirror construction

An initial mirroring is configured (disk images of the data partition are fully copied) when
activating cluster for the first time after the cluster is created.

¢ Do not execute initial mirror construction

Assume that data in the data partition has already matched among servers and do not configure
initial mirroring at initial startup after constructing a cluster. When constructing a cluster, it is
necessary to make the disk image of the data partition (physical data) identical without using
EXPRESSCLUSTER.

Mode

Switch the synchronization mode of mirroring.

Mode Overview Explanation

Synchronous| Complete match of the | Writing the data to the mirrored disk is finished when
data in the active and | writing the data to both local and remote disks is finished.
standby servers is guaran-

teed.

Asynchronous
The order to write in the Writing the data to the mirrored disk is finished when
updated data is writing the data to the local disk is finished.

guaranteed. However, the | After queuing is kept in the kernel space memory, it is
latest updated data may be | transferred to the user space memory. When the volume

lost, if a failover is of data reaches a limit that the user space memory can
performed in the state that | keep, the data is sent out to a temporary file and kept
a mirror disk resource there.

cannot be deactivated as
servers are down.

The data is transferred to
the remote disk after
writing request is queued
and performed on the
background.

Kernel Queue Size

Specify the size of the request for writing to the remote disk to be kept in the kernel space memory when
the mode is set to Asynchronous. Normally, default value is specified.

Input and output are completed, if writing data can be saved in the kernel queue.

If taking data into the application queue is delayed as the load on CPU is high, the size is set larger.
However, if the size is too large, it will result in compressing the system resource.

Application Queue Size

Specify the size of the request for writing to the remote disk to be kept in the user space memory when
the mode is set to Asynchronous. Normally, the default value is used. However, if a high-speed network
is used, the frequency of creating a temporary file can be reduced and the overhead caused by input and
output can be decreased by making the queue size larger.

Upper Bound of Communication Band

When the mode is Asynchronous, the server tries to transfer data that has been queued to the standby
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server. When the channel for mirror disk connection is used for connections for other applications, the
communication band may become busy. In this case, by setting the bound of communication band for
the mirror disk connect communication, the impact on other communications can be reduced. If the
communication band for mirror disk connect is smaller than the average amount of data to be written
into the mirror disk, the queued data cannot be fully transferred to the standby server, which can result in
overflow and suspension of mirroring. The bandwidth should be large enough for data to be written into
the business application.

This function makes a limit to the communication band by having a maximum of one-second pause when
the total amount of data to be transferred per second exceeds the configured value. If the size of data to
be written into the disk at a time is greater than the configured value, expected performance may not be
achieved. For example, even if you set the value of communication band limit to be 64Kbyte or smaller,
the actual amount of communication during copy can be greater than the configured value because the
size of data to be transferred for a copy of a mirror disk at a time is 64 Kbyte.

See also:

In addition to the limit on the communication band for each mirror disk resource, you can also set a
limit on the communication band for each mirror disk connect by using a standard Windows function.
For details, see "Limit on the band for mirror disk connect communication" in "The system maintenance
information" in the "Maintenance Guide".

History Files Store Folder

Specify the folder that keeps the temporary file which is created when the request for writing to the remote
disk in the Asynchronous mode cannot be recorded in the application queue. When the communication
band runs short, data is recorded up to the limit of the disk space if the limit of the history file size is
not specified. Thus, specifying a folder on the system disk runs out of the empty space and the system
behavior may become unstable. Therefore, if you want to suspend mirroring when recording data is
exceeded a certain size, create a dedicated partition or specify the limit of the history file size.

Do not specify any folder on the cluster partition and data partition to the history files store folder. Also,
do not specify a folder containing a 2-byte character in the path.

Thread Timeout

This is the time that timeout is occurred when data cannot be transferred to the application queue from
the kernel queue in the mode of Asynchronous. When it is timed out, a mirror disk connect is cut.

Timeout may occur, if the data transfer to the application queue is delayed due to high load. In this case,
increase the timeout value.

Encrypt mirror communication

Choose whether to encrypt data passing through mirror disk connects.

The applied encryption algorithm is Advanced Encryption Standard (GCM), which supports up to
256-bit key length.

The encryption is recommended if the channels of mirror disk connects include external lines.
Allow failover on mirror break for specified time

Allow a failover to a server, with data in the mirror disk not up to date, to succeed for a specified time
since the occurrence of a mirror break.

This enables you to give priority to business continuation even if an unexpected mirror break occurs
before or after a failover.

However, carefully consider whether this setting is enabled. This is because the data in the mirror disk
may be rolled back.

For more information, see this guide: "2. Parameter details" -> "Cluster properties" -> "Mirror Disk
tab".
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3.8.4 Examples of mirror disk construction

¢ Execute the initial mirror construction

First, create application data to be duplicated (if available before the cluster construction) in the data partition
(e.g. initial database) of Mirror disk 1 on the active server in advance. For information on the partition con-
figuration, refer to "3.8.2. Mirror disk". Next, install EXPRESSCLUSTER on each of Server 1 and Server

2.
Server 1 Server 2
~\ 4
[ swee]
Application
1
]
1
1
]
v
‘> Initial ‘> Initial
— data — data
. / . /

Mirror disk 1 Mirror disk 2

Fig. 3.52: Example of mirror disk construction: executing initial mirror construction (1)

Then start the initial mirror construction. Completely copy the content of Mirror disk 1 on Server 1 to Mirror
disk 2 on Server 2.
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Server 1 Server 2

Start configuring
the initial mirroring

A 1 Copy
: i entirely
1
1 |
1
\. i J \. ! J
Mirror disk 1 Mirror disk 2

Fig. 3.53: Example of mirror disk construction: executing initial mirror construction (2)

* Do not execute the initial mirror construction
Follow the procedures below to have identical data in the data partition on both servers:

1. If application data to be duplicated can be prepared before configuring a cluster, create it on data partition of the
mirror disk on the active server in advance (ex. initial data of the database).

2. Install EXPRESSCLUSTER and configure a cluster without executing the initial mirror construction.
3. Shut down the cluster.

4. Remove disks that have data partitions on both servers, and connect to the Linux server. Then copy the data in
the data partition on the active server to the data partition on the standby server by using the dd command in the
state that disks are not mounted.

5. Return disks to the active and standby server and start both servers.

3.8.5 Notes on mirror disk resources

* Set both servers so that the identical partitions can be accessed under the identical drive letter.

* If a drive letter different from those used on partition is set, the drive letter will be changed when the mirror disk
resource is started. If the drive letter is used on any other partitions, starting up the mirror disk resource will fail.

» To change the configuration so that the disk mirrored using a hybrid disk resource will be mirrored using a
mirror disk resource, first delete the existing hybrid disk resource from the configuration data, and then upload
the data. Next, add a mirror disk resource to the configuration data, and then upload it again.

* For the data partition and the cluster partition of hybrid disk resources, use disk devices with the same logical
sector size on all servers. If you use devices with different logical sector sizes, they do not operate normally.
They can operate even if they have different sizes for the data partition and the cluster partition.

Examples)
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Combi Logical sector size of the partition Description
nation

Server 1 Server 1 Server 2 Server 2

Data parti- | Cluster Data parti- | Cluster

tion partition tion partition
OK 512B 512B 512B 512B The logical

sector sizes
are uniform.
OK 4KB 512B 4KB 512B The data
partitions
have a uni-
form size of
4 KB, and
the cluster
partitions
have a uni-
form size of
512 bytes.
NG 4KB 512B 512B 512B The logical
sector sizes
for the data
partitions
are not
uniform.
NG 4KB 4KB 4KB 512B The logical
sector sizes
for the
cluster par-
titions  are
not uniform.
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3.8.6 Details tab

Resource Properties | mdi md

Info Dependency Recovery Operation = Details

Mirror Disk No.* 1 v
Data Partition Drive Letter” Y:
Cluster Partition Drive Letter™ Z:
Cluster Partition Offset Index™ 0 |~
Mirror Disk Connect Select

Servers that can run the group

Name Data Partition Cluster Partition Name

serverl

Add

server2

Edit

Tuning

0K Cancel Apply

Mirror Disk No.

Select the number to be allocated to the mirror partition.
Data Partition Drive Letter (Within 1023 bytes)

Specify the drive letter (A to Z) of the data partition.
Cluster Partition Drive Letter (Within 1023 bytes)

Specify the drive letter (A to Z) to the cluster partition.
Cluster Partition Offset Index

Select an index number for the area used in the cluster partition. When using the multiple mirror disks,
assign different numbers for each mirror disk so that the areas to be used in the cluster partition are not
overlapped.

Select

Select the communication path for the data mirroring communication (mirror disk connect). Click Select
to display the Selection of Mirror Disk Connect dialog box.
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Selection of Mirror Disk Connect

Mirror Disk Connects Available Mirror Disk Connect
Order MDC < MDC
1 mdcl Add No Available Mirror Disk Connect
9
Remove
™ €
oK Cancel Apply

e Add

Use Add to add mirror disk connects. Select the mirror disk connect you want to add from
Available Mirror Disk Connect and then click Add. The selected mirror disk connect is added to
the Mirror Disk Connects.

Up to two lines of mirror disk connect can be set for one mirror disk resource.

¢ Remove

Use Remove to remove mirror disk connects to be used. Select the mirror disk connect you want to
remove from the Mirror Disk Connects and then click Remove. The selected mirror disk connect
is added to Available Mirror Disk Connect.

¢ Order

Use the arrows to change the priority of mirror disk connects to be used. Select the mirror disk
connect whose priority you want to change, and then click the arrows. The selected row moves
accordingly.

For mirror disk connect settings, see "Interconnect tab" in "Cluster properties" in "2. Parameter details"
in this guide.
Add

Click this button to add the selected server to Servers that can run the group. When this button is
clicked, the dialog box that allows for selection of a partition of the selected server is displayed.

Selection of partition

Obtain information
Connect
Data Partition

Volume Disk No. Partition No. Size GUID

No partitions

Cluster Partition

Volume Disk No. Partition No. Size GUID
No partitions

oK Cancel
e Connect

Use this button to connect to the server and obtain the list of partitions.
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* Data Partition
Select a partition to be used as a data partition from the list. The GUID of the selected data
partition is displayed.

¢ Cluster Partition

Select a partition to be used as a cluster partition from the list. The GUID of the selected cluster
partition is displayed.

Important: Specify different partitions for data partition and cluster partition. If the same partition is
specified, data on the mirror disk may be corrupted. Make sure not to specify the partition on the shared
disk for the data partition and cluster partition.

Remove

Use this button to delete a server from Servers that can run the group.
Edit

Use this button to display the dialog box to select the partition of the selected server.
Tuning

Opens the Mirror Disk Resource Tuning Properties dialog box. You make detailed settings for the
mirror disk resource there.

Mirror DiskResource Tuning Properties

The advanced settings of mirror are displayed.
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Mirror Disk Resource Tuning Properties

Execute the initial mirror construction v
Mirror Connect Timeout™ 20 sec
Request Queue Maximum Size” 2048 KB
Mode 8 Synchronous

_ Asynchronous

Recovery Method
Compress Data When Recovering
Mirror Communication Encryption

Encrypt mirror communication

Initialize

OK Cancel Apply

Execute the initial mirror construction

Specify whether to execute an initial mirror construction (full copy of data partition) when configuring a
cluster.

e When the checkbox is selected:
Execute an initial mirror construction. In general, specify this.

¢ When the checkbox is not selected:

Handle as it is configured without executing an initial mirror construction. Specify this if the data
partition contents are already the same and full copying is not required.

Mirror Connect Timeout (2 to 9999)
Specify the timeout for mirror disk connect.
Request Queue Maximum Size (512 to 65535)

Specify the size of queue that a mirror disk driver uses to queue I/O requests on the communication among
servers.

Mode
Switch the mode of the mirror data synchronization.

* Synchronous
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Write in the local disk and remote disk simultaneously to queue the completion.

* Asynchronous

After writing in the local disk, write in the remote disk. Queue for the completion of writing in the
local disk.

Kernel Queue Size (512 to 65535)

Specify the queue size of the kernel space to save the I/O data of the asynchronous mirror temporarily.

Application Queue Size (512 to 65535)

Specify the queue size of the user space to save the I/O data of the asynchronous mirror temporarily.

Rate limitation of Mirror Disk Connect (0 to 999999999)

Set the upper limit of the communication band used by the mirror disk connect.

Thread Timeout (2 to 9999)

Specify the timeout when it becomes unable to transfer from the kernel queue to the application queue.

History Files Store Folder (Within 1023 bytes)

Specify the destination folder to store the file when I/O data is overflowed form the application queue. It
is required to specify a folder that has sufficient free space so that the remote disk and the asynchronous
I/O data can be kept as a file.

Do not specify any folder in the cluster partition and data partition to the history files store folder. Addi-
tionally do not specify a folder that contains two byte characters in the path.

Also, it is recommended to set a history files store folder, in addition to the system drive of Windows
(Normally, the C: drive is used.). If it is set on the system drive, due to I/O running concurrently, a failure
may occur. For example, the mirror processing is delayed or the system behavior may become unstable.

Size limitation of History File (0 to 999999999)

Set the size limit of temporary files stored in the history file store folder. If the upper limit of size
is specified, mirroring will stop when the total amount of the temporary files reaches the limit. The
configured value is only applied to the limit of the temporary file size for the mirror disk resources, and
this value does not set the total amount of the temporary files in the history file store folder.

Mirroring will also stop when the size of the area for managing the number of cases where data is yet to
be sent reaches the upper limit of History Recording Area Size in Asynchronous Mode. This applies
even if the total amount of the temporary files does not reach its upper limit. For more information, see
"Cluster properties" -> "Mirror Disk tab" -> "History Recording Area Size in Asynchronous Mode".

Compress data

Specify whether to compress the mirror data flowing through the mirror disk connect.

Compress Data When Recovering

Specify whether to compress the mirror data flowing through the mirror disk connect for the purpose of
mirror recovery.

Encrypt mirror communication

Choose whether to encrypt data passing through mirror disk connects. This setting affects both data for
mirror synchronization and data for mirror recovery.

¢ If the check box is checked:

The data is encrypted.

¢ If the check box is not checked:
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The data is not encrypted.
Key File Path

Specify a key file to encrypt data passing through mirror disk connects.

Note: The key file to be used is generated by using the clpkeygen command. For more information on
the clpkeygen command, refer to "9. EXPRESSCLUSTER command reference" - "Creating a key file for
encrypting communication data (clpkeygen command)".

Important: Be sure to use the same key file on all servers which can activate mirror disk resources.
Using different key files leads to unsuccessful mirroring.

Initialize

Click Initialize to reset the values of all items to their default values.

3.8.7 Notes on operating mirror disk resources
If mirror data was synchronized on both servers when the cluster was shut down, use one of the two orders noted
below to start the servers.

* Start both servers simultaneously

o Start the first server, and then start the second server after the first server has started

Do not consecutively start and shutdown both servers”. The servers communicate with each other to determine whether
the mirror data stored on each server is up to date. Consecutively starting and shutting down both servers prevents the
servers from properly determining whether mirror data is up to date and mirror disk resources will fail to start the next
time both servers are started.

2 In other words, do not start and shut down the first server, and then start and shut down the second server.
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3.9 Understanding registry synchronization resources

3.9.1 Dependencies of registry synchronization resources

By default, this function depends on the following group resource types.

Group resource type
Floating IP resource
Virtual IP resource

Virtual computer name resource
Disk resource

Mirror disk resource
Hybrid disk resource

CIFS resource

AWS elastic ip resource
AWS virtual ip resource
AWS secondary ip resource
AWS DNS resource

Azure probe port resource
Azure DNS resource

3.9.2 Registry synchronization resources

Server 1 Server 2
™ '
Registry
0000 0000
0110 __| 5 0110
0101 . 0101
0101 Deliver 0101
\_ J . J

Fig. 3.54: Registry synchronization resource (1)

Server 1 Server 2
"\ Failover [

Server A "IN Registry
fails 0000
0110
0101
0101

\. J . J

Fig. 3.55: Registry synchronization resource (2)
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Registry keys to be synchronized at failover can be configured. When the content in a registry key set as synchroniza-
tion target is updated while registry synchronization resource is active, the updated content is applied to the registry of
the Failover Target Server.

The following describes how a registry synchronization resource synchronizes registry:

1.

When there is a registry synchronization resource in a failover group, update of a registry key that has been
configured is monitored when the registry synchronization resource is activated.

When the registry key update is detected, what is in the registry key is saved as a file in the local disk. Then the
file is delivered to each Failover Target Server.

The servers that received the file keep it in their local disks. If a failover occurs and registry synchronization
resource is activated in a server that received the file, the content of the file is restored in the corresponding
registry key.

3.9.3 Notes on registry synchronization resources

Do not open synchronization target registry keys in the standby server.

If a synchronization target registry key is opened when a failover occurs, restoration of the registry will fail. To
start and stop applications that use the synchronization target registry key, use a script resource within a control
of EXPRESSCLUSTER.

Minimize the number of synchronization target registry keys. Do not set more than needed. It is not recom-
mended to set a registry key that is frequently updated as a synchronization target registry key.

Saving in a file and delivering the file to other servers is done every time a synchronization target registry key
is updated. The number of synchronization target registry keys and frequency of updating them can affect the
system performance. Do not change or update a synchronization target registry key.

For the synchronization target registry keys, the following can be set. The registry keys other than those listed
below cannot be synchronized.

— Any key under the HKEY_USERS

— Any key under the HKEY_LOCAL_MACHINE
Do not set the following keys.
Keys under the HKEY_LOCAL_MACHINE/SOFTWARE/NEC/EXPRESSCLUSTER
HKEY_LOCAL_MACHINE/SOFTWARE/NEC
HKEY_LOCAL_MACHINE/SOFTWARE
— HKEY_LOCAL_MACHINE

Do not set the keys that are in parent-child relationship within the same resource.
Up to 16 synchronization target registry keys can be set per resource.
The following restrictions apply to names of the synchronization target registry keys:
— The characters that can be used for registry key are determined by the OS specifications.

— Up to 259 bytes can be used. Do not set the key name of 260 or larger bytes.
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3.9.4 Details tab

Resource Properties | regsyncl

Info Dependency Recovery Operation = Details

Edit Add Remov

0]

Registry
Registry Key

HKEY_LOCAL_MACHINE¥

Tuning

0K Cancel Apply

Add

Use this button to add a registry key to monitor. The Enter registry key dialog box is displayed.

Enter registry key

Registry Key~ v

Save Cancel

Registry Key

Enter a registry key to synchronize and click OK.
Remove

Click this button to delete a registry key from synchronization target listed in Registry List.
Edit

The Enter registry key dialog box is displayed. The selected registry keys are listed in Registry List.
Edit a registry key and click OK.

Registry Synchronization Resource Tuning Properties
Parameter tab

The detailed setting for registry synchronization resource is displayed.
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Registry Synchronization Resource Tuning Properties

Farameter

Delivery Interval® 1 Sec

Initialize

OK Cancel Apply

Delivery Interval (1 to 99)
Specify the interval to deliver the updated registry key information to other servers.
When short-time interval is set
» Updated information is immediately delivered to other servers.
* The system may get heavily loaded by frequently updating a registry key.
When long-time interval is set

* A delay in delivering updated information to other servers may occur. If a failover occurs before
delivery of the updated information is not completed, it will not be delivered to the Failover Target
Server.

* Increase in system load due to synchronization can be reduced when a registry key is frequently
updated.

Initialize

Click Initialize to reset the values of all items to their default values.
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3.10 Understanding script resources

You can register scripts managed by EXPRESSCLUSTER and run when starting, stopping, failing over, or
moving a group in EXPRESSCLUSTER. It is also possible to register your own scripts for script resources.

Note: The same version of the application to be run from script resources must be installed on all servers in failover
policy.

3.10.1 Dependencies of script resources

By default, this function depends on the following group resource types.

Group resource type

Floating IP resource

Virtual IP resource

Virtual computer name resource
Disk resource

Mirror disk resource

Hybrid disk resource

Registry synchronization resource
CIFS resource

AWS elastic ip resource

AWS virtual ip resource

AWS secondary ip resource
AWS DNS resource

Azure probe port resource
Azure DNS resource

3.10.2 Scripts in script resources

Types of scripts

Start script and stop script are provided in script resources. EXPRESSCLUSTER runs a script for each
script resource when the cluster needs to change its status. You have to write procedures in these scripts
about how you want applications to be started, stopped, and restored in your cluster environment.
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Server 1 Server 2 Server 3
Group A ) )
. >_ startbat @
iy oL : Group D
: > stop.bat A Ry S
- B startea (]
Group B 4 A
= stop.bat i > startbat
@ R s
: A i » stop.bat
>_ start.bat 4
P 4
: >  stop.bat
\ ||||||||||||||||||||||||||||| \ j /

start.bat Start script

stop.bat Stop script

3.10.3 Environment variables in script of script resource

Fig. 3.56: Start script and stop script

When EXPRESSCLUSTER runs a script, it records information such as the condition when the script is run (script

starting factor) in environment variables.

You can use the environment variables on the table below as branching condition to write code for your system

operation.

The environment variable of a stop script returns the content of the start script that was run immediately before as a
value. Start script does not set environment variables of CLP_FACTOR.
The environment variable of CLP_LASTACTION is set only when the environment variable CLP_FACTOR is
CLUSTERSHUTDOWN or SERVERSHUTDOWN.
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Environment Variable

Value of environment
variable

Meaning

START
CLP_EVENT The script was run:
...script starting factor - by starting a cluster;
- by starting a group;
- on the destination server by moving a group;
- on the same server by restarting a group due to the
detection of a monitor resource error; or
- on the same server by restarting a group resource due
to the detection of a monitor resource error.
FAILOVER
The script was run on the Failover Target Server:
- by the server's failing;
- due to the detection of a monitor resource error; or
- because activation of group resources failed.
RECOVER
- The server is recovered;
- due to detection of a monitor resource error; or
- because activation of group resources failed.
CLUSTERSHUTDOWN | The group was stopped by stopping the cluster.
CLP_FACTOR
...group stopping factor
SERVERSHUTDOWN The group was stopped by stopping the server.
GROUPSTOP The group was stopped by stopping the group.
GROUPMOVE The group was moved by moving the group.
GROUPFAILOVER The group failed over because an error was detected in
monitor resource; or the group failed over because of
activation failure in group resources.
GROUPRESTART The group was restarted because an error was detected
in monitor resource.
RESOURCERESTART The group resource was restarted because an error was
detected in monitor resource.
REBOOT In case of rebooting OS
CLP_LASTACTION
...process after cluster
shutdown
HALT In case of halting OS
NONE No action was taken.
HOME The script was run on the primary server of the group.

CLP_SERVER

...server where the
script was run

Continued on next page
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Table 3.17 — continued from previous page

Environment Variable

Value of environment
variable

Meaning

OTHER The script was run on a server other than the primary
server of the group.
SUCCESS There was no partition with connection failure.
CLP_DISK?
...partition connection
information on shared
or mirror disks
FAILURE There was one or more partition with connection failure.

CLP_PRIORITY

... the order in failover
policy of the server
where the script is run

1 to the number of servers
in the cluster

Represents the priority of the server where the script is
run. This number starts from 1 (The smaller the
number, the higher the server's priority).

If CLP_PRIORITY is 1, it means that the script is run
on the primary server.

CLP_GROUPNAME
...Group name

Group name

Represents the name of the group to which the script
belongs.

CLP_RESOURCENAME
...Resource name

Resource name

Represents the name of the resource to which the script
belongs.

CLP_VERSION_FULL

...EXPRESSCLUSTER
full version

EXPRESSCLUSTER full

version

Represents the EXPRESSCLUSTER full version.
(Example) 13.12

CLP_VERSION_MAJOR

...EXPRESSCLUSTER
major version

EXPRESSCLUSTER ma-
jor version

Represents the EXPRESSCLUSTER major version.
(Example) 13

CLP_PATH

...EXPRESSCLUSTER
installation path

EXPRESSCLUSTER in-
stallation path

Represents the path where EXPRESSCLUSTER is
installed.

(Example) C:\Program Files\EXPRESSCLUSTER

CLP_OSNAME
...Server OS name

Server OS name

Represents the OS name of the server where the script
was executed.

(Example) Windows Server 2016 Standard

Continued on next page
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Table 3.17 — continued from previous page

Environment Variable

Value of environment
variable

Meaning

CLP_OSVER
...Server OS version

Server OS version

Represents the OS version of the server where the
script was executed.

(Example) 6.2.0.0.274.3

CLP_SERVER_PREV

...Failover source
server name

Server name

Represents the failover source of the group which
the script belongs to only when CLP_EVENT
is FAILOVER. Indicates an indefinite value when
CLP_EVENT is other than FAILOVER.

If the script is executed on the standby server, with Execute on standby server of Script Resource Tuning
Properties enabled, the following information is recorded in environment variables:

Environment variable

Value of environment vari- | Meaning

able

STANDBY
CLP_EVENT The script was run on the standby server.
...script starting factor

HOME The script was run on the primary server of the
CLP_SERVER group.
...server where the script was
run

OTHER The script was run on a server other than the

primary server of the group.

CLP_PRIORITY

... the order in failover
policy of the server
where the script is run

the cluster

1 to the number of servers in

Represents the priority of the server where the
script is run. This number starts from 1 (The
smaller the number, the higher the server's
priority).

If CLP_PRIORITY is 1, it means that the
script is run on the primary server.

CLP_GROUPNAME
...Group name

Group name

Represents the name of the group to which the
script belongs.

CLP_RESOURCENAME
...Resource name

Resource name

Represents the name of the resource to which
the script belongs.

Continued on next page

3 1t is available for disk resource, mirror disk resource and hybrid disk resource.
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Table 3.18 — continued from previous page

Environment variable Value of environment vari- | Meaning
able
Full version of EXPRESS- | Represents the full version of EXPRESS-
CLP_VERSION_FULL CLUSTER CLUSTER (e.g. 13.12).
...Full version of
EXPRESSCLUSTER

Major version of EXPRESS- | Represents the major version of EXPRESS-
CLP_VERSION_MAIJOR CLUSTER CLUSTER (e.g. 13).

...Major version of
EXPRESSCLUSTER

EXPRESSCLUSTER installa- | Represents the EXPRESSCLUSTER
CLP_PATH tion path installation path (e.g. C:\Program
..EXPRESSCLUSTER Files\EXPRESSCLUSTER).

installation path

Server OS name
CLP_OSNAME Represents the OS name of the server where
...Server OS name the script was executed.

(E.g. Windows Server 2016 Standard)

Server OS version
CLP_OSVER Represents the OS version of the server where
...Server OS version the script was executed.

(E.g. 6.2.0.0.274.3)

3.10.4 Execution timing of script resource scripts
This section describes the relationships between the execution timings of start and stop scripts and environment vari-
ables according to cluster status transition diagram.

 To simplify the explanations, a 2-server cluster configuration is used as an example. See the supplements for the
relations between possible execution timings and environment variables in 3 or more server configurations.

Server Server status

Normal

m Stopped

(Example) Group A is working on a normally running server.

Normal (properly working as a cluster)

Stopped (cluster is stopped)
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Server 1

Server 2 !

» Each group is started on the top priority server among active servers.

* Three Group A, B and C are defined in the cluster, and they have their own failover policies as follows:

Group | First priority server | Second priority server
A Server 1 Server 2
B Server 2 Server 1
C Server 1 Server 2

3.10. Understanding script resources
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Cluster status transition diagram

This diagram illustrates a typical status transition of cluster.

E Normal . Suspended N Stopped

e E e E
A A A
Server 1 E BRES | IRAT >
< ......... < .........
Server 2 E 5 | 12 E BC1 ) E c

N (@, R | @ |, &
""" > (3) (4)
N G E B |- >EABC ------ > EABC ...... > EABC

Server 1 went down
(6) and restarted

Fig. 3.57: Example of cluster status transition: overview

Numbers 1. to 13. in the diagram correspond to descriptions as follows.
1. Normal startup
Normal startup here refers to that the start script has been run properly on the primary server.

Each group is started on the server with the highest priority among the active servers.
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.............

Server 2

Group B\

.

y :
i> start.bat:

.......................

Fig. 3.58: Situation and script execution: normal startup

Environment variables for start.bat

Group A | Group B | Group C
CLP_EVENT START START START
CLP_SERVER | HOME HOME HOME
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2. Normal shutdown

Normal shutdown here refers to a cluster shutdown immediately after the start script corresponding to a
stop script was run by performing normal startup or by moving a group (online failback).

Server 1 Server 2
Group A \ Group B\
@ <@
4 y :
> stop.bat i®>  stop.bat:

Group C

N oA ? AN D

Fig. 3.59: Situation and script execution: normal shutdown

Environment variables for stop.bat

Group A | Group B | Group C
CLP_EVENT START START START
CLP_SERVER | HOME HOME HOME

3. Failover at the failed Server 1

The start script of a group that has Server 1 as its primary server will be run on a lower priority server
(Server 2) if an error occurs. You need to write CLP_EVENT(=FAILOVER) as a branching condition for
triggering application startup and recovery processes (such as database rollback process) in the start script
in advance.

For the process to be performed only on a server other than the primary server, specify
CLP_SERVER(=OTHER) as a branching condition and describe the process in the script.
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{W Server 1 Server 2

\ Group A Group B\
_ GowA  Grows

Failover B E
‘..-'-- - E‘ E :
g NV i>  startbat:

..............................................

...........

\ A y

Fig. 3.60: Situation and script execution: failover due to server down
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Group A Group C
CLP_EVENT FAILOVER | FAILOVER
CLP_SERVER | OTHER OTHER

4. Recovering Server 1 to cluster

When Server 1 that has been rebooted (operating as non-cluster) returns to a cluster, the start script of
the failover group that was running when a failover occurred is run in Server 1. This means recovery is
executed in the server where the failover has occurred.

To execute a recovery (for example, recovering database information in a local disk), you need to write
CLP_EVENT(=RECOVER) as a branching condition. Even if recovery is not required, you need to write
the script not to start the operation.

For data mirroring operation, data is restored (reconfiguration of mirror set) at cluster recovery.

Returns to e e e e - — - — ~
Y ALY
a CIUSt?,':.-—-"T':’ Server 2 \
-~ |
Server 1 / ! I
! : Group A Group B N |
Group A \ : :..“,“““:...........p :..“““‘“,........... I
\Z: i e e |
y - :
> startbat ] : .
- I LU i, ] |
’ N B |
...................... i Group C |
Group C : :
= I e : '
b I '
Y ! {
> startbat | :
; .- Il \ L . / :
\ ---------------------- / \ N _ ,

Fig. 3.61: Situation and script execution: returning a server to the cluster

Environment variables for start.bat

Group A Group C
CLP_EVENT RECOVER | RECOVER
CLP_SERVER | HOME HOME
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5. Cluster shutdown after failover of Server 1

The stop scripts of the Group A and C are run on Server 2 to which the groups failed over (the stop script
of Group B is run by a normal shutdown).

Server 1 Server 2

\ Group A Group B\
Server down T T e L X

.............................................

\ JAS e Y

Fig. 3.62: Situation and script execution: cluster shutdown after failover
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Environment variables for stop.bat

Group A Group B | Group C
CLP_EVENT FAILOVER | START FAILOVER
CLP_SERVER | OTHER HOME OTHER

6. Moving of Group A and C

After the stop scripts of Group A and C are run on Server 2 to which the groups failed over, their start
scripts are run on Server 1.

Server 1

J

Fig. 3.63: Situation and script execution: moving Groups A and C (1)
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Server 1 Server 2

Group A \ Group B\
= =
‘'S startbat: Failover :
H _ . Vf"-' ""‘\-\\ E

Group C
(—-—"ﬁ;
i
> start.bat_

Fig. 3.64: Situation and script execution: moving Groups A and C (2)

Environment variables for stop.bat

Group A Group C
CLP_EVENT FAILOVER? FAILOVER
CLP_SERVER OTHER OTHER

Environment variables for start.bat

Group A | Group C
CLP_EVENT START | START
CLP_SERVER | HOME HOME

4 Environment variables in a stop script take those in the previous start script. For moving in "6. Moving of Group A and C" because it is not
preceded by a cluster shutdown, the environment variable used here is FAILOVER. However, if a cluster shutdown is executed before moving in
"6. Moving of Group A and C", the environment variable is START.
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7. Server 1 startup (Auto recovery mode)

Auto recovery of Server 1 is executed. The start script of the failover group operated when
a failover occurred is run in Server 1. This means, recovery is executed in the server where
the failover occurred. Note what is stated in "4. Recovering Server 1 to cluster". For data
mirroring operation, data is restored (reconfiguration of mirror set) at cluster recovery.

Returns to P e T -

Vi .

a CIUSt?,r..--"']":’ Server 2 \

-~ ]

Server 1 . ! I

! : Group A Group B \ I

Group A \ I :"““‘““{""""'".. :""""""""""3"""""'f. 1

‘-f-; I b :

[ I ¥ |

" = | .

i»> start.bat; I i |

- f N I S L T '

i j I '

--------------------- I Group C I

GI’OUp c : F.“““““E...... :

= I e :
I

4 : . |

i> starthat: : |

‘ { \ ST / :

Fig. 3.65: Situation and script execution: server startup (auto recovery mode)

Environment variables for start.bat

Group A Group C
CLP_EVENT RECOVER | RECOVER
CLP_SERVER | HOME HOME

8. Error in Group C and failover

When an error occurs in Group C, its stop script is run on Server 1 and start script is run on Server 2.
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Server 1 Server 2
Group A \ Group B \

.......................

/. J

Fig. 3.66: Situation and script execution: error in Group C and failover (1)

Server 1 Server 2
Group A \ Group B\
[(-f; [(%
: Failover :
Group C

N

Fig. 3.67: Situation and script execution: error in Group C and failover (2)

/ \ E'- ...................... ' /
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The environment variables of Server] for stop.bat

Environment variables of Server 1 for start.bat

The environment variables of Server2 for start.bat

9. Moving of Group C

Group C
CLP_EVENT START
CLP_SERVER | HOME
Group C
CLP_EVENT | RECOVER
Group C
CLP_EVENT | FAILOVER
CLP_SERVER | OTHER

Move the Group C that failed over to Server 2 in 8. from Server 2 to Server 1. Run the stop script on
Server 2, and then run the start script on Server 1.

Server 1

Group A

g

=y

Server 2

J

LT e

Group B\

Fig. 3.68: Situation and script execution: moving Group C (1)
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Server 1 Server 2

oup B\

Gr

e

llllllllllllllllllllll Move L ——
Group C v B <
]
i
> start.bat

Fig. 3.69: Situation and script execution: moving Group C (2)

The environment variables for stop.bat (because of failover from 8.)

Group C
CLP_EVENT | FAILOVER
CLP_SERVER | OTHER
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The environment variables for start.bat

Group C
CLP_EVENT START
CLP_SERVER | HOME

10. Stopping Group B

The stop script of Group B is run on Server 2.

Server 1 Server 2

Group A \ Grou.fmelS'\

e L Lr g

.............................................

\ / \ E'* ...................... * /

Fig. 3.70: Situation and script execution: stopping Group B

The environment variables for stop.bat

Group B
CLP_EVENT | START
CLP_SERVER | HOME

11. Starting Group B

The start script of Group B is run on Server 2.
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"

J

Server 2
Group B\
4
i> start.bat;
Group C
R
=

Fig. 3.71: Situation and script execution: starting Group B
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The environment variables for start.bat

Group B
CLP_EVENT START
CLP_SERVER | HOME
12. Stopping Group C
The stop script of Group C is run on Server 2.
Server 1 Server 2
Group A \ Group B\
Z E(—%i 5
Group C
i :
i» stopbat:
Fig. 3.72: Situation and script execution: stopping Group C
The environment variables for stop.bat
Group C
CLP_EVENT FAILOVER
CLP_SERVER | OTHER
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13. Starting Group C

The start script of Group C is run on Server 2.

Server 1 Server 2
Group A \ Group B\
Group C
]
- ;
> start.bat;
\. PR . y

Fig. 3.73: Situation and script execution: starting Group C

The environment variables for start.bat

Group C
CLP_EVENT START
CLP_SERVER | OTHER

Additional information 1

For a group that has three or more servers specified in the failover policy to behave differently on servers other than
the primary server, use CLP_PRIORITY instead of CLP_SERVER (HOME/OTHER).
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E Normal N Stopped

‘ Server 1 went
E A c k down and E

(3) restarted
Server 2 ﬁ B . ﬁ ABC >E ABC

Server 1

Server 3

Fig. 3.74: Example of cluster status transition: failover due to server down
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Example 1: "3. Failover at the failed Server 1" in the cluster status transition diagram

A group has Server 1 as its primary server. If an error occurs on Server 1, the group's start script is run on Server 2 that
has next highest priority failover policy. You need to write CLP_EVENT(=FAILOVER) as the branching condition
for triggering applications' startup and recovery processes (such as database rollback) in the start script in advance.

For a process to be performed only on the server that has the second highest priority failover policy, you need to write
CLP_PRIORITY(=2) as the branching condition.

Server 1 Server 2 Server 3
) Group A )
(-f-;
Failover| | ~ | S :
f— "V E‘
r i> start.bat
Group B
(2]
........ GroupC
=
T—
id
(> start.bat
\ j K sasssssssssssssmunmnnt * j \ j

Fig. 3.75: Situation and script execution: starting Groups A and C

Environment variables for start.bat

Group A Group C
CLP_EVENT FAILOVER | FAILOVER
CLP_SERVER | OTHER OTHER
CLP_PRIORITY | 2 2
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Example 2: "6. Moving of Group A and C" in the cluster status transition diagram

&

ABC

Fig. 3.76: Example of cluster status transition: moving Group C

After the stop scrip of Group C is run on Server 2 from which the group failed over, the start script is run on Server 3.

Server 1

Server 3

N

/.

. 0
----------------------

'l
'l
|
1l
|
'l
'l
'l
i

AN J

Fig. 3.77: Situation and script execution: moving Group C (1)
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Server 1

Server 3

N

J

............

............

Failover

P
'

\.

-

J

.......................

Fig. 3.78: Situation and script execution: moving Group C (2)

Environment variables for stop.bat

Environment variables for start.bat

Group C

CLP_EVENT FAILOVER

CLP_SERVER OTHER

CLP_PRIORITY | 2

Group C

CLP_EVENT START

CLP_SERVER | OTHER

CLP_PRIORITY | 3
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Additional information 2

When a monitor resource starts or restarts a script:

The environment variables to run a start script when a monitor resource are as follows:

Example 1: a monitor resource detected an error and restarts Group A on the Server 1.

Server 1 Server 2
N
Abnormal
Hl termination
P 4 j
: > stopbat :
. VAN J

Fig. 3.79: Situation and script execution: restarting Group A (1)
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Server 1 Server 2

start.bat |

..........................

/ O\

N

Fig. 3.80: Situation and script execution: restarting Group A (2)

Environment variable for stop.bat

Group A

CLP_EVENT

The same value as when the start script is run

Environment variable for start.bat

Group A
CLP_EVENT RECOVER
(1)
CLP_EVENT Start
@)

* gtart.bat is executed twice.

3.10. Understanding script resources

275



EXPRESSCLUSTER X 5.1 for Windows

Reference Guide, Release 5

Example2: a monitor resource detected an error and restarts Group A on Server 2 through failover to Server 2.

Server 1

Server 2

Group A

ERseszanan - - - "

{  Abnormal §
Hl termination

> stop.bat

..........................

N

. AN J
Fig. 3.81: Situation and script execution: failover of Group A (1)
Server 1 Server 2
Group A A A
P 4 :
: > startbat :
. /. J

Fig. 3.82: Situation and script execution: failover of Group A (2)
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Server 1 Server 2
A Group A
Failover
ke
4
P> start.bat
. J

Fig. 3.83: Situation and script execution: failover of Group A (3)

Environment variable for stop.bat

Group A

CLP_EVENT

The same value as when the start script is run

Environment variable for start.bat

Group A
CLP_EVENT RECOVER
(1)
CLP_EVENT FAILOVER
@)
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Supplementary information 3

With Execute on standby server of Script Resource Tuning Properties enabled, start and stop scripts can also be
executed on another server (standby server) that does not start a group in accordance with the timings of running these
scripts on the active server that started a group.

Compared with the script execution on the active server, that on the standby server has the following characteristics:

* The results (error codes) of executing the scripts do not affect the group-resource statuses.

 No script before and after activation/deactivation is executed.

* Monitor resources set for monitoring at activation are not started or stopped.

« Different types and values of environment variables are set. (Refer to "Environment variables in script of script
resource" as described above.)

* No failover is performed for the cluster service stopped on the active server.

The following describes the relationships between the execution timings of scripts on the standby server and the
environment variables--with cluster status transition diagrams.

<Cluster status transition diagram>

E Normal

N
N

. Suspended k Stopped

11
Wz

(4)
A | > EA ...... > E

A Server 1 went down
: and restarted

Fig. 3.84: Example of cluster status transition: failover due to server down

Numbers 1. to 5. in the diagram correspond to the following descriptions:

1. Normal startup

For starting a group, the start script is run on the active server before executed on the standby server.

The start script requires a description, with CLP_EVENT (= STANDBY) as a branch condition, of what to be done
on the standby server.
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Active server Standby server
Server 1 Server 2
N )
Group A Group A
-....‘.......' - Brrmssmsamas
> start.bat
. J (& J

Fig. 3.85: Situation and script execution: normal startup of Group A (1)

Active server Standby server
Server 1 Server 2
N )
Group A Group A
E...........‘ E...j ......
> start.bat
\. J . J

Fig. 3.86: Situation and script execution: normal startup of Group A (2)

Environment variables for start.bat

Server 1 | Server 2
CLP_EVENT START STANDBY
CLP_SERVER | HOME OTHER

2. Normal shutdown

For stopping a group, the stop script is run on the standby server before executed on the active server.

The stop script requires a description, with CLP_EVENT (= STANDBY) as a branch condition, of what to be done
on the standby server.

3.10. Understanding script resources 279



EXPRESSCLUSTER X 5.1 for Windows
Reference Guide, Release 5

Active server

Standby server

Server 1 Server 2
N )
Group A Group A
e e
y'
> stop.bat
J (& J

Fig. 3.87: Situation and script execution: normal shutdown of Group A (1)

Active server

Standby server

Server 1 Server 2
N )
Group A Group A
@ ;(—-;;;
> stop.bat
J g J

Fig. 3.88: Situation and script execution: normal shutdown of Group A (2)

Environment variables for stop.bat

Server 1 | Server 2
CLP_EVENT START STANDBY
CLP_SERVER | HOME OTHER

3. Failover at Server 1 down

When an error occurs in Server 1, the group is failed over to Server 2, on which (as the active server) the start script is
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executed.

You need to write CLP_EVENT (= FAILOVER) as a branch condition for triggering application startup and recovery
processes (such as a database rollback process) in the start script in advance.

With Server 1 crashed, the start script is not run on it as the standby server.

Standby server Active server

Server 1 Server 2
N\ N\

o SRR

G

Failover | R "‘ 3

-l W i > startbat :
. J (& J

Fig. 3.89: Example of cluster status transition: failover due to server down

Environment variables for start.bat

Server 2
CLP_EVENT FAILOVER
CLP_SERVER | OTHER

4. Recovering Server 1 to cluster

When you return Server 1 that has been rebooted (operating as a non-cluster) to a cluster, the start script of the
failover group that was running on the occurrence of a failover is run in Server 1. This means a recovery is made in
the server where the failover has occurred.

To execute the recovery (for example, for recovering database information in a local disk), you need to write
CLP_EVENT (=RECOVER) as a branch condition. Even if the recovery is not required, write the script not to start
the operation.

In this case, the start script is executed in Server 1, but not in Server 2.
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Returns to Y -
acluster __4-=> Server 2 A
Server 1 Fd N\
! Group A
Group A i g : :
---------- ., E _ﬁ E

- 0
----------------------

.......................

\ J N _7

—

Fig. 3.90: Situation and script execution: returning a server to the cluster

Environment variables for start.bat

Server 1
CLP_EVENT RECOVER
CLP_SERVER | HOME

5. Moving of Group A

The stop script for Group A is executed on Server 1 (= standby server) and Server 2 (= active server). Then the start
script is run on Server 1 (= active server) and Server 2 (= standby server).

Standby server Active server
Server 1 Server 2
N N
Group A Group A
A
> stop.bat
\. J . J

Fig. 3.91: Situation and script execution: moving Group A (1)
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Standby server
Server 1

..........................

Active server

Server 2
~N
Group A
A
> stop.bat
J

Fig. 3.92: Situation and script execution: moving Group A (2)

Active server

Server 1
N
Group A
E....‘.......'
> start.bat
/

Standby server

Server 2
N\
Group A
J/

Fig. 3.93: Situation and script execution: moving Group A (3)
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Active server

Standby server

Server 1 Server 2
N\ N\
Group A Group A
E...........‘ E“lj ......
> start.bat
\§ J J

Fig. 3.94: Situation and script execution: moving Group A (4)

Environment variables for stop.bat

Server 1 Server 2
CLP_EVENT STANDBY FAILOVER®
CLP_SERVER HOME OTHER

5 The value of an environment variable for the stop script is changed to that for the last executed start script. In the transition case of "S. Moving
of Group A", FAILOVER is applied without a cluster shutdown immediately preceding, or START is applied with a cluster shutdown done before
the phase of "5. Moving of Group A".
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Environment variables for start.bat

Server 1 | Server 2
CLP_EVENT START STANDBY
CLP_SERVER | HOME OTHER

3.10.5 Writing scripts
This section describes how you actually write script codes in association with timing to run scripts as mentioned in the
previous topic.

Numbers in brackets "(number)" in the following example script code represent the actions described in "Execution
timing of script resource scripts”.

Group A start script: a sample of start.bat

rem Kk ok ok ok ok ok ok b ok ok b ok ok ok ok ok ok ok ok ok ok ok ok b ok ok b ok ok ok b ok ok b ok ok b ok b ok b ok ok b ok b b ok ok ok b ok b b ok ok ok ok ok A
rem x* START.BAT *

T EIMN k% %k ok ok ok %k ok ok ok ok o ok ok ok b ok ok ok o ok ok ok o ok ok ok ok b ok ok ok ok ok ok ok b ok ok b b ok ok b b ok ok b b ok ok b b ok ok ok ok ok ok A

rem Refer to the environment variable of the script execution factor to,
—determine the subsequent process.

IF "$CLP_EVENT%"=="START" GOTO NORMAL
IF "$CLP_EVENT$"=="FAILOVER" GOTO FAILOVER
IF "$CLP_EVENT%"=="RECOVER" GOTO RECOVER

rem EXPRESSCLUSTER is not working.
GOTO no_clp

:NORMAL
IF "3CLP_DISK%"=="FAILURE" GOTO ERROR_DISK

rem Here, write the normal startup process of the operation.

rem This process 1s to be performed at the timing of the following:
rem

rem (1) Normal startup

rem (6) Moving of Group A and C (online failback)

rem

rem Refer to the environment variable of the execution server to determine
—~the subsequent process.
IF "%CLP_SERVER$"=="OTHER" GOTO ON_OTHER1

rem Here, write a process to be performed only for

rem the normal startup of the operation on the primary server.

rem This process 1s to be performed at the timing of the following:
rem

rem (1) Normal startup

rem (6) Moving of Groups A and C (online failback)

rem

(continues on next page)
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(continued from previous page)

GOTO EXIT

:ON_OTHER1

rem Here, write a process to be performed only for
rem the normal startup of the operation on a non-primary server.

GOTO EXIT

:FAILOVER

rem Refer to the environment variable of DISK connection information to_,
—perform error handling.
IF "SCLP_DISKS$"=="FAILURE" GOTO ERROR_DISK

rem Write the startup process of the operation on the failover,
—destination server.

rem This process 1s to be performed at the timing of the following:

rem

rem (3) Failover at the failed Server 1

rem

rem Refer to the environment variable of the execution server to determine,
—the subsequent process.
IF "S$CLP_SERVERS$"=="OTHER" GOTO ON_OTHER2

rem Write a process to be performed only for the startup of
rem the operation on the primary server after the failover.

GOTO EXIT

:ON_OTHER2

rem Write a process to be performed only for the startup of

rem the operation on a non-primary server after the failover.

rem This process 1s to be performed at the timing of the following:
rem

rem (3) Failover at the failed Server 1

rem

GOTO EXIT

:RECOVER

rem Write a recovery process to be performed after returning to the cluster.
rem This process 1s to be performed at the timing of the following:

rem

rem (4) Recovering Server 1 to cluster

rem

GOTO EXIT

(continues on next page)
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(continued from previous page)

:ERROR_DISK
rem Write a disk-related error-handling process.

:no_clp

:EXIT
exit
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Group A stop script: a sample of stop.bat

TTEIMN % % %k %k %k %k ok sk 5k ok ok ok sk %k o ok sk % o ok 5k ok o oF b 5k ok o ok ok ok oF ok ok o oF ok ok ok ok ok ok ok ok b ok ok ok b ok ok ok b ok ok ok ok kb ok
rem x* STOP.BAT *

TEIN sk ks ok ok ok ok ok ok ok ok ok ok ok &k A A d h h ok ok ok ok ok ok b ok ok ok ok ok ok ok ok ok b ok b b b b b A b o o o o ok b ok ok ok ok ok ok ok ok

rem Refer to the environment variable of the script execution factor to,
—determine the subsequent process.

IF "SCLP_EVENTS$"=="START" GOTO NORMAL
IF "3CLP_EVENT$"=="FAILOVER" GOTO FAILOVER

rem EXPRESSCLUSTER 1is not working.
GOTO NO_CLP

:NORMAL

rem Refer to the environment variable of DISK connection information to_,
—perform error handling.

IF "SCLP_DISKS$"=="FAILURE" GOTO ERROR_DISK

rem Here, write the normal end process of the operation.

rem This process 1s to be performed at the timing of the following:
rem

rem (2) Normal shutdown

rem

rem Refer to the environment variable of the execution server to determine_
—~the subsequent process.
IF "%CLP_SERVER$"=="OTHER" GOTO ON_OTHER1

rem Here, write a process to be performed only for
rem the normal process of the operation on the primary server.

rem This process 1s to be performed at the timing of the following:
rem
rem (2) Normal shutdown

rem

GOTO EXIT

:ON_OTHER1

rem Write a process to be performed only for the normal end
rem of the operation on a non-primary server.

GOTO EXIT

:FAILOVER
rem Refer to the environment variable of DISK connection information to,
wperform error handling.

IF "SCLP_DISK3"=="FAILURE" GOTO ERROR_DISK

rem Write the normal end process to be performed after the failover.

(continues on next page)
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(continued from previous page)

rem This process 1s to be performed at the timing of the following:
rem

rem (5) Cluster shutdown after failover of Server 1

rem (6) Moving of Group A and C

rem

rem Refer to the environment variable of the execution server to determine,,
—~the subsequent process.
IF "SCLP_SERVERS"=="OTHER" GOTO ON_OTHER2

rem Write a process to be performed only for the end of
rem the operation on the primary server after the failover.

GOTO EXIT

:ON_OTHER2

rem Write a process to be performed only for the end of

rem the operation on a non-primary server after the failover.

rem This process 1is to be performed at the timing of the following:
rem

rem (5) Cluster shutdown after failover of Server 1

rem (6) Moving of Group A and C

rem

GOTO EXIT

:ERROR_DISK
rem Write a disk-related error—-handling process.
:NO_CLP

:EXIT
exit

3.10.6 Tips for creating scripts

The clplogcmd command, though which message output on the alert log is possible, is available.
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3.10.7 Notes on script resources

Stop the processing by using the exit command in the script activated through the start command, when the start
command is used in the start/stop script.

3.10.8 Details tab

Resource Properties | scriptl

Info Dependency Recovery Operation @ Details

Edit Replace | Add

Scripts
Type Name
Start Script start.bat
Stop Script stop.bat

Tuning

OK Cancel Apply

Add

Use this button to add a script other than start.bat script and stop.bat script.

Note:

Do not use 2-byte characters for the name of a script to be added.
Do not use "& (ampersand)" nor "= (equal mark)" for the name of a script to be added.

Remove

Use this button to delete a script. The start.bat script and stop.bat script cannot be deleted.
View

Use this button to display the selected script file.
Edit

Use this button to edit the selected script file. Click Save to apply the change. You cannot rename the
script file

Replace

Opens the Open dialog box, where you can select a file.

Note: The file will not be deleted even if you delete a script file from the Cluster WebUL. If the cluster
configuration data is reloaded by restarting the Cluster WebUI after deleting the script file, the deleted
script file will be displayed in the Scripts.
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The content of the script file selected in the Resource Properties is replaced with the one selected in the
Open dialog box. If the selected script file is being viewed or edited, replacement cannot be achieved.
Select a script file, not a binary file such as an application program.

Tuning

Open the Script Resource Tuning Properties dialog box. You can make advanced settings for the script
resource.

Script Resource Tuning Properties
Parameter tab

Display the details of setting the parameter.
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Script Resource Tuning Properties

Start

Synchronous Timeout™ 1800 sec

Asynchronous

Normal Return Value

Execute on standby
server

Perform recovery
processing

Stop

Synchronous Timeout™ 1800 sec

Asynchronous

MNormal Return Value

Execute on standby
server

Target VCOM Resource v
Name

Allow to Interact with
Desktop

Exec User v

Initialize

DK Cancel Apphy

Common to all start scripts and stop scripts
Synchronous

Select this button to wait for a script to end when it is run.
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Asynchronous
This cannot be selected.
Normal Return Value (Within 1023 bytes)
Configure what error code from the script is normal.

* When there is no value
The return value is ignored.

* When there is a value
Observe the following input rules.

— Values can be separated by commas (for example, 0, 2, 3).

— Values can be specified using a hyphen (for example, 0-3).

Note:

When specifying a value to Normal Return Value, set the same value to start script and stop script.

An error cannot be detected when 1 is specified as Normal Return Value because 1 is returned when an
error occurs with cmd.exe which executes the script.

Execute on standby server

Set whether the scripts are to be executed on the standby server. Enabling this parameter allows you to
specify the timeout value (1 to 9999) for the execution.

Perform recovery processing
Specify whether to run a start script or not in any of the following timings:
* When the server is recovered
¢ When a monitor resource error is detected
* When the group resource activation terminates due to an error

For more information, confirm with "Execution timing of script resource scripts" in this guide. When
executed as the recovery operation, RECOVER is set for CLP_EVENT, the environment variable.

Timeout (1 to 9999)

When you want to wait for a script to end (when selecting Synchronous), specify how many seconds you
want to wait before a timeout. This box is enabled when Synchronous is selected. If the script does not
complete within the specified time, it is determined as an error.

Target VCOM Resource Name

Configure this to use a virtual computer name as a computer name used for script resources. Virtual
computer names and resource names that exist in a failover group to which script resources belong are
listed.

When you specify this parameter, add the following environment variables and then start the script:

COMPUTERNAME=<virtual computer name>
_CLUSTER_NETWORK_FQDN_=<virtual computer name>
_CLUSTER_NETWORK_HOSTNAME_=<virtual computer name>
_CLUSTER_NETWORK_NAME_=<virtual computer name>
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Note: When Target VCOM Resource Name is specified, the EXPRESSCLUSTER commands cannot
be used in a script.

Allow to Interact with Desktop

Specify whether to allow the script to be run to communicate with desktop. If this is selected, progress
status of the script can be checked on the screen. It is effective if used when debugging the script.

Exec User

Select a user by whom the script is to be executed, from users registered in the Account tab of Cluster
Properties.
If no user is specified, the script is run by the local system account.

Initialize

Click Initialize to reset the values of all items to their default values.
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3.11 Understanding disk resources

3.11.1 Dependencies of disk resources

By default, this function does not depend on any group resource type.

3.11.2 Disk resources

A disk resource refers to a switching partition on a shared disk accessed by more than one server that constitutes a
cluster.

* Switching partitions
A switching partition refers to a partition on a shared disk connected to more than one server in a cluster.

Switching is done on a failover group basis according to the failover policy. By storing data required for
applications on a switching partition, the data can be automatically inherited when failover takes place or a
failover group is moved.

A switching partition should be accessible with the same drive letter in the same area on all servers.

Server 1 Server 2

Application A
[ o]
\\
\, \‘ J
\\
\\
\\\

- A
y

Shared disk

Fig. 3.95: Disk resource (1)
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Server 1 Server 2

Failover

Server ¢
down

Application A
[ eee]

!
A
¥y
Shared disk

Fig. 3.96: Disk resource (2)

* Size of switching partitions
There is no restriction on partition size. Allocate any size for partition.

* File system
Format partitions with NTFS. FAT and FAT32 are not supported.

* Access control
EXPRESSCLUSTER controls access to file system.

* Configuring Host Bus Adapters (HBAs)

When more than one server is connected to a shared disk, simultaneous access from servers to the file system
can corrupt the data. It is necessary to control accesses to a partition on a shared disk.

In EXPRESSCLUSTER, accesses to a shared disk are controlled by HBA (Host Bus Adapter) settings.
Configure HBAs that connect a shared disk to control accesses.

For details, see "HBA tab" in "Server Properties" in "2. Parameter details" in this guide.

* Configuring DISK network partition solution resource
When a disk resource is used, it is recommended to use DISK network partition solution resource.

For the DISK network partition resolution resources, see "Understanding network partition resolution by DISK
method".

3.11.3 Notes on disk resources

* Make settings so that the same partition is accessible with the same drive letter on all servers. Even
if the drive letter automatically assigned by the OS is the same as the one that you want to assign,
be sure to manually assign the drive letter explicitly; for example, by deleting the OS assigned drive
letter and then assigning the desired drive letter.

e If a drive letter different from the one used on partition is set, the drive letter will be changed when
the disk resource is started up. If the drive letter is used on other partitions, starting up the disk
resource will fail.

* Dynamic disk is not supported. If a partition on dynamic disk is used for disk resource, starting up
the disk resource will fail.
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» Configure HBAs for a partition used for disk resource. If a partition without HBA configuration is
used for disk resource, starting up resource will fail.

When HBA configuration is changed, OS reboot is required to apply the changes. If OS is not
rebooted after changing HBA configuration, starting up disk resource will fail.

For details on HBA configuration, see "HBA tab" in "Server Properties" in "2. Parameter details"
in this guide.

If you try to change or delete a drive character after configuring the HBA, operation may fail. If the
operation fails, configure the HBA according to the troubleshooting procedure.

* <Troubleshooting>
1. Run the following command at the command prompt to remove the drive character:
# mountvol drive_character (of_change target): /P

2. Check that the drive character is removed from the change target drive by using (Control
Panel > Administrative Tools > Computer Management > Disk Management).

3. Add the drive character from Disk Management.

3.11.4 Details tab

Resource Properties | sd1

Info  Dependency Recovery Operation = Details
Drive Letter” Fiy

Servers that can run the group

Name GUID Name
serverl _‘(;
server2
3
Remaove
Edit

OK Cancel Apply

Drive Letter (Within 1023 bytes)
Specify the drive letter (A to Z) for the disk to be used.
Add

Use this button to add a server to Servers that can run the group. The list of added server partitions is
displayed in the Selection of Partition dialog box.

Remove
Use this button to delete a server from Servers that can run the group.
Edit

The Selection of Partition dialog box of the selected server is displayed.
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Selection of partition

Obtain information

Connect

Volume Disk No. Partition No. Size GUID

No partitions

OK Cancel

¢ Selection of Partition
Select the partition to be used as switching partition from the list. GUID of the selected switching
partition is displayed. GUID is an identifier used to uniquely identify partitions.

e Connect
Connects to the server and obtain the list of partitions.

Important:
For a partition specified by disk resource, specify the partition on the shared disk that is connected to the
filtering configured HBA.

Make sure not to specify a partition specified by disk resource to partition for disk heartbeat resource, or
cluster partition or data partition for mirror disk resource. Data on the shared disk may be corrupted.
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3.12 Understanding service resources

You can register services managed by EXPRESSCLUSTER and run when starting, stopping, failing over, or moving
groups in EXPRESSCLUSTER. It is also possible to register your own services to service resources.

3.12.1 Dependencies of service resources

By default, this function depends on the following group resource types.

Group resource type

Floating IP resource

Virtual IP resource

Virtual computer name resource
Disk resource

Mirror disk resource

Hybrid disk resource

Registry synchronization resource
CIFS resource

AWS elastic ip resource

AWS virtual ip resource

AWS secondary ip resource
AWS DNS resource

Azure probe port resource
Azure DNS resource

3.12.2 Service resources

A service resource refers to a service managed by the OS service control manager.

3.12.3 Notes on service resources

* Service executed in service resource must be installed on all servers in failover policy.

* Generally, the service executed by the service resource is set to manual start. In case of the service which
is executed by automatic start or the service which may be executed by other than the service resource, it is
necessary to check on Do not assume it as an error when the service is already started which is described
below in Service tab of Service resource tuning properties dialog. If this check box is off, activation fails
when executing service start processing by the service resource to the service which has already been executed.

* If the Service tab of the Service resource tuning properties dialog box shows the checked Do not assume
it as an error when the service is already started check box and the corresponding service has already been
started at the service resource activation, the service is not stopped at the service resource deactivation.

» The service executed by the service resource is not controlled by applications other than EXPRESSCLUSTER.
Therefore, it is recommended to set the recovery operation not to be performed by the service control manager.
If a service is set to restart upon the recovery operation by the service control manager, an unexpected action
might be performed due to duplication with the recovery operation by EXPRESSCLUSTER.
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3.12.4 Details tab

Resource Properties | servicel

Info Dependency Recovery Operation Details
Service Name" myservice ~ | Connect

Tuning

OK Cancel Apply

Service Name (Within 1023 bytes)

Specify the service name or service display name used in the service resource.

Combo box options display the list of the service display names of the services collected from the server.
Connect

Collects the service list from all the servers and updates the service display name list to be displayed in
the Service Name combo box.

Tuning

Use this button to display the Service Resource Tuning Properties dialog box. You can make advanced
settings for the service resource.

Service resource tuning properties
Parameter tab

The detailed setting for parameters is displayed.
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Service Resource Tuning Properties

Parameter Service

Start

@® Synchronous Timeout” 1800 s5ec
O Asynchronous

Stop

@® Synchronous Timeout” 1800 sec
O Asynchronous

Target VCOM v
Resource Name

Initialize

OK Cancel Apply

Synchronous

When the service is started up, it waits for "Started". Typically, the status changes from "Stopping" to
"Started" when the service is started.

When stopping the service, it waits for that the status of service becomes "Stopped". Typically, the status
changes from "Stopping" to "Stopped" when the service is stopped.

Asynchronous
No synchronization is performed.
Timeout (1 to 9999)

Specify the timeout for the status of the service to become "Started" at the time starting the service. The
timeout can be specified only when Synchronous is selected. If the status of the service does not change
to "Started" within the timeout, it is determined as an error.

Specify the timeout for the stats of the service to become "Stopped" at the time stopping the service. The
timeout can be specified only when Synchronous is selected. If the status of the service does not change
to "Stopped" within the timeout, it is determined as an error.

Target VCOM Resource Name

Configure this to use a virtual computer name as a computer name used for the service resource. The
virtual computer name and resource name that exist in a failover group which the service resource
belongs to are listed.

When you specify this parameter, add the following registry and then start the service:

Key name
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HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\<service set by service
resource>

Value

Name : Environment
Type : REG_MULTI_SZ
Data : COMPUTERNAME=<virtual computer name>
_CLUSTER_NETWORK_FQDN_=<virtual computer name>
_CLUSTER_NETWORK_HOSTNAME_=<virtual computer name>
_CLUSTER_NETWORK_NAME_=<virtual computer name>
Initialize
Click Initialize to reset the values of all items to their default values.

Service tab

The settings for the service are displayed.

Service Resource Tuning Properties

Parameter Service

Start Parameters

Do not assume it as an error when O
the service is already started

Wait time after service started’ 0 sec
Wait time after service stopped” 0 sec

Initialize
oK Cancel Apply

Start Parameters (Within 1023 bytes)

Specify a parameter for the service. When there are multiple parameters, leave a space between parame-
ters. For a parameter that includes a space, enclose the parameter by double quotation marks. Note that
backslash \ cannot be used.

Example: "param 1" param2
Do not assume it as an error when the service is already started

* When the checkbox is selected:
When the service is started, if the service is already started up, activation status is kept.

¢ When the checkbox is not selected:
When the service is started, if the service is already started up, it is considered as activation error.
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Wait time after service started (0 to 9999)

Specify the time to wait after the service is started.
The service resource activation will be completed after waiting for the specified time.

Wait time after service stopped (0 to 9999)

Specify the time to wait after the service is stopped.
The service resource deactivation will be completed after waiting for the specified time.

Initialize

Click Initialize to reset the values of all items to their default values.
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3.13 Understanding virtual computer name resources

3.13.1 Dependencies of virtual computer name resources

By default, this function depends on the following group resource types.

Group resource type
Floating IP resource

Virtual IP resource

AWS elastic ip resource
AWS virtual ip resource
AWS secondary ip resource
Azure probe port resource

3.13.2 Virtual computer name resources

Only on Windows machines, client applications can be connected to a cluster server by using a virtual computer name.
The servers can be connected to each other by using a virtual computer name. By using a virtual computer name,
switching from one server to the other to which a client is connecting remains transparent even if failover or moving
of a failover group occurs.

Virtual computer name resources use an old protocol. If you want only the name resolution of a floating IP address,
do not use a virtual computer name resource, but instead register the host name and floating IP address in the DNS A

record.

Server 1 Server 2

@ Group ]

Virtual
computer name

LN

b
A
Al
b

Client M
\\
T

Application

Fig. 3.97: Virtual computer name resource (1)
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Fig. 3.98: Virtual computer name resource (2)

3.13.3 Determining virtual computer name

A computer name used as a virtual computer name should satisty the following conditions:
* The name must be different from cluster server names.
* The name must be different from any computer names of machines connected to the same network segment.
* The name must be within 15 characters.

* The name must consist of only English lowercase letters (a-z), digits (0-9), and hyphens.

3.13.4 Linking virtual computer name and floating IP address

Once a virtual computer name is linked with a floating IP address, the combination of the virtual computer name and
floating IP address can be written to the client's LMHOSTS file. To configure this, use the config mode of Cluster
WebUI. Select Virtual Computer Name Resource Properties, and click Details tab, and then click Target FIP
Resource Name. This configuration allows using the virtual computer name from a remote LAN.

If the virtual computer name and floating IP address are not linked, the virtual computer name cannot be used from a
remote LAN by using LHMOSTS file. In this case, virtual computer name needs to be registered to DNS dynamically,
or WINS needs to be set to use virtual computer names from a remote LAN. For information on how to configure
WINS, refer to the next section "Configuring WINS server."
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3.13.5 Configuring WINS server

To use a virtual computer name from a remote LAN without linking the virtual computer name to a floating IP address,
set the WINS server as follows:

¢ When installing the WINS server to cluster servers

1.

7.
8.

Install the WINS server on all servers in a cluster. If you are prompted to reboot the servers after installa-
tion, click No.

Configure the settings described from step 3 to 6 on all cluster servers.

. Open Control Panel and double-click Network Connections. Double-click Local Area Connection and

open Local Area Connection Properties.

Click Internet Protocol (TCP/IP) and click Properties.

. Click Advanced and click WINS tab.

Add the IP addresses of public LAN in all servers in a cluster to the WINS address (The order of usage
does not matter.)

Shut down and reboot the cluster.

Install the WINS server on the client on a remote LAN by following the same steps.

* When setting the WINS server on a server other than a cluster server

1.

® N kW

Install WINS server on a server other than a cluster server.

Open Control Panel and double-click Network Connections. Double-click Local Area Connection and
open Local Area Connection Properties.

Click Internet Protocol (TCP/IP) and click Properties.
Click Advanced and click WINS tab.

In WINS addresses, add the IP addresses of WINS server.
Repeat the steps above for all servers in the cluster.

Shut down and reboot the cluster.

Install the WINS server to the client on a remote LAN by following the same steps.

3.13.6 Appropriate use of virtual computer name resources and dynamic DNS re-

sources

For a remote configuration, use a dynamic DNS resource.

Virtual computer name resources cannot be used together with dynamic DNS resources.

306

Chapter 3. Group resource details



EXPRESSCLUSTER X 5.1 for Windows
Reference Guide, Release 5

3.13.7 Services available to the virtual computer name

The following services are available to the virtual computer name:

Service FIP linked FIP n/at linked
TCP/IP name resolution (from computer name to IP ad- | v n/a

dress)

Network drive connection v v

Network printer connection v v

Pipe with the name v v

RPC (pipe with the name) v v

RPC (TCP/IP) v n/a

3.13.8 Notes on virtual computer name resources

* Create a virtual computer name control process (clpvcomp.exe) per virtual computer name resource to be ac-
tivated. Make sure not to stop the process by mistake. An error of process disappearance can be detected by
virtual computer name monitoring resources.

* The following services are not available to the virtual computer name:
1. Mail slot
2. RPC (NetBIOS)
* When the virtual computer name and floating IP address are not linked, the following needs to be considered:
1. The following services cannot be used.
— TCP/IP name resolution (from computer name to IP address)
— RPC (TCP/IP)
2. It may take a few minutes to reconnect to the cluster after failover due to a failure of the server.

3. It may take a few minutes to display the virtual computer name in the network computer after the cluster
is started.

4. The virtual computer name cannot be written to LMHOSTS.

5. When you have the settings to use a DNS server and the DNS server is associated with WINS, switching
by failover cannot be done while cache information of the virtual computer name remaining on the DN'S
server. Configure the time to retain cache for WINS to approximately 1 second on the DNS server.

e If the virtual computer name and floating IP address are linked, the following need to be considered:
1. The NetBEUI protocol cannot be used. To use the NetBEUI protocol, cancel the linkage.

2. The virtual computer name is valid with the network address of the linked floating IP. To use the vir-
tual computer name from a network address other than that of the linked floating IP, perform one of the
following operations:

— Register the name with DNS dynamically.
— Enter a combination of the virtual computer name and floating IP address in LMHOSTS.
— Configure the WINS server.

3. Multiple virtual computer names cannot be linked to the same floating IP.
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4. When different floating IPs exist on one or more public LAN, for using the same virtual computer
name on each LAN, activation and deactivation processing needs to be executed sequentially by
creating virtual computer name resource corresponding to each floating IP and setting dependency
relation between these resources.

* To register a virtual computer name with the WINS server on a remote network, configure the following settings
in cluster servers:

1. Open Control Panel, and click Network and Sharing Center. Then, open Change Adapter
Settings.

2. From the menu, click Advanced, and then click Advanced Settings. Select Adapters and
Bindings tab.

3. Change the order of the BindPath. The public LAN (the network adapter with which the WINS
server address is registered) should be on the top.

Adapters and Bindings tab should look similar to the following:

& Network Connections = [l=l]] 2
T {-' » Control Panel » MNetwork and Intemet » Metwork Connections v O Search Network Connections pe) |
Organize = = -0 @
— Interconnect1 v~ Interconnect2
l—!’ Unidentified network L-..E U
W= Microsoft Hyper-V Network Adap... = A etwork Adap...

Advanced Settings -
Adapters and Bindings | Provider Order

Connections are isted in the order in which they are accessed by
network senvices.

Connections

<k Interconnect 1

- Interconnect2 [ 1 l
3 items W=] [Remote Access connections]

Bindings for public:
i 48 File and Printer Sharing for Microsoft Networks
W] -4 Intemet Protocol Version 4 (TCP/IPv4)
] -4 Intemet Protocol Version 6 (TCP/IPvE)
[v] 1% Chient for Microsoft Networks
W] -a. Intemet Protocol Veersion 4 (TCP/IPv4)
[ -4 Intemet Protocol Version 6 (TCP/IPvE)

[ ok ][ cancel |

* The communication by file sharing protocol (SMB/CIFS) using a virtual computer name owned by an activated
group on the active server may fail due to an authentication error.

(Example 1)

The Explorer is started in the server where the group is active and the following address is entered in the
address bar. However it results in causing an authentication error and cannot open the shared folder.

<Virtual computer name>/shared name

(Example 2)

In a server where the group was active, started the registry editor and specified the virtual computer name in
"Connect Network Registry," but failed due to authentication error.

<Troubleshooting>
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1. Verify that the all servers are properly working from the Cluster WebUI.
2. Execute Steps 3 to 7 below in each server in the cluster.

3. From the Start menu, select Run, and run regedit.exe and add the following registry value:

HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\lanmanserver\parameters
Name (Type):

DisableStrictNameChecking (DWORD type)

Value:

0x1

4. If the following value exists in the following key, delete it:

Key:
HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Control\Lsa\MSV1_0
Name (Type):

BackConnectionHostNames (DWORD type)

5. Create a new multi-line string value for the same the name in Step 4 (BackConnectionHostNames), and
set a virtual computer name.

(Example) when there are two virtual computer names: vcom1 and vcom2

Edit Multi-5tring -
Value name:
| BackConnectionHostNames |
Value data:
veom ~
voom2
£ »
OK | | Cancel

6. Close the registry editor.

7. (applicable only when the virtual computer name and the floating IP address are linked)

In the system drive: \Windows\system32\drivers\etc\hosts, add an entry of the virtual computer name (not
FQDN name but computer name only) and the linked floating IP address. When there are multiple virtual
computer names linked with floating IP address, add entries for all of them.

(Example) when the virtual computer name is "vcom1" and the linked floating IP address is
"10.1.1.11":

Add the following to the hosts file: 10.1.1.11 vcom1

8. Execute Steps 3 to 7 above in all servers. Then shut down the cluster and reboot all servers.
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* Notes on registering a virtual computer name with DNS dynamically

1. Cluster server must be assigned in the domain.

2. DNS must be configured for the public LAN. EXPRESSCLUSTER registers virtual computer name spec-

ified by public LAN with DNS.

3. DNS registration is performed when virtual computer name resource is activated. Failure of registration

will not be recognized as an error.

4. A virtual computer name is deleted from DNS when virtual computer name resource is deactivated. Failure

of deletion will not be recognized as an error.

* Since virtual computer name resource cannot be allocated to NIC when the LAN cable is not connected,

the activation of the resource may fail.

* When Server service of OS is stopped, virtual computer name resource cannot be activated. If you want

to use virtual computer name resource, do not disable/stop Server service.

* If Secure only is specified for DNS Dynamic Updates, the write and the delete subtree permissions must
be applied to computer objects in the zone to be updated by a virtual computer name resource. Apply the
permissions to This object and all descendant objects. For how to apply the permissions, refer to the setting
method for the DNS server. The settings above are not required if Nonsecure and secure is specified for DNS

Dynamic Updates.

3.13.9 Details tab

Resource Properties | vcom1

Info Dependency Recovery Operation Details

Virtual Computer Name”™ vcoom1

Target FIP Resource Name fipl |v
Tuning

0K

Cancel Apply

Virtual Computer Name (Within 15 bytes)
Specify the virtual computer name.
Target FIP Resource Name
Select the floating IP resource name to be linked to the virtual computer name.

Tuning

Display the VCOM Resource Tuning Properties dialog box to configure the details of virtual computer

name resource.
VCOM Tuning Properties
Parameter tab

Display the details of setting the parameter.
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VCOM Resource Tuning Properties

Parameter

Register with DNS OJ
dynamically

Initialize

I

OK Cancel Apply

Register with DNS dynamically
Specify whether or not to register with DNS dynamically during activation of resource.
IP address to be associated

Select one of the followings as IP address for registration with DNS dynamically to associate with virtual
computer name.

» FIP
Associates the floating IP address in selected in the target FIP resources name.

e Any Address
Associates any IP address you want on a server basis.

Edit

When Any Address is selected for IP address to be associated, select your target server in Servers. Click
Edit to specify an IP address on a server basis..

Initialize

Click this button to configure default values for all options.
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3.14 Understanding dynamic DNS resources

3.14.1 Dependency of dynamic DNS resources

By default, dynamic DNS resources depend on the following types of group resources.

Group resource type
Virtual IP resource
Floating IP resource

AWS elastic ip resource
AWS virtual ip resource
AWS secondary ip resource
Azure probe port resource

3.14.2 Dynamic DNS resources

* A dynamic DNS resource registers a virtual host name and the IP address of an activated server with the dynamic
DNS server (hereafter, DDNS server). A client application can use a virtual host name to access the cluster
server. Use of virtual host names allows clients to transparently switch connection from one server to another
when a group is "failed over" or "moved".

The following figure shows the Dynamic DNS server (DDNS server), Servers 1 and 2, and a client. On the DDNS
server, Server 1 registers the virtual host name and the IP address.

Register the virtual host
name and IP address

____________ ~--__  DDNS Server

- -

r" -.\’

Server 1

Client

Fig. 3.99: Configuration with the DDNS server (1)

The client queries the DDNS server about the IP address (corresponding to the virtual host name) to be accessed. The
DDNS server returns the IP address (corresponding to the virtual host name) of Server 1 to the client. The client then
accesses the IP address of the virtual host name.
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DDNS Server

Server 1 Server 2

I
I
I
1
v /
__I
Access the virtual
host name

Fig. 3.100: Configuration with the DDNS server (2)

Server 1 crashes, and a failover to Server 2 occurs.

. DDNS Server
Failover

Client

Fig. 3.101: Configuration with the DDNS server (3)

On the DDNS server, Server 2 registers the virtual host name and the IP address.
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Register the virtual host
name and IP address

o

Server 1 Server 2 i N DDNS Server

I
Client

Fig. 3.102: Configuration with the DDNS server (4)

The client queries the DDNS server about the IP address (corresponding to the virtual host name) to be accessed. The
DDNS server returns the IP address (corresponding to the virtual host name) of Server 2 to the client. The client then
accesses the IP address of the virtual host name.

DDNS Server

Server 1 Server 2

I
I
I
1
v /
__I
Access the virtual
host name

Client

Fig. 3.103: Configuration with the DDNS server (5)
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3.14.3 Appropriate use of virtual computer name resources and dynamic DNS re-
sources

Virtual computer name resources use an old protocol. If a DNS server is available, Dynamic DNS resources are
recommended.

Virtual computer name resources cannot be used together with dynamic DNS resources.

3.14.4 Preparation for use of dynamic DNS resources

* To use dynamic DNS resources, you need to establish a DDNS server in advance. DDNS servers support only
active directories.

* If using the Kerberos authentication function, you need to make the following setting for the Active Directory
domain to be updated by the dynamic DNS resource.

— Please give the following permissions to each cluster server.
* Create All Child Objects
* Delete All Child Objects
Permissions will be applied to, please choose This object and all child objects.

* If Secure only is specified for DNS Dynamic Updates, the write and the delete subtree permissions must
be applied to computer objects in the Active Directory and DNS domains to be updated by a dynamic DNS
resource. Apply the write permissions to This object and all child objects (This object and all descendant
objects for Windows Vista or later and Windows Server 2008 or later). For how to apply the write permissions,
refer to the setting method for the DNS server.

3.14.5 Notes on dynamic DNS resources

* If Execute Dynamic Update Periodically is enabled, a dynamic DNS monitor resource periodically registers a
virtual host name to the DDNS server.

* Create a DDNS control process (clpddnsp.exe) per dynamic DNS resource to be activated. Make sure not to stop
the process by mistake. An error of process disappearance can be detected by dynamic DNS monitor resources.

e When the IP addresses of servers exist in different segments, FIP addresses cannot be specified as the IP ad-
dresses of dynamic DNS resources.

* To register the IP addresses of servers with the DDNS server, make the setting of each IP address separately for
each server. Enter the IP address of any server in the IP Address box on the Common tab and then specify the
IP addresses of other servers individually on each server tab.

* Regarding the settings for each server, if the same virtual host name already exists at activation, the duplicate
virtual host name is temporarily deleted from the primary DNS server and the relevant virtual host name and
IP address of the activated server are registered. The setting of the Delete the Registered IP Address option,
which is a setting applied at deactivation, does not affect this behavior.

* Inclient access using a virtual host name, if a group having dynamic DNS resources is failed over, reconnection
(e.g. restart of the browser) may be required.

* Behavior in Cluster WebUI connection using a virtual host name

— When the IP address of each server is separately specified for dynamic DNS resources
In client access using a virtual host name via Cluster WebUI connection, if a group having dynamic DNS
resources is failed over, the Cluster WebUI connection will not be automatically switched. You need to
restart the browser and to establish Cluster WebUI connection again.
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— When FIP addresses are specified for dynamic DNS resources

In client access using a virtual host name via Cluster WebUI connection, if a group having dynamic DNS
resources is failed over, the Cluster WebUI connection will be automatically switched.

3.14.6 Details tab

Resource Properties | ddns1 ddns

Info  Dependency Recovery Operation = Details

Common serverl server?

Virtual Host Name™ ddnsl.example.com

IP Address” 10.0.0.101

DDNS Server” 10.0.0.100

Port No.” 53

Cache TTL® 0 sec
Execute Dynamic Update

Periodically

Update Interval” 60 min
Delete the Registered IP Address O

Kerberos Authentication O

OK Cancel Apply

Virtual Host Name (Within 253 bytes)

Specify the virtual host name to be registered in the DDNS service.
IP Address (Within 79 bytes)

Specify the IP address corresponding to the virtual host name.

To use an FIP resource in parallel, specify the IP address of the FIP resource in the [Source IP Address]
tab. To use the IP addresses of servers, specify each IP address in the tab of each server.

DDNS Server (Within 255 bytes)

Specify the IP address of the DDNS server. When specifying secondary DNS servers, use a comma (,)
for the separator. First, specify the primary DNS server, and then specify secondary DNS servers.

Examples:

To specify only the primary DNS server: 192.168.10.180
To specify two secondary DNS servers:
192.168.10.180,192.168.10.181,192.168.10.182

Port No. (1 to 65535)
Specify the port number of the DDNS server. Its default value is 53.
Cache TTL (0 to 2147483647)

Specify the time to live (TTL) of the cache. Its default value is O seconds.
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Execute Dynamic Update Periodically

¢ When the check box is selected (default):
The virtual host name and the IP address of the active server are periodically registered to the DDNS server.

* When the check box is not selected:
The virtual host name and the IP address of the active server are not periodically registered to the DDNS server.

Update Interval (1 to 9999)

Specify the interval for periodic registration of the virtual host name and the IP address of the activated
server with the DDNS server. The default value is 60 minutes.

Be sure to specify a time shorter than the update interval of the DDNS server.
Delete the Registered IP Address

¢ When the check box is selected (default):
When the dynamic DNS resource is deactivated, the virtual host names and the IP addresses of the active
servers that were registered to the DNS server are deleted.

¢ When the check box is not selected:

When the dynamic DNS resource is deactivated, the virtual host names and the IP addresses of the active
servers that were registered to the DNS server are not deleted. In this case, a client may be able to access one of
these undeleted virtual host names.

Kerberos Authentication

Specify whether to enable Kerberos authentication in Active Directory. No password need to be specified
because a password is automatically generated when a dynamic DNS resource registers a virtual host
name in the Active Directory domain. The default is cleared.
* When the check box is selected:
Select the check box to enable Kerberos authentication in Active Directory.

¢ When the check box is not selected (default):
Clear the check box to disable Kerberos authentication in Active Directory.
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3.15 Understanding virtual IP resources

3.15.1 Dependencies of virtual IP resources

By default, this function does not depend on any group resource type.

3.15.2 Virtual IP resources

Client applications can be connected to a cluster server by using a virtual IP address. The servers can be connected
to each other by using a virtual IP address. By using a virtual IP address, switching from one server to the other to
which a client is connecting remains transparent even if failover or moving of a failover group occurs. The graphic in
the next page shows how virtual IP resources work in the cluster system.

Server 1 Server 2

< -== ]
Router 1 i Router 2
. ] N
Client 1 Client 2 Client 3
RIP service: No RIP service: Yes RIP service: No

Fig. 3.104: Configuration with a virtual IP address (1)

318

Chapter 3. Group resource details



EXPRESSCLUSTER X 5.1 for Windows
Reference Guide, Release 5

Server 1 Server 2

Router 1 Router 2
y/
. ]
Client 1 Client 2 Client 3
RIP service: No RIP service: Yes RIP service: No

Fig. 3.105: Configuration with a virtual IP address (2)

Note on setting servers (1)

Each cluster server on the same LAN requires being able to change the path by receiving RIP packets, or to
resolve path information on the virtual IP address by accessing a router.

Note on setting servers (2)

Each cluster server in a separate segment requires being able to resolve path information on the virtual IP
address by accessing a router.

Note on setting virtual IP resources (1)

Specify an IP address outside the LAN to which the cluster servers belong, and free from a collision with
existing IP addresses.

Note on setting routers (1)

Each router requires being able to perform dynamic routing by interpreting RIP packets, or to resolve path
information on the virtual IP address as static path information.

Note on setting virtual IP resources (2)

Be sure to specify a sender's IP address for each of the servers in order for RIP packets to be correctly sent.

Note on setting routers (2)
Set the flush timer of each router at a value within the heartbeat timeout value.

Note on setting clients (1)

Each client on the same LAN requires being able to change the path by receiving RIP packets, or to resolve
path information on the virtual IP address by accessing a router.

Note on setting clients (2)

Each client in a separate segment requires being able to resolve path information on the virtual IP address by
accessing a router.
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3.15.3 Determining virtual IP address

An TP address used as a virtual IP address should satisfy the following conditions:
* The IP address should not be within the network address of the LAN to which the cluster belongs.
¢ The IP address should not conflict with existing network addresses.

Select one of the following allocation methods to meet the requirements above:
* Obtain a new network IP address for virtual IP address and allocate virtual IP address.

¢ Determine a network IP address from private IP address space and allocate virtual IP address. The following
procedures are given as an example.

— Select one network address from 192.168.0 to 192.168.255 for virtual IP address.

— Allocate up to 64 host IP addresses for virtual IP address from the network address you have selected.
(For example, select the network address 192.168.10 and allocate two host IP addresses: 192.168.10.1 and
192.168.10.254)

— Specify 255.255.255.0 to net mask of the virtual IP address.

* Private IP addresses are addresses for a closed network and they cannot be accessed using virtual IP address
from outside of the network through internet providers.

* Do not disclose path information of private IP addresses outside the organization.

* Adjust the private IP addresses to avoid conflict with other address.

3.15.4 Controlling path
To access to a virtual IP address from a remote LAN, path information of the virtual IP address must be effective to
all routers on the path from the remote LAN to the LAN for cluster server.
To be specific, the following condition must be satisfied:
* Routers on the cluster servers LAN interpret host RIP.

* Routers on the path from a cluster server to the remote server have the dynamic routing settings or information
on the virtual IP address routes has configured as static routing settings.

3.15.5 Requirement to use virtual IP address

Environments where virtual IP address can be used

Virtual IP addresses can be accessed from the machines listed below. Virtual IP address mechanism functions properly
even in a LAN where switching hubs are used.

However, when a server goes down, TCP/IP that has been connected will be disconnected.

When using virtual IP addresses with a switching HUB that cannot be configured to create a host routing table by
receiving host RIP, you need to reserve one new network address and configure virtual IP addresses so that the IP
address of each server belongs to a different network address.

* Cluster servers that belong to the same LAN that the server the virtual IP activates belongs to
Virtual IP addresses can be used if the following conditions are satisfied:
— Machines that can change the path by receiving RIP packets.

— Machines that can resolve the path information of a virtual IP address by accessing a router.
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* Cluster servers that belong to a different LAN that the server the virtual IP activates belongs to
Virtual IP addresses can be used if the following condition is satisfied:
— Machines that can resolve path information of the virtual IP address by accessing a router.
¢ Clients that belong to the same LAN that cluster servers belong to
Virtual IP addresses can be used if the following conditions are satisfied:
— Machines that can change the path by receiving RIP packets.
— Machines that can resolve the path information of a virtual IP address by accessing a router.
* Clients on the remote LAN
Virtual IP addresses can be used if the following condition is satisfied:

— Machines that can resolve path information of the virtual IP address by accessing a router.

3.15.6 Notes on virtual IP resources

Virtual IP addresses do not support NetBIOS protocol.

 Even if you map a virtual IP address to a host name using LMHOSTS, it cannot be used for accessing and user
authentication for Windows browsing, networks, and printer resources.

» Use a virtual computer name to automatically switch the connection destination with the NetBIOS protocol.
The following rule applies to virtual IP addresses.
* The number of a virtual IP resource to be registered on one cluster system is up to 64.

» To use a virtual IP resource, the names of a cluster, server and group need to be set according to the naming
rules of Ver8.0 or earlier.

Adjust the value of the flush timer of the router within the value for heartbeat timeout. For the heartbeat timeout, see
"Timeout tab" in "Cluster properties" in "2. Parameter details" in this guide.

It is necessary to add the Routing and Remote Access service to each cluster server to enable the LAN routing. This
is not required when the interconnect LAN with the highest priority is common to public LAN.

When an IPv6 address is used as a virtual IP address, it is necessary to specify public LAN as the interconnect with
the highest priority.

If the routing protocol is set to "RIPver2," the subnet mask for transmitted RIP packets is "255.255.255.255."
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3.15.7 Details tab

Resource Properties | vipl

Info Dependency Recovery Operation = Details  Extension

Common  serverl serverz2

IP Address™ 192.168.0.1

Net Mask 255.255.255.0

Destination IP Address 192.168.11.255

Source IP Address 192.168.11.1

Send Interval® 30 sec

Use Routing Protocol

Use Routing Protocol

0 RIPngverl
O RIPngver2
0 RIPngvers
RIPverl

O RIPver2

Tuning

oK Cancel Apply

IP Address (Within 45 bytes)
Enter the virtual IP address to use.
Net Mask (Within 45 bytes)

Specify the net mask of the virtual IP address to use. It is not necessary to specify it when the IPv6 address
is specified as a virtual IP address.

Destination IP Address (Within 45 bytes)

Enter the destination IP address of RIP packets. The broadcast address of the LAN where the cluster
server belongs is specified for IPv4 and the IPv6 address of the router of the LAN where the cluster server
belongs is specified for IPv6.

Source IP Address (Within 45 bytes)

Enter the IP address to bind for sending RIP packets. Specify the actual IP address activated on NIC
which activates the virtual IP address.

When using an IPv6 address, specify a link local address as the source IP address.

Note: The source IP address should be set on a server basis, and set the actual IP address of each server.
Virtual IP resources do not operate properly if a source address is invalid.
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In the [common] tab, described the Source IP Address of any of the server, the other server, please to
perform the individual settings.

Send Interval (1 to 30)
Specify the send interval of RIP packets.
Use Routing Protocol

Specify the RIP version to use. For IPv4 environment, select RIPverl or RIPver2. For IPv6 environment,
select RIPngverl or RIPngver2 or RIPngver3. You can select one or more routing protocol.

Tuning

Use this button to display the Virtual IP Resource Tuning Properties dialog box. You can make ad-
vanced settings for the virtual IP resource.

Virtual IP Resource Tuning Properties
Parameter tab

Detailed setting for parameter is displayed.

Virtual IP Resource Tuning Properties

Parameter RIP  RIPng

Run Ping
Ping

Interval 1

]
h
]

Timeout 1000 msec

Retry Count 5 time

Judge NIC Link Down L]
as Failure

Initialize

OK Cancel Apply

Run ping

Use this button to configure whether or not to check if there is any overlapped IP address by the ping
command before activating the virtual IP resource.

¢ When the checkbox is selected:
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Check by using the ping command.
* When the checkbox is not selected:
Do not check by using the ping command.
ping
In this box, make detailed settings of the ping command used to check for any overlapped IP address
before activating the virtual IP resource.

e Interval (0 to 999)
Specify the interval to issue the ping command in seconds.

¢ Timeout (1 to 999999)
Specify the timeout for the ping command in milliseconds.

* Retry Count (0 to 999)
Specify how many retries of issuing the ping command are attempted.

 Forced VIP Activation
Use this button to configure whether to forcibly activate the virtual IP address when an overlapped
IP address is found using the ping command.

— When the checkbox is selected:
Forcefully activate the virtual IP address.

— When the checkbox is not selected:
Do not forcefully activate the virtual IP address.

Judge NIC Link Down as Failure
Specify whether to check for an NIC Link Down before the floating IP resource is activated.

* When the checkbox is selected:
In the case of an NIC Link Down, the floating IP resource is not activated.

* When the checkbox is not selected:
Even in the case of an NIC Link Down, the floating IP resource is activated. This operation is the
same as before.

Initialize
Clicking Initialize sets the values of all the items to the defaults.
RIP tab

Detailed settings on RIP of virtual IP resource are displayed.
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Virtual IP Resource Tuning Properties

Parameter | RIP | RIPng

Metric” 3
Port
Edit Add Remove

Port Number

520

Initialize

oK Cance Apply

Metric (1 to 15)

Enter a metric value of RIP. A metric is a hop cou