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CHAPTER
ONE

PREFACE

1.1 Who Should Use This Guide

EXPRESSCLUSTER X Getting Started Guide is intended for first-time users of the EXPRESSCLUSTER. The guide
covers topics such as product overview of the EXPRESSCLUSTER, how the cluster system is installed, and the
summary of other available guides. In addition, latest system requirements and restrictions are described.

1.2 How This Guide is Organized

» 2. What is a cluster system?: Helps you to understand the overview of the cluster system.

e 3. Using EXPRESSCLUSTER: Provides instructions on how to use EXPRESSCLUSTER and other related-
information.

* 4. Installation requirements for EXPRESSCLUSTER: Provides the latest information that needs to be verified
before starting to use EXPRESSCLUSTER.

e 5. Latest version information: Provides information on latest version of the EXPRESSCLUSTER.
* 6. Notes and Restrictions: Provides information on known problems and restrictions..

* 7. Glossary

1.3 EXPRESSCLUSTER X Documentation Set

The EXPRESSCLUSTER X manuals consist of the following six guides. The title and purpose of each guide is
described below:

Getting Started Guide

This guide is intended for all users. The guide covers topics such as product overview, system require-
ments, and known problems.

Installation and Configuration Guide

This guide is intended for system engineers and administrators who want to build, operate, and maintain
a cluster system. Instructions for designing, installing, and configuring a cluster system with EXPRESS-
CLUSTER are covered in this guide.

Reference Guide
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This guide is intended for system administrators. The guide covers topics such as how to operate EX-
PRESSCLUSTER, function of each module and troubleshooting. The guide is supplement to the "Instal-
lation and Configuration Guide".

Maintenance Guide

This guide is intended for administrators and for system administrators who want to build, operate, and
maintain EXPRESSCLUSTER-based cluster systems. The guide describes maintenance-related topics
for EXPRESSCLUSTER.

Hardware Feature Guide

This guide is intended for administrators and for system engineers who want to build
EXPRESSCLUSTER-based cluster systems. The guide describes features to work with specific hard-
ware, serving as a supplement to the "Installation and Configuration Guide".

Legacy Feature Guide

This guide is intended for administrators and for system engineers who want to build
EXPRESSCLUSTER-based cluster systems. The guide describes EXPRESSCLUSTER X 4.0 WebMan-
ager, Builder, and EXPRESSCLUSTER Ver 8.0 compatible commands.

1.4 Conventions

In this guide, Note, Important, See also are used as follows:

Note: Used when the information given is important, but not related to the data loss and damage to the system and
machine.

Important: Used when the information given is necessary to avoid the data loss and damage to the system and
machine.

See also:
Used to describe the location of the information given at the reference destination.

The following conventions are used in this guide.

Convention Usage Example
Bold Indicates graphical objects, such as
fields, list boxes, menu selections, | In User Name, type your name.
buttons, labels, icons, etc. On the File menu, click Open
Database.

Angled bracket within the com- | Indicates that the value specified in- | clpstat -s [-h

mand line side of the angled bracket can be | host_name]
omitted.
Monospace (courier) Indicates path names, commands, | c:\Program files\

system output (message, prompt, | EXPRESSCLUSTER
etc), directory, file names, functions
and parameters.

Continued on next page
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Table 1.1 — continued from previous page

Convention

Usage

Example

Monospace bold (courier)

Indicates the value that a user actu-
ally enters from a command line.

Enter the following:
clpcl -s -a

Monospace italic
(courier)

Indicates that users should replace
italicized part with values that they
are actually working with.

clpstat -s [-h
host_name]

1.5 Contacting NEC

For the latest product information, visit our website below:

https://www.nec.com/global/prod/expresscluster/

1.5. Contacting NEC
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CHAPTER
TWO

WHAT IS A CLUSTER SYSTEM?

This chapter describes overview of the cluster system.

This chapter covers:

2.1

2.1. Overview of the cluster system
2.2. High Availability (HA) cluster
2.3. System configuration

2.4. Error detection mechanism

2.5. Inheriting cluster resources

2.6. Eliminating single point of failure

2.77. Operation for availability

Overview of the cluster system

A key to success in today's computerized world is to provide services without them stopping. A single machine down
due to a failure or overload can stop entire services you provide with customers. This will not only result in enormous
damage but also in loss of credibility you once had.

Introducing a cluster system allows you to minimize the period during which your system stops (down time) or to
improve availability by load distribution.

As the word "cluster" represents, a system aiming to increase reliability and performance by clustering a group (or
groups) of multiple computers. There are various types of cluster systems, which can be classified into following three
listed below. EXPRESSCLUSTER is categorized as a high availability cluster.

High Availability (HA) Cluster

In this cluster configuration, one server operates as an active server. When the active server fails, a stand-by
server takes over the operation. This cluster configuration aims for high-availability. The high availability
cluster is available in the shared disk type and the mirror disk type.

Load Distribution Cluster

This is a cluster configuration where requests from clients are allocated to each of the nodes according to
appropriate load distribution rules. This cluster configuration aims for high scalability. Generally, data cannot
be passed. The load distribution cluster is available in a load balance type or parallel database type.

High Performance Computing (HPC) Cluster

This is a cluster configuration where the computation amount is huge and a single operation is performed with
a super computer. CPUs of all nodes are used to perform a single operation.
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2.2 High Availability (HA) cluster

To enhance the availability of a system, it is generally considered that having redundancy for components of the
system and eliminating a single point of failure is important. "Single point of failure" is a weakness of having a
single computer component (hardware component) in the system. If the component fails, it will cause interruption of
services. The high availability (HA) cluster is a cluster system that minimizes the time during which the system is
stopped and increases operational availability by establishing redundancy with multiple nodes.

The HA cluster is called for in mission-critical systems where downtime is fatal. The HA cluster can be divided into
two types: shared disk type and mirror disk type. The explanation for each type is provided below.

Shared Disk Type Mirror Disk Type

-Expensive since a shared disk is -Cheap since a shared disk is
necessary. unnecessary.

-ldeal for the system that handles - Ideal for the system with less data
large data volume because of mirroring.

Fig. 2.1: HA cluster configuration

The HA cluster can be divided into two types: shared disk type and data mirror type. The explanation for each type is
provided below.

2.2.1 Shared disk type

Data must be inherited from one server to another in cluster systems. A cluster typology where data is stored in
an external disk (shared disk) accessible from two or more servers and inherited among them through the disk (for
example, FibreChannel disk array device of SAN connection) is called shared disk type.

If a failure occurs on a server where applications are running (active server), the cluster system automatically detects
the failure and starts applications in a stand-by server to take over operations. This mechanism is called failover.
Operations to be inherited in the cluster system consist of resources including disk, IP address, and application.

In a non-clustered system, a client needs to access a different IP address if an application is restarted on a server other
than the server where the application was originally running. In contrast, many cluster systems allocate a virtual IP
address of another network but not of an IP address given to a server on an operational basis. A server where the
operation is running, be it an active or a stand-by server, remains transparent to a client. The operation is continued as
if it has been running on the same server.

If a failover occurs because an active server is down, data on the shared disk is inherited to a stand-by server without
necessary application-ending processing being completed. For this reason, it is required to check logic of data on a
stand-by server. Usually this processing is the same as the one performed when a non-clustered system is rebooted
after its shutdown. For example, roll-back or roll-forward is necessary for databases. With these actions, a client can
continue operation only by re-executing the SQL statement that has not been committed yet.

After a failure occurs, a server with the failure can return to the cluster system as a stand-by server if it is physically
separated from the system, fixed, and then succeeds to connect the system. It is not necessary to failback a group to

6 Chapter 2. What is a cluster system?
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the original server when continuity of operations is important. If it is essentially required to perform the operations on
the original server, move the group.

2.2. High Availability (HA) cluster 7
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‘ Normal Operation ‘ ‘ Occurrence of Failure ‘

Failover

Server Down

Recovery Completed

Recovering Server

Failback

Fig. 2.2: From occurrence of a failure to recovery

When the specification of the failover destination server does not meet the system requirements or overload occurs
due to multi-directional stand-by, operations on the original server are preferred. In such a case, after finishing the
recovery of the original node, stop the operations and start them again on the original node. Returning a failover group
to the original server is called failback.

A stand-by mode where there is one operation and no operation is active on the stand-by server, as shown in Figure
2.3 HA cluster topology, is referred to as uni-directional stand-by. A stand-by mode where there are two or more
operations with each node of the cluster serving as both active and stand-by servers is referred to as multi-directional
stand-by.

8 Chapter 2. What is a cluster system?
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Uni-directional stand-by Multi-directional stand-by
Active Server for Active Server for
Active Stand-by Operation A Operation B
Server Server Stand-by Server for Stand-by Server for
Operation B Operation A

F——
=i |
_Operation A

L_;_lgl_

i

on B
]

Fig. 2.3: HA cluster topology

2.2.2 Mirror disk type

The shared disk type cluster system is good for large-scale systems. However, creating a system with this type can be
costly because shared disks are generally expensive. The mirror disk type cluster system provides the same functions
as the shared disk type with smaller cost through mirroring of server disks.

The mirror disk type is not recommended for large-scale systems that handle a large volume of data since data needs
to be mirrored between servers.

When a write request is made by an application, the data mirror engine writes data in the local disk and sends the
written data to the stand-by server via the interconnect. Interconnect is a cable connecting servers. It is used to monitor
whether the server is activated or not in the cluster system. In addition to this purpose, interconnect is sometimes used
to transfer data in the data mirror type cluster system. The data mirror engine on the stand-by server achieves data
synchronization between stand-by and active servers by writing the data into the local disk of the stand-by server.

For read requests from an application, data is simply read from the disk on the active server.

2.2. High Availability (HA) cluster 9
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‘ Stand-by Server ‘

Active Server

‘ Normal Operation ‘

LAN (Interconnect)

i@i"

Data Mirror

Fig. 2.4: Data mirror mechanism

Snapshot backup is applied usage of data mirroring. Because the data mirror type cluster system has shared data in
two locations, you can keep the data of the stand-by server as snapshot backup by simply separating the server from
the cluster.

HA cluster mechanism and problems

The following sections describe cluster implementation and related problems.

2.3 System configuration

In a shared disk-type cluster, a disk array device is shared between the servers in a cluster. When an error occurs on a
server, the standby server takes over the applications using the data on the shared disk.

In the mirror disk type cluster, a data disk on the cluster server is mirrored via the network. When an error occurs on
a server, the applications are taken over using the mirror data on the stand-by server. Data is mirrored for every I/O.
Therefore, the mirror disk type cluster appears the same as the shared disk viewing from a high level application.

The following the shared disk type cluster configuration.

10 Chapter 2. What is a cluster system?
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Public LAN

Interconnect-
dedicated LAN

Shared
Disk

Fig. 2.5: System configuration

A failover-type cluster can be divided into the following categories depending on the cluster topologies:
Uni-Directional Standby Cluster System

In the uni-directional standby cluster system, the active server runs applications while the other server,
the standby server, does not. This is the simplest cluster topology and you can build a high-availability
system without performance degradation after failing over.

Fig. 2.6: Uni-directional standby cluster system

2.3. System configuration 11
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Same Application - Multi-Directional Standby Cluster System

In the same application multi-directional standby cluster system, the same applications are activated on
multiple servers. These servers also operate as standby servers. These applications are operated on
their own. When a failover occurs, the same applications are activated on one server. Therefore, the
applications that can be activated by this operation need to be used. When the application data can be split
into multiple data, depending on the data to be accessed, you can build a load distribution system per data
partitioning basis by changing the client's connecting server.

A

* The applications in the diagram are the same applications.
* Multiple application instances are run on a single server after failover.

Fig. 2.7: Same application - multi-directional standby cluster system

12 Chapter 2. What is a cluster system?
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Different Application - Multi Directional Standby Cluster System

In the different application multi-directional standby cluster system, different applications are activated
on multiple servers and these servers operate as standby servers. When a failover occurs, two or more
applications are activated on one server. Therefore, these applications need to be able to coexist. You can
build a load distribution system per application unit basis.

/‘7
l
[u

App

lication 2
=
7

S

* Application 1 and application 2 are different applications. |

Fig. 2.8: Different application - multi directional standby cluster system

2.3. System configuration 13
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N-to-N Configuration

The configuration can be expanded with more nodes by applying the configurations introduced thus far.
In an N-to-N configuration described below, three different applications are run on three servers and
one standby server takes over the application if any problem occurs. In a uni-directional standby cluster
system, the stand-by server does not operate anything, so one of the two server functions as a stand-by
server. However, in an N-to N configuration, only one of the four servers functions as a stand-by server.
Performance deterioration is not anticipated if an error occurs only on one server.

Active Active Active Standby

Active Active Active Standby

Fig. 2.9: N-to-N configuration

2.4 Error detection mechanism

Cluster software executes failover (for example, passing operations) when a failure that can affect continued operation
is detected. The following section gives you a quick view of how the cluster software detects a failure.

EXPRESSCLUSTER regularly checks whether other servers are properly working in the cluster system. This function
is called "heartbeat communication."

Heartbeat and detection of server failures

Failures that must be detected in a cluster system are failures that can cause all servers in the cluster to
stop. Server failures include hardware failures such as power supply and memory failures, and OS panic.
To detect such failures, the heartbeat is used to monitor whether the server is active or not.

Some cluster software programs use heartbeat not only for checking if the target is active through ping
response, but for sending status information on the local server. Such cluster software programs begin
failover if no heartbeat response is received in heartbeat transmission, determining no response as server
failure. However, grace time should be given before determining failure, since a highly loaded server can
cause delay of response. Allowing grace period results in a time lag between the moment when a failure
occurred and the moment when the failure is detected by the cluster software.

Detection of resource failures

Factors causing stop of operations are not limited to stop of all servers in the cluster. Failure in disks used
by applications, NIC failure, and failure in applications themselves are also factors that can cause the
stop of operations. These resource failures need to be detected as well to execute failover for improved
availability.

14 Chapter 2. What is a cluster system?
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Accessing a target resource is used to detect resource failures if the target is a physical device. For mon-
itoring applications, trying to service ports within the range not affecting operation is a way of detecting
an error in addition to monitoring if application processes are activated.

2.4.1 Shared disk lock

In a failover cluster system of the shared disk type, multiple servers physically share the disk device. Typically, a file
system enjoys I/O performance greater than the physical disk I/O performance by keeping data caches in a server.

What if happens a file system is accessed by multiple servers simultaneously?

Because a general file system assumes no server other than the local updates data on the disk, inconsistency between
caches and the data on the disk arises. Ultimately the data will be destroyed. The failover cluster system locks the disk
device to prevent multiple servers from mounting a file system simultaneously due to a network partition explained
below.

2.4. Error detection mechanism 15
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2.4.2 Network partition (Split-Brain Syndrome)

When all interconnects between servers are disconnected, it is not possible to tell if a server is down, only by moni-
toring if it is activated by a heartbeat. In this status, if a failover is performed and multiple servers mount a file system
simultaneously considering the server has been shut down, data on the shared disk may be corrupted.

The other
server is
failed.

The other
server is failed.

Fig. 2.10: Network partition

The problem explained in the section above is referred to as "network partition" or "Split Brain Syndrome." To resolve

this problem, the failover cluster system is equipped with various mechanisms to ensure shared disk lock at the time
when all interconnects are disconnected.

2.5 Inheriting cluster resources

As mentioned earlier, resources to be managed by a cluster include disks, IP addresses, and applications. The functions
used in the failover cluster system to inherit these resources are described below.

2.5.1 Inheriting data

In the shared disk type cluster, data to be passed from a server to another in a cluster system is stored in a partition in a
shared disk. This means inheriting data is re-mounting the file system of files that the application uses from a healthy

server. What the cluster software should do is simply mount the file system because the shared disk is physically
connected to a server that inherits data.

16 Chapter 2. What is a cluster system?
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— Detects a Failure

— mount

Fig. 2.11: Inheriting data

The diagram above (Figure 2.11 Inheriting data) may look simple. Consider the following issues in designing and
creating a cluster system.

One issue to consider is recovery time for a file system or database. A file to be inherited may have been used by
another server or to be updated just before the failure occurred. For this reason, a cluster system may need to do
consistency checks to data it is moving on some file systems, as well as it may need to rollback data for some database
systems. These checks are not cluster system-specific, but required in many recovery processes, including when you
reboot a single server that has been shut down due to a power failure. If this recovery takes a long time, the time is
wholly added to the time for failover (time to take over operation), and this will reduce system availability.

Another issue you should consider is writing assurance. When an application writes data into the shared disk, usually
the data is written through a file system. However, even though the application has written data - but the file system
only stores it on a disk cache and does not write into the shared disk - the data on the disk cache will not be inherited
to a stand-by server when an active server shuts down. For this reason, it is required to write important data that needs
to be inherited to a stand-by server into a disk, by using a function such as synchronous writing. This is same as
preventing the data becoming volatile when a single server shuts down. Namely, only the data registered in the shared
disk is inherited to a stand-by server, and data on a memory disk such as a disk cache is not inherited. The cluster
system needs to be configured considering these issues.

2.5.2 Inheriting IP addresses

When a failover occurs, it does not have to be concerned which server is running operations by inheriting IP addresses.
The cluster software inherits the IP addresses for this purpose.

2.5.3 Inheriting applications

The last to come in inheritance of operation by cluster software is inheritance of applications. Unlike fault tolerant
computers (FTC), no process status such as contents of memory is inherited in typical failover cluster systems. The
applications running on a failed server are inherited by rerunning them on a healthy server.

For example, when the database instance is failed over, the database that is started in the stand-by server can not
continue the exact processes and transactions that have been running in the failed server, and roll-back of transaction
is performed in the same as restarting the database after it was down. It is required to connect to the database again
from the client. The time needed for this database recovery is typically a few minutes though it can be controlled by
configuring the interval of DBMS checkpoint to a certain extent.

Many applications can restart operations by re-execution. Some applications, however, require going through pro-
cedures for recovery if a failure occurs. For these applications, cluster software allows to start up scripts instead of
applications so that recovery process can be written. In a script, the recovery process, including cleanup of files half
updated, is written as necessary according to factors for executing the script and information on the execution server.

2.5. Inheriting cluster resources 17
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2.5.4 Summary of failover

To summarize the behavior of cluster software:
* Detects a failure (heartbeat/resource monitoring)
* Resolves a network partition (NP resolution)
» Switches cluster resources
— Pass data
— Pass IP address

— Pass applications

A Failure Occurs . Completes .
Detects a Failure Inheriting Time
e g = —
sfFg g g' s gz
=288 = B E i
S ETr o = = =6
= o g 7] =N o =E-]
Bes® = 7 = w® =
e = = = =8 Q
~ ] = = = =
E g E
E P R
a
Down Time System Operating Time

Fig. 2.12: Failover time chart

Cluster software is required to complete each task quickly and reliably (see Figure 2.12 Failover time chart) Cluster
software achieves high availability with due consideration on what has been described so far.

2.6 Eliminating single point of failure

Having a clear picture of the availability level required or aimed is important in building a high availability system.
This means when you design a system, you need to study cost effectiveness of countermeasures, such as establishing a
redundant configuration to continue operations and recovering operations within a short period, against various failures
that can disturb system operations.

Single point of failure (SPOF), as described previously, is a component where failure can lead to stop of the system.
In a cluster system, you can eliminate the system's SPOF by establishing server redundancy. However, components
shared among servers, such as shared disk may become a SPOF. The key in designing a high availability system is to
duplicate or eliminate this shared component.

A cluster system can improve availability but failover will take a few minutes for switching systems. That means time
for failover is a factor that reduces availability. Solutions for the following three, which are likely to become SPOF,
will be discussed hereafter although technical issues that improve availability of a single server such as ECC memory

and redundant power supply are important.
* Shared disk
¢ Access path to the shared disk
* LAN

18 Chapter 2. What is a cluster system?
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2.6.1 Shared disk

Typically a shared disk uses a disk array for RAID. Because of this, the bare drive of the disk does not become SPOF.
The problem is the RAID controller is incorporated. Shared disks commonly used in many cluster systems allow
controller redundancy.

In general, access paths to the shared disk must be duplicated to benefit from redundant RAID controller. There are
still things to be done to use redundant access paths in Linux (described later in this chapter). If the shared disk has
configuration to access the same logical disk unit (LUN) from duplicated multiple controllers simultaneously, and
each controller is connected to one server, you can achieve high availability by failover between nodes when an error
occurs in one of the controllers.

Failover

HBA

(SCSI Card, FC NIC)
Access Path

RAID Controller
Array Disk

Fig. 2.13: Example of the shared disk RAID controller and access paths being SPOF (left) and an access path connected
to a RAID controller
* HBA stands for Host Bus Adapter. This is an adapter of the server not of the shared disk.

With a failover cluster system of data mirror type, where no shared disk is used, you can create an ideal system having
no SPOF because all data is mirrored to the disk in the other server. However you should consider the following issues:

* Degradation of disk I/O performance in mirroring data over the network (especially writing performance)

¢ Degradation of system performance during mirror resynchronization in recovery from server failure (mirror
copy is done in the background)

* Time for mirror resynchronization (failover cannot be done until mirror resynchronization is completed)

In a system with frequent data viewing and a relatively small volume of data, choosing the failover cluster of data
mirror type is effective to increase availability.

2.6.2 Access path to the shared disk

In a typical configuration of the shared disk type cluster system, the access path to the shared disk is shared among
servers in the cluster. To take SCSI as an example, two servers and a shared disk are connected to a single SCSI bus.
A failure in the access path to the shared disk can stop the entire system.

What you can do for this is to have a redundant configuration by providing multiple access paths to the shared disk
and make them look as one path for applications. The device driver allowing such is called a path failover driver.

2.6. Eliminating single point of failure 19
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—
=}

Application Application

Path Failover Driver Path Failover Driver

Fig. 2.14: Path failover driver

2.6.3 LAN

In any systems that run services on a network, a LAN failure is a major factor that disturbs operations of the system.
If appropriate settings are made, availability of cluster system can be increased through failover between nodes at NIC
failures. However, a failure in a network device that resides outside the cluster system disturbs operation of the system.

Failover

Fig. 2.15: Example of router becoming SPOF

LAN redundancy is a solution to tackle device failure outside the cluster system and to improve availability. You
can apply ways used for a single server to increase LAN availability. For example, choose a primitive way to have a
spare network device with its power off, and manually replace a failed device with this spare device. Choose to have
a multiplex network path through a redundant configuration of high-performance network devices, and switch paths
automatically. Another option is to use a driver that supports NIC redundant configuration such as Intel's ANS driver.

Load balancing appliances and firewall appliances are also network devices that are likely to become SPOF. Typically,
they allow failover configurations through standard or optional software. Having redundant configuration for these
devices should be regarded as requisite since they play important roles in the entire system.
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2.7 Operation for availability

2.7.1 Evaluation before starting operation

Given many of factors causing system troubles are said to be the product of incorrect settings or poor maintenance,
evaluation before actual operation is important to realize a high availability system and its stabilized operation. Exer-
cising the following for actual operation of the system is a key in improving availability:

¢ Clarify and list failures, study actions to be taken against them, and verify effectiveness of the actions by creating
dummy failures.

* Conduct an evaluation according to the cluster life cycle and verify performance (such as at degenerated mode)
* Arrange a guide for system operation and troubleshooting based on the evaluation mentioned above.

Having a simple design for a cluster system contributes to simplifying verification and improvement of system avail-
ability.

2.7.2 Failure monitoring

Despite the above efforts, failures still occur. If you use the system for long time, you cannot escape from failures:
hardware suffers from aging deterioration and software produces failures and errors through memory leaks or operation
beyond the originally intended capacity. Improving availability of hardware and software is important yet monitoring
for failure and troubleshooting problems is more important. For example, in a cluster system, you can continue running
the system by spending a few minutes for switching even if a server fails. However, if you leave the failed server as it
is, the system no longer has redundancy and the cluster system becomes meaningless should the next failure occur.

If a failure occurs, the system administrator must immediately take actions such as removing a newly emerged SPOF
to prevent another failure. Functions for remote maintenance and reporting failures are very important in supporting
services for system administration.

To achieve high availability with a cluster system, you should:
* Remove or have complete control on single point of failure.

* Have a simple design that has tolerance and resistance for failures, and be equipped with a guide for operation
and troubleshooting.

* Detect a failure quickly and take appropriate action against it.
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CHAPTER
THREE

USING EXPRESSCLUSTER

This chapter explains the components of EXPRESSCLUSTER, how to design a cluster system, and how to use EX-
PRESSCLUSTER.

This chapter covers:

3.1

3.1. What is EXPRESSCLUSTER?

3.2. EXPRESSCLUSTER modules

3.3. Software configuration of EXPRESSCLUSTER
3.4. Network partition resolution

3.5. Failover mechanism

3.6. What is a resource?

3.7. Getting started with EXPRESSCLUSTER

What is EXPRESSCLUSTER?

EXPRESSCLUSTER is software that enables the HA cluster system.

3.2

EXPRESSCLUSTER modules

EXPRESSCLUSTER consists of following two modules:

EXPRESSCLUSTER Server

A core component of EXPRESSCLUSTER. Install this to the server machines that constitute the cluster
system. This includes all high availability functions of EXPRESSCLUSTER. The server functions of the
Cluster WebUI are also included.

Cluster WebUI

This is a tool to create the configuration data of EXPRESSCLUSTER and to manage EXPRESSCLUSTER

operations. Uses a Web browser as a user interface. The Cluster WebUI is installed in EXPRESSCLUSTER
Server, but it is distinguished from the EXPRESSCLUSTER Server because the Cluster WebUI is operated

from the Web browser on the management PC.
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3.3 Software configuration of EXPRESSCLUSTER

The software configuration of EXPRESSCLUSTER should look similar to the figure below. Install the EXPRESS-
CLUSTER Server (software) on a server that constitutes a cluster. Because the main functions of Cluster WebUI are
included in EXPRESSCLUSTER Server, it is not necessary to separately install them. The Cluster WebUI can be used
through the web browser on the management PC or on each server in the cluster.

Windows Windows
FXPRESSCLUST EXPRESSCLUS
ER Server TER Server
WebManager WebManager
Server Server
' Cluster WebUI | | Cluster WebUI |
Server 1 Server 2 Management PC

Fig. 3.1: Software configuration of EXPRESSCLUSTER

3.3.1 How an error is detected in EXPRESSCLUSTER

There are three kinds of monitoring in EXPRESSCLUSTER: (1) server monitoring, (2) application monitoring, and
(3) internal monitoring. These monitoring functions let you detect an error quickly and reliably. The details of the
monitoring functions are described below.

3.3.2 What is server monitoring?

Server monitoring is the most basic function of the failover-type cluster system. It monitors if a server that constitutes
a cluster is properly working.
Server Monitoring (heartbeat) uses the following communication paths:

* Primary Interconnect
LAN dedicated to communication between the cluster servers. This is used to exchange information between
the servers as well as to perform heartbeat communication.

* Secondary Interconnect
This is used as a path to be used for the communicating with a client. This is used for exchanging data between
the servers as well as for a backup interconnects.

* BMC
This is used to check that other server exists by performing a heartbeat communication via BMC between
servers constructing a failover type cluster.

¢ Witness

24 Chapter 3. Using EXPRESSCLUSTER



EXPRESSCLUSTER X 4.2 for Windows
Getting Started Guide, Release 4

This is used by the external Witness server running the Witness server service to check if other servers
constructing the failover type cluster exist through communication with them.

Witness Server

4

Primary Interconnect
Secondary Interconnect
BMC

Witness

2w

Fig. 3.2: Server Monitoring

3.3.3 What is application monitoring?

Application monitoring is a function that monitors applications and factors that cause a situation where an application
cannot run.

* Monitoring applications and/or protocols to see if they are stalled or failed by using the monitoring option.
In addition to the basic monitoring of successful startup and existence of applications, you can even monitor
stall and failure in applications including specific databases (such as Oracle, DB2), protocols (such as FTP,
HTTP) and / or application servers (such as WebSphere, WebLogic) by introducing optional monitoring
products of EXPRESSCLUSTER. For the details, see "Monitor resource details" in the "Reference Guide".

* Monitoring activation status of applications
An error can be detected by starting up an application by using an application-starting resource (called
application resource and service resource) of EXPRESSCLUSTER and regularly checking whether the process
is active or not by using application-monitoring resource (called application monitor resource and service
monitor resource). It is effective when the factor for application to stop is due to error termination of an
application.

Note:
* An error in resident process cannot be detected in an application started up by EXPRESSCLUSTER.

Note:

An internal application error (for example, application stalling and result error) cannot be detected.
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* Resource monitoring

An error can be detected by monitoring the cluster resources (such as disk partition and IP address) and public
LAN using the monitor resources of the EXPRESSCLUSTER. It is effective when the factor for application to
stop is due to an error of a resource that is necessary for an application to operate.

3.3.4 What is internal monitoring?

Internal monitoring refers to an inter-monitoring of modules within EXPRESSCLUSTER. It monitors whether each
monitoring function of EXPRESSCLUSTER is properly working. Activation status of EXPRESSCLUSTER process
monitoring is performed within EXPRESSCLUSTER.

* Monitoring activation status of an EXPRESSCLUSTER process

3.3.5 Monitorable and non-monitorable errors

There are monitorable and non-monitorable errors in EXPRESSCLUSTER. It is important to know what kind of errors
can or cannot be monitored when building and operating a cluster system.

3.3.6 Detectable and non-detectable errors by server monitoring

Monitoring conditions: A heartbeat from a server with an error is stopped
» Example of errors that can be monitored:
— Hardware failure (of which OS cannot continue operating)
— Stop error
» Example of error that cannot be monitored:

— Partial failure on OS (for example, only a mouse or keyboard does not function)

3.3.7 Detectable and non-detectable errors by application monitoring

Monitoring conditions: Termination of application with errors, continuous resource errors, disconnection of a path to
the network devices.

» Example of errors that can be monitored:
— Abnormal termination of an application
— Failure to access the shared disk (such as HBA failure)
— Public LAN NIC problem

» Example of errors that cannot be monitored:

— Application stalling and resulting in error.
EXPRESSCLUSTER cannot monitor application stalling and error results'. However, it is possible to
perform failover by creating a program that monitors applications and terminates itself when an error is
detected, starting the program using the application resource, and monitoring application using the
application monitor resource.

! Stalling and error results can be monitored for the database applications (such as Oracle, DB2), the protocols (such as FTP, HTTP) and
application servers (such as WebSphere and WebLogic) that are handled by a monitoring option.
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3.4 Network partition resolution

Upon detecting that a heartbeat from a server is interrupted, EXPRESSCLUSTER determines whether the cause of
this interruption is an error in a server or a network partition. If it is judged as a server failure, failover (activate
resources and start applications on a healthy server) is performed. If it is judged as a network partition, protecting
data is given priority over operations and a processing such as emergency shutdown is performed.

The following are the network partition resolution methods:

¢ COM method

* PING method

e HTTP method

* Shared disk method

* COM + shared disk method

* PING + shared disk method

¢ Majority method

* Not solving the network partition
See also:

For the details on the network partition resolution method, see "Details on network partition resolution resources" in
the "Reference Guide".

3.5 Failover mechanism

Upon detecting that a heartbeat from a server is interrupted, EXPRESSCLUSTER determines whether the cause of
this interruption is an error in a server or a network partition before starting a failover. Then a failover is performed by
activating various resources and starting up applications on a properly working server.

The group of resources which fail over at the same time is called a "failover group." From a user's point of view, a
failover group appears as a virtual computer.

Note: In a cluster system, a failover is performed by restarting the application from a properly working node.
Therefore, what is saved in an application memory cannot be failed over.

From occurrence of error to completion of failover takes a few minutes. See the time-chart below:

3.4. Network partition resolution 27



EXPRESSCLUSTER X 4.2 for Windows
Getting Started Guide, Release 4

ér occurred Failover completed \

\ Error detected Failover started \

J J

Heartbeat timeout Network partition

—_—
Activating resources

(Including disks and IP
addresses)

Recovering or restarting
\ application /

Fig. 3.3: Failover time chart

resolution

* Heartbeat timeout
— The time for a standby server to detect an error after that error occurred on the active server.

— The setting values of the cluster properties should be adjusted depending on the delay caused by application
load. (The default value is 30 seconds.)

* Network partition resolution

— This is the time to check whether stop of heartbeat (heartbeat timeout) detected from the other server is
due to a network partition or an error in the other server.

— When the shared disk method is specified as the network partition method, 30 to 60 seconds of wait time is
set by default because the time considering the disk I/O delay needs to be set. The required time changes
in accordance with the time to access to a cluster partition and the heartbeat timeout value. When other
method is specified, confirmation completes immediately.

* Activating resources
— The time to activate the resources necessary for operating an application.

— The resources can be activated in a few seconds in ordinary settings, but the required time changes de-
pending on the type and the number of resources registered to the failover group. For more information,
see the "Installation and Configuration Guide".

* Recovering and restarting applications

— The startup time of the application to be used in operation. The data recovery time such as a roll-back or
roll-forward of the database is included.

— The time for roll-back or roll-forward can be predicted by adjusting the check point interval. For more
information, refer to the document that comes with each software product.

3.5.1 Hardware configuration of the shared disk type cluster configured by EX-
PRESSCLUSTER

The hardware configuration of the shared disk type cluster in EXPRESSCLUSTER is described below. In general, the
following is used for communication between the servers in a cluster system:

* Two NIC cards (one for external communication, one for EXPRESSCLUSTER)
¢ COM port connected by RS232C cross cable

* Specific space of a shared disk
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SCSI or FibreChannel can be used for communication interface to a shared disk; however, recently FibreChannel is
more commonly used.

Sample of cluster environment when a shared disk is used:

Cluster WebUl client
accesses via this address

Client PCs access via this
pddress

Active server| (servert) oA Shared disk

IP address
10.0.0.1

IP address —‘

192.168.0.1 RS-232C

IP address

192.168.0.2
Disk heartbeat partition driver letter: E
Disk resource drive letter: F

= - File system: NTFS
P address Standby server (server2)  |comM1
10.0.0.2

Public LAN
l ToaclientPC

Fig. 3.4: Sample of a cluster environment when a shared disk is used

3.5.2 Hardware configuration of the mirror disk type cluster configured by EX-
PRESSCLUSTER

The mirror disk type cluster is an alternative to the shared disk device, by mirroring the partition on the server disks.
This is good for the systems that are smaller-scale and lower-budget, compared to the shared disk type cluster.

Note: To use a mirror disk, it is a requirement to purchase the Replicator option or the Replicator DR option.

A network for copying mirror disk data is required, but normally interconnect (NIC for EXPRESSCLUSTER internal
communication) is used for this purpose.

The hardware configuration of the data mirror type cluster configured by EXPRESSCLUSTER is described below.

3.5.3 Hardware configuration of the hybrid disk type cluster configured by EX-
PRESSCLUSTER

By combining the shared disk type and the mirror disk type and mirroring the partitions on the shared disk, this
configuration allows the ongoing operation even if a failure occurs on the shared disk device. Mirroring between
remote sites can also serve as a disaster countermeasure.

Note: To use the hybrid disk type configuration, it is a requirement to purchase the Replicator DR option.

As is the case with the mirror disk configuration, a network to copy the data is necessary. In general, NIC for internal
communication in EXPRESSCLUSTER is used to meet this purpose.
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Cluster WebUI client
accesses via this address

—‘ Active server (server 1) com1
|1F“Da[]d0dr1eSS FIP FIP
I 1 1000111 100.012

Client PCs access via this
address

System drive: C
IP address = Clust it E
=1 uster partition:
192.188.0.1 G Interconnet LAN File Sys?emr RAW
—| (Mirror connect)
IP address o Data partition: F RS222C
192.168.0.2 — File system: NTFS _
Disk
(Fhree aSr‘lmon51 cJ”f érjwe disk
= where Is installe COM1
Standby sevef (server 2) [ cort |
IP address
10.0.0.2
Public LAN

j' To operation client

Fig. 3.5: Sample of a cluster environment when mirror disks are used (when allocating cluster partition and data
partition on the disk where OS is installed)

Client PCs access via this

address

Cluster WebUl client accesses
ia this address

Mirror disk

Active serveri(server1)
IP address fp
10001 10.0.0.12
Cluster partition: E

IP address File System: RAW
192.168.0.1 —
- Intgrconnect LAN Data partition: F
P adaress (error_;onnect) File System: NTFS
192.168.0.2 - —

Standby server (server2) Mirror disk
IP address
10.0.0.2

Public LAN
l To operation client

Fig. 3.6: Sample of cluster environment when mirror disks are used (in case of preparing disks for cluster partition
and data partition)
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The hardware configuration of the hybrid disk type cluster configured by EXPRESSCLUSTER is as follows:
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Cluster WebUI client accesses
via this address

Cliert PCs access via this
address

i N T Shared disk
. 10.0.0.12

100.0.11

IP address 10.0.0.1

IP address 192 168.0.1
IP address 192.168.0.2
Partition for heartbeat
Drive letter E
File system RAW
Cluster partition
Drive letter F:
File system RAW
Data partition
) Interconnect LAN Drive letter G:
IP address 10.0.0.2 {mirror connect File system NTFS

IP address 192.168.0.3

IP address 10.0.0.3

|
T (serverd)
H Cluster partition
1 i Drive lefter F-
NSevergow v/ e sl AN

- Data partition
Public LAN Drive letter G:
File system NTFS

To the operation client

Fig. 3.7: Sample of the hybrid disk type cluster environment

The above figure shows a sample of the cluster environment where a shared disk is mirrored in the same network.
While the hybrid disk type configuration mirrors between server groups that are connected to the same shared disk
device, the sample above mirrors the shared disk to the local disk in server3. Because of this, the stand-by server group
svg2 has only one member server, server3.

The above sample shows a sample of the cluster environment where mirroring is performed between remote sites.
This sample uses virtual IP addresses but not floating IP addresses because the server groups have different network
segments of the Public-LAN. When a virtual IP address is used, all the routers located in between must be configured to
pass on the host route. The mirror connect communication transfers the write data to the disk as it is. It is recommended
to enable use a VPN with a dedicated line or the compression and encryption functions.

3.5.4 What is cluster object?

In EXPRESSCLUSTER, the various resources are managed as the following groups:

¢ Cluster object
Configuration unit of a cluster.

¢ Server object
Indicates the physical server and belongs to the cluster object.

¢ Server group object

Indicates a group that bundles servers and belongs to the cluster object. This object is required when a hybrid
disk resource is used.

* Heartbeat resource object
Indicates the network part of the physical server and belongs to the server object.

* Network partition resolution resource object
Indicates the network partition resolution mechanism and belongs to the server object.
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IP address 10.0.0.1
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Virwal IP 27 Virtual [P Shared disk
: 10.010.11 110.0.10.22

IP address 192.166.0.1

IP address 192.168.0.2

(serverl),

Partition for heartbeat
Drive letter E
File system RAW
Cluster partition

Drive letter F:
1 Interconnect LAN File system RAW
| Stand-by server (serverd) | tmirror connect Data partition
i Drive letter G:
IP address 10.0.0.2 \ Server group (svg1) ,/’ b File systemNTFS
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IP address 192.168.0.3

Cluster partition
K Drive letter F.
N Senergoupsvez) S| e
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File system NTF &
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Fig. 3.8: Sample of the remote cluster environment when the hybrid disk is used
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¢ Group object
Indicates a virtual server and belongs to the cluster object.

* Group resource object
Indicates resources (network, disk) of the virtual server and belongs to the group object.

* Monitor resource object
Indicates monitoring mechanism and belongs to the cluster object.

3.6 What is a resource?

In EXPRESSCLUSTER, a group used for monitoring the target is called "resources." The resources that perform
monitoring and those to be monitored are classified into two groups and managed. There are four types of resources
and are managed separately. Having resources allows distinguishing what is monitoring and what is being monitored
more clearly. It also makes building a cluster and handling an error easy. The resources can be divided into heartbeat
resources, network partition resolution resources, group resources, and monitor resources.

See also:

For the details of each resource, see the "Reference Guide".

3.6.1 Heartbeat resources

Heartbeat resources are used for verifying whether the other server is working properly between servers. The following
heartbeat resources are currently supported:

¢ LAN heartbeat resource
Uses Ethernet for communication.

¢ Witness heartbeat resource

Uses the external server running the Witness server service to show the status (of communication with each
server) obtained from the external server.

e BMC heartbeat resource

Uses Ethernet for communication via BMC. This is available only when BMC hardware and firmware are
supported.

3.6.2 Network partition resolution resources

The following resource is used to resolve a network partition:

¢ COM network partition resolution resource
This is a network partition resolution resource by the COM method.

* DISK network partition resolution resource
This is a network partition resolution resource by the DISK method and can be used only for the shared disk
configuration.

¢ PING network partition resolution resource
This is a network partition resolution resource by the PING method.

¢ HTTP network partition resolution resource

Uses the external server running the Witness server service to show the status (of communication with each
server) obtained from the external server.
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¢ Majority network partition resolution resource
This is a network partition resolution resource by the majority method.

3.6.3 Group resources

A group resource constitutes a unit when a failover occurs. The following group resources are currently supported:

Application resource (appli)
Provides a mechanism for starting and stopping an application (including user creation application.)

Floating IP resource (fip)

Provides a virtual IP address. A client can access a virtual IP address the same way as accessing a regular IP
address.

Mirror disk resource (md)

Provides a function to perform mirroring a specific partition on the local disk and control access to it. It can be
used only on a mirror disk configuration.

Registry synchronization resource (regsync)

Provides a mechanism to synchronize specific registries of more than two servers, to set the applications and
services in the same way among the servers that constitute a cluster.

Script resource (script)
Provides a mechanism for starting and stopping a script (BAT) such as a user creation script.

Disk resource (sd)

Provides a function to control access to a specific partition on the shared disk. This can be used only when the
shared disk device is connected.

Service resource (service)
Provides a mechanism for starting and stopping a service such as database and Web.

Print spooler resource (spool)
Provides a mechanism for failing over print spoolers.

Virtual computer name resource (vcom)

Provides a virtual computer name. This can be accessed from a client in the same way as a general computer
name.

Dynamic DNS resource (ddns)
Registers a virtual host name and the IP address of the active server to the dynamic DNS server.

Virtual IP resource (vip)

Provides a virtual IP address. This can be accessed from a client in the same way as a general IP address. This
can be used in the remote cluster configuration among different network addresses.

CIFS resource (cifs)

Provides a function to disclose and share folders on the shared disk and mirror disks.

NAS resource (nas)
Provides a function to mount the shared folders on the file servers as network drives.

Hybrid disk resource (hd)

A resource in which the disk resource and the mirror disk resource are combined. Provides a function to
perform mirroring on a certain partition on the shared disk or the local disk and to control access.

VM resource (vim)

Starts, stops, or migrates the virtual machine.
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* AWS elastic ip resource (awseip)
Provides a system for giving an elastic IP (referred to as EIP) when EXPRESSCLUSTER is used on AWS.

e AWS virtual ip resource (awsvip)
Provides a system for giving a virtual IP (referred to as VIP) when EXPRESSCLUSTER is used on AWS.

¢ AWS DNS resource (awsdns)

Registers the virtual host name and the IP address of the active server to Amazon Route 53 when
EXPRESSCLUSTER is used on AWS.

e Azure probe port resource (azurepp)

Provides a system for opening a specific port on a node on which the operation is performed when
EXPRESSCLUSTER is used on Microsoft Azure.

¢ Azure DNS resource (azuredns)

Registers the virtual host name and the IP address of the active server to Azure DNS when
EXPRESSCLUSTER is used on Microsoft Azure.

* Google Cloud virtual IP resource (gcvip)

Provides a system for opening a specific port on a node on which the operation is performed when
EXPRESSCLUSTER is used on Google Cloud Platform.

¢ Oracle Cloud virtual IP resource (ocvip)

Provides a system for opening a specific port on a node on which the operation is performed when
EXPRESSCLUSTER is used on Oracle Cloud Infrastructure.

Note:

To use a mirror disk resource, the EXPRESSCLUSTER X Replicator license or the EXPRESSCLUSTER X
Replicator DR license is required.

To use a hybrid disk resource, the EXPRESSCLUSTER X Replicator DR license is required.

Above resources are not listed on the resource list of the Cluster WebUI if the licenses of those are not registered.

3.6.4 Monitor resources

A monitor resource monitors a cluster system. The following monitor resources are currently supported:

¢ Application monitor resource (appliw)
Provides a monitoring mechanism to check whether a process started by application resource is active or not.

¢ Disk RW monitor resource (diskw)
Provides a monitoring mechanism for the file system and function to perform a failover by resetting the
hardware or an intentional stop error at the time of file system I/O stalling. This can be used for monitoring the
file system of the shared disk.

* Floating IP monitor resource (fipw)
Provides a monitoring mechanism of the IP address started by floating IP resource.

¢ IP monitor resource (ipw)
Provides a mechanism for monitoring the network communication.

¢ Mirror disk monitor resource (mdw)
Provides a monitoring mechanism of the mirroring disks.

e Mirror connect monitor resource (mdnw)
Provides a monitoring mechanism of the mirror connect.
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¢ NIC Link Up/Down monitor resource (miiw)
Provides a monitoring mechanism for link status of LAN cable.

¢ Multi target monitor resource (mtw)
Provides a status with multiple monitor resources.

¢ Registry synchronization monitor resource (regsyncw)
Provides a monitoring mechanism of the synchronization process by a registry synchronization resource.

¢ Disk TUR monitor resource (sdw)
Provides a mechanism to monitor the operation of access path to the shared disk by the TestUnitReady

command of SCSI. This can be used for the shared disk of FibreChannel.

¢ Service monitor resource (servicew)
Provides a monitoring mechanism to check whether a process started by a service resource is active or not.

* Print spooler monitor resource (spoolw)
Provides a monitoring mechanism of the print spooler started by a print spooler resource.

¢ Virtual computer name monitor resource (vcomw)
Provides a monitoring mechanism of the virtual computer started by a virtual computer name resource.

¢ Dynamic DNS monitor resource (ddnsw)
Periodically registers a virtual host name and the IP address of the active server to the dynamic DNS server.

¢ Virtual IP monitor resource (vipw)
Provides a monitoring mechanism of the IP address started by a virtual IP resource.

¢ CIFS resource (cifsw)
Provides a monitoring mechanism of the shared folder disclosed by a CIFS resource.

¢ NAS resource (nasw)
Provides a monitoring mechanism of the network drive mounted by a NAS resource.

¢ Hybrid disk monitor resource (hdw)
Provides a monitoring mechanism of the hybrid disk.

¢ Hybrid disk TUR monitor resource (hdtw)
Provides a monitoring mechanism for the behavior of the access path to the shared disk device used as a hybrid
disk by the TestUnitReady command. It can be used for a shared disk using FibreChannel.

¢ Custom monitor resource (genw)
Provides a monitoring mechanism to monitor the system by the operation result of commands or scripts which
perform monitoring, if any.

* Process name monitor resource (psw)
Provides a monitoring mechanism for checking whether a process specified by a process name is active.

¢ DB2 monitor resource (db2w)
Provides a monitoring mechanism for the IBM DB2 database.

¢ ODBC monitor resource (odbcw)
Provides a monitoring mechanism for the database that can be accessed by ODBC.

¢ Oracle monitor resource (oraclew)
Provides a monitoring mechanism for the Oracle database.

¢ PostgreSQL monitor resource (psqlw)
Provides a monitoring mechanism for the PostgreSQL database.

¢ SQL Server monitor resource (sqlserverw)
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Provides a monitoring mechanism for the SQL Server database.

FTP monitor resource (ftpw)
Provides a monitoring mechanism for the FTP server.

HTTP monitor resource (httpw)
Provides a monitoring mechanism for the HTTP server.

IMAP4 monitor resource (imap4w)
Provides a monitoring mechanism for the IMAP server.

POP3 monitor resource (pop3w)
Provides a monitoring mechanism for the POP server.

SMTP monitor resource (smtpw)
Provides a monitoring mechanism for the SMTP server.

Tuxedo monitor resource (tuxw)
Provides a monitoring mechanism for the Tuxedo application server.

Weblogic monitor resource (wlsw)
Provides a monitoring mechanism for the WebLogic application server.

Websphere monitor resource (wasw)
Provides a monitoring mechanism for the WebSphere application server.

WebOTX monitor resource (otxw)
Provides a monitoring mechanism for the WebOTX application server.

VM monitor resource (vimnw)
Provides a monitoring mechanism for a virtual machine started by a VM resource

Message receive monitor resource (mrw)

Specifies the action to take when an error message is received and how the message is displayed on the Cluster
WebUL

JVM monitor resource (jraw)
Provides a monitoring mechanism for Java VM.

System monitor resource (sraw)
Provides a monitoring mechanism for the resources of the whole system.

Process resource monitor resource (psrw)
Provides a monitoring mechanism for running processes on the server.

User mode monitor resource (userw)

Provides a stall monitoring mechanism for the user space and a function for performing failover by an
intentional STOP error or an HW reset at the time of a user space stall.

AWS Elastic Ip monitor resource (awseipw)
Provides a monitoring mechanism for the elastic ip given by the AWS elastic ip (referred to as EIP) resource.

AWS YVirtual Ip monitor resource (awsvipw)
Provides a monitoring mechanism for the virtual ip given by the AWS virtual ip (referred to as VIP) resource.

AWS AZ monitor resource (awsazw)
Provides a monitoring mechanism for an Availability Zone (referred to as AZ).

AWS DNS monitor resource (awsdnsw)

Provides a monitoring mechanism for the virtual host name and IP address provided by the AWS DNS
resource.
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¢ Azure probe port monitor resource (azureppw)

Provides a monitoring mechanism for ports for alive monitoring for the node where an Azure probe port
resource has been activated.

¢ Azure load balance monitor resource (azurelbw)

Provides a mechanism for monitoring whether the port number that is same as the probe port is open for the
node where an Azure probe port resource has not been activated.

¢ Azure DNS monitor resource (azurednsw)

Provides a monitoring mechanism for the virtual host name and IP address provided by the Azure DNS
resource.

¢ Google Cloud virtual IP monitor resource (gcvipw)

Provides a mechanism for monitoring the alive-monitoring port for the node where a Google Cloud virtual IP
resource has been activated.

¢ Google Cloud load balance monitor resource (gclbw)

Provides a mechanism for monitoring whether the same port number as the health-check port number has
already been used, for the node where a Google Cloud virtual IP resource has not been activated.

¢ Oracle Cloud virtual IP monitor resource (ocvipw)

Provides a mechanism for monitoring the alive-monitoring port for the node where an Oracle Cloud virtual IP
resource has been activated.

¢ Oracle Cloud load balance monitor resource (oclbw)

Provides a mechanism for monitoring whether the same port number as the health-check port number has
already been used, for the node where an Oracle Cloud virtual IP resource has not been activated.

Note:

To use the DB2 monitor resource, ODBC monitor resource, Oracle monitor resource, PostgreSQL monitor resource,
and SQL Server monitor resource, the EXPRESSCLUSTER X Database Agent license is required.

To use the FTP monitor resource, HTTP monitor resource, IMAP4 monitor resource, POP3 monitor resource and
SMTP monitor resource, the EXPRESSCLUSTER X Internet Server Agent license is required.

To use Tuxedo monitor resource, Weblogic monitor resource, Websphere monitor resource and WebOTX monitor
resource, the EXPRESSCLUSTER X Application Server Agent license is required.

To use the JVM monitor resources, the EXPRESSCLUSTER X Java Resource Agent license is required.

To use the system monitor resources and the process resource monitor resources, the EXPRESSCLUSTER X System
Resource Agent license is required.

Above monitor resources are not listed on the monitor resource list of the Cluster WebUI if the licenses of those are
not registered.

3.7 Getting started with EXPRESSCLUSTER

Refer to the following guides when building a cluster system with EXPRESSCLUSTER:
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3.7.1 Latest information

Refer to "4. Installation requirements for EXPRESSCLUSTER", "5. Latest version information" and "6. Notes and
Restrictions" in this guide.

3.7.2 Designing a cluster system
Refer to "Determining a system configuration" and "Configuring a cluster system" in the "Installation and Configu-
ration Guide" and "Group resource details”, "Monitor resource details", "Heartbeat resources”, "Details on network

partition resolution resources"”, and "Information on other settings" in the "Reference Guide " and the "Hardware
Feature Guide".

3.7.3 Configuring a cluster system

Refer to the "Installation and Configuration Guide"

3.7.4 Troubleshooting the problem

Refer to "The system maintenance information" in the "Maintenance Guide", and "Troubleshooting" and "Error mes-
sages" in the "Reference Guide".
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CHAPTER
FOUR

INSTALLATION REQUIREMENTS FOR EXPRESSCLUSTER

This chapter provides information on system requirements for EXPRESSCLUSTER.
This chapter covers:

e 4.1. System requirements for hardware

e 4.2. System requirements for the EXPRESSCLUSTER Server

e 4.3. System requirements for the Cluster WebUI

4.1 System requirements for hardware

EXPRESSCLUSTER operates on the following server architectures:
* x86_64

4.1.1 General server requirements

Required specifications for the EXPRESSCLUSTER Server are the following:
* RS-232C port 1 port (not necessary when configuring a cluster with 3 or more nodes)
* Ethernet port 2 or more ports
 Mirror disk or empty partition for mirror (required when the Replicator is used)

e CD-ROM drive

4.1.2 Servers supporting Express5800/A1080a and Express5800/A1040a series
linkage

The table below lists the supported servers that can use the Express5800/A1080a and Express5800/A1040a series
linkage function of the BMC heartbeat resources and message receive monitor resources. This function cannot be
used by servers other than the following.

Server Remarks

Express5800/A1080a-E Update to the latest firmware.
Express5800/A1080a-D Update to the latest firmware.
Express5800/A1080a-S Update to the latest firmware.
Express5800/A1040a Update to the latest firmware.
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4.2 System requirements for the EXPRESSCLUSTER Server

4.2.1 Supported operating systems

EXPRESSCLUSTER Server only runs on the operating systems listed below.

x86_64 version

0OSs Remarks
Windows Server 2012 Standard

Windows Server 2012 Datacenter
Windows Server 2012 R2 Standard
Windows Server 2012 R2 Datacenter
Windows Server 2016 Standard

Windows Server 2016 Datacenter
Windows Server, version 1709 Standard
Windows Server, version 1709 Datacenter
Windows Server, version 1803 Standard
Windows Server, version 1803 Datacenter
Windows Server, version 1809 Standard
Windows Server, version 1809 Datacenter
Windows Server 2019 Standard

Windows Server 2019 Datacenter
Windows Server, version 1903 Standard
Windows Server, version 1903 Datacenter
Windows Server, version 1909 Standard
Windows Server, version 1909 Datacenter

4.2.2 Required memory and disk size

Required memory size User mode 256 MB(° )
Kernel mode 32 MB + 4 MB (° ) x (number of
mirror/hybrid resources)
Required disk size Right after installation 100 MB
During operation 5.0 GB

When changing to asynchronous method, changing the queue size or changing the difference bitmap size, it is required
to add more memory. Memory size increases as disk load increases because memory is used corresponding to mirror
disk I/0.

2

excepting for optional products.
3 A single mirror/hybrid disk resource needs 4 MB RAM.
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4.2.3 Application supported by the monitoring options

The following applications are the target monitoring options that are supported.

x86_64 version

Monitor resource Application to be monitored EXPRESSCLUSTER Version | Remarks
Oracle monitor Oracle Database 12c Release 1 (12.1) 12.00 or later
Oracle Database 12c Release 2 (12.2) 12.00 or later

Oracle Database 18c (18.3)

12.10 or later

Oracle Database 19¢ (19.3)

12.10 or later

DB2 monitor DB2 V10.5 12.00 or later
DB2 V11.1 12.00 or later
DB2 V11.5 12.20 or later
PostgreSQL monitor PostgreSQL 9.3 12.00 or later
PostgreSQL 9.4 12.00 or later
PostgreSQL 9.5 12.00 or later
PostgreSQL 9.6 12.00 or later
PostgreSQL 10 12.00 or later
PostgreSQL 11 12.10 or later
PostgreSQL 12 12.22 or later
PowerGres on Windows V9.1 12.00 or later
PowerGres on Windows V9.4 12.00 or later
PowerGres on Windows V9.6 12.00 or later
PowerGres on Windows V11 12.10 or later
SQL Server monitor SQL Server 2014 12.00 or later
SQL Server 2016 12.00 or later
SQL Server 2017 12.00 or later
SQL Server 2019 12.20 or later
Tuxedo monitor Tuxedo 12¢ Release 2 (12.1.3) 12.00 or later
Weblogic monitor WebLogic Server 11g R1 12.00 or later
WebLogic Server 11g R2 12.00 or later
WebLogic Server 12c R2 (12.2.1) 12.00 or later
Websphere monitor WebSphere Application Server 8.5 12.00 or later
WebSphere Application Server 8.5.5 12.00 or later
WebSphere Application Server 9.0 12.00 or later
WebOTX monitor WebOTX Application Server VO.1 12.00 or later
WebOTX Application Server V9.2 12.00 or later
WebOTX Application Server V9.3 12.00 or later
WebOTX Application Server V9.4 12.00 or later
WebOTX Application Server V9.5 12.00 or later
WebOTX Application Server V10.1 12.00 or later
JVM monitor WebLogic Server 11g R1 12.00 or later
WebLogic Server 11g R2 12.00 or later
WebLogic Server 12¢c R2 (12.2.1) 12.00 or later
WebOTX Application Server V9.1 12.00 or later
WebOTX Application Server V9.2 12.00 or later
WebOTX Application Server V9.3 12.00 or later
WebOTX Application Server V9.4 12.00 or later
WebOTX Application Server V9.5 12.00 or later
WebOTX Application Server V10.1 12.00 or later
WebOTX Enterprise Service Bus V8.4 12.00 or later

Continued on next page
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Table 4.4 — continued from previous page

Monitor resource Application to be monitored EXPRESSCLUSTER Version | Remarks
WebOTX Enterprise Service Bus V8.5 12.00 or later
Apache Tomcat 8.0 12.00 or later
Apache Tomcat 8.5 12.00 or later
Apache Tomcat 9.0 12.00 or later
WebSAM SVF for PDF 9.1 12.00 or later
WebSAM SVF for PDF 9.2 12.00 or later
WebSAM Report Director Enterprise 9.1 | 12.00 or later
WebSAM Report Director Enterprise 9.2 | 12.00 or later
WebSAM Universal Connect/X 9.1 12.00 or later
WebSAM Universal Connect/X 9.2 12.00 or later

System monitor N/A 12.00 or later

Process resource monitor

N/A

12.10 or later

Note: Above monitor resources are executed as 64-bit application in x86_64 environment. So that, the target appli-
cations must be 64-bit binaries.

4.2.4 Operation environment of VM resources

The following table shows the version information of the virtual machines on which the operation of the virtual
machine resources has been verified.

Virtual Machine | Version

Remark

Hyper-V

Windows Server 2012 Hyper-V

Windows Server 2012 R2 Hyper-V

Note: VM resources do not work on Windows Server 2016.

4.2.5 Operation environment for SNMP linkage functions

EXPRESSCLUSTER with SNMP Service of Windows is validated on following OS.

x86_64 version

oS EXPRESSCLUSTER version | Remarks
Windows Server 2012 12.00 or later
Windows Server 2012 R2 12.00 or later
Windows Server 2016 12.00 or later
Windows Server, version 1709 | 12.00 or later
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4.2.6 Operation environment for JVM monitor

The use of the JVM monitor requires a Java runtime environment.

Java® Runtime Environment
Version7.0 Update 6 (1.7.0_6) or later

Java(TM) Runtime Environment
Version 8.0 Update 11 (1.8.0_11) or later

Java(TM) Runtime Environment
Version 9.0 (9.0.1) or later

The use of the JVM monitor load balancer linkage function (when using BIG-IP Local Traffic Manager) requires a
Microsoft .NET Framework runtime environment.

Microsoft NET Framework 3.5 Service Pack 1

Installation procedure

If the server is not connectable to the Internet, prepare the OS installation medium. If connectable, the installation
medium is not required.

Start Server Manager, and select QUICK START in the Dashboard window.
Select 2 Add roles and features from the displayed menu to open the Add Roles and Features Wizard.
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[ Server Manager == -

« Dashboard : Miers s

WELCOME TO SERVER MANAGER

i Local Server
& Al Servers . . =
o ) o Configure this local server
BE File and Storage Services P ~
QUICK START
2 Add roles and features
3 Add other servers to manage
WHAT'S NEW —
4 Create a server group
Hide
LEARN MORE
ROLES AND SERVER GROUPS
Roles: 1 | Servergroups: 1 | Servers total: 1

Fig. 4.1: Server Manager

If the Before You Begin window appears, click Next.
In the Installation Type window, select Role-based or feature-based installation and click Next.
In the Select Server window, check Select server from server pool, select the target server from the list, and then

click Next.
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= Add Roles and Features Wizard =g -

DESTIMATION SERVER

Select destination server w20T25Ean

Select a server or a virtual hard disk on which to install roles and features.

(®) Select a server from the server pool
) Select a virtual hard disk

Server Pool

Filter: ‘

Name 1P Address Operating System

w20125Een 192.168.12.121... Microsoft Windows Server 2012 Standard Evaluation

1 Computerfs) found

This page shows servers that are running Windows Server 2012, and that have been added by using the
Add Servers command in Server Manager. Offline servers and newly-added servers from which data
collection is still incomplete are nat shown.

Fig. 4.2: Select Server

Click Next in the Server Roles window.

In the Features window, select .Net Framework 3.5 Features and click Next.
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47



EXPRESSCLUSTER X 4.2 for Windows
Getting Started Guide, Release 4

= Add Roles and Features Wizard [= [= [

DESTINATION SERVER

Select features wattasean

Select one or more features to install on the selected server.

Features Description
~ NET Framework 3.5 combines the
@ ] Fameworkc 3. Fatn power of the .NET Framework 20

! E 4 st APIs with new technologies for
Features b [ Background Intelligent Transfer Service (BITS) building applications that offer

[] BitLocker Drive Encryption appealing user f"“”“"“- Pprotect
your customers' personal identity

[ BitLocker Network Unlock information, enable seamless and

[ 8ranchCache secure communication, and provide

7 Client for NFS the ability to model a range of

business processes.
[ Data Center Bridging

[ Enhanced Storage

[ Failover Clustering

[ Group Policy Management

[ Ink and Handwriting Services

[ Internet Printing Client

[[] 1P Address Management (IPAM) Server

— w

< m >

< Previous Next > nstal Cancel

Fig. 4.3: Select Features

If the server is connected to the Internet, click Install in the Confirm installation selections window to install .Net
Framework 3.5.

If the server is not connectable to the Internet, select Specify an alternative source path in the Confirm installation
selections window.
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B Add Roles and Features Wizard [-[o =T

Afirm installati olect DESTINATION SERVER
Confirm installation selections waonzsten
To install the following roles, role services, or features on selected server, click Install.

[} Restart the destination server automatically if required
Optional features (such as administration tools) might be displayed on this page because they have

been selected automatically. If you do not want ta install these cptional features, click Previous to clear
their check boxes.

NET Framework 3.5 (includes NET 2.0 and 3.0)

Fig. 4.4: Confirm Installation Options

Specify the path to the OS installation medium in the Path field while referring to the explanation displayed in the
window, and then click OK. After this, click Install to install .Net Framework 3.5.
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I Add Roles and Features Wizard [=Ta] x ]
= Add Roles and Features Wizard -
ESTINATION SERVER
w20125Een
Specify Alternate Source Path
Some servers might not have all source files available to add all roles, role services, or features. The source files
might not have been installed, or might have been removed by users after the operating system was installed.
If the server on which you want to install roles or features does not have all required source files, the server can ise thay have
try to get files by using Windows Update, or from 2 location that is specified by Group Policy, Previous to clear

You can also specify an alternate path for the source files, if the destination server does not have them. The
source path or file share must grant Read permissions either to the Everyone group (not recommended for
security reasons), or to the computer (local system) account of the destination server; granting user account
access is not sufficient.

The following are examples of a valid source file path where the destination server is the local server, and where
the E: drive contains the Windows Server installation media.

Source files for NET Framework 3.5 Features are not installed as part of a typical installation, but are available in
the side-by-side store (SxS) folder:

E:\Sources\SxS'

Source files for other features are available in the Installwim file. Add the WIM: prefix to the path, and a suffix to
indicate the index of the image from which to get source files. In the following example, the index is 4:
WIM:E\Sources\install.wim:4

Path: & \ServerName\Path\SourceFiles

ok ]
FTEVION: et > TSt Cancel

Fig. 4.5: Specify Alternative Source Path

The tables below list the load balancers that were verified for the linkage with the JVM monitor.

x86_64 version

Load balancer EXPRESSCLUSTER version | Remarks
Express5800/LB400h or later | 12.00 or later
InterSec/LB400i or later 12.00 or later
BIG-IP v11 12.00 or later
CoyotePoint Equalizer 12.00 or later

4.2.7 Operation environment for system monitor or process resource monitor or
function of collecting system resource information

The use of the System Resource Agent requires the Microsoft .NET Framework environment.
Microsoft .NET Framework 4.5 or later

Note: On the OS of Windows Server 2012 or later, NET Framework 4.5 version or later is pre-installed (The version
of the pre-installed one varies depending on the OS).
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4.2.8 Operation environment for AWS Elastic IP resource, AWS virtual IP resource,
AWS Elastic IP monitor resource, AWS Virtual IP monitor resource and AWS
AZ monitor resource

The use of the AWS elastic ip resource, AWS virtual ip resource, AWS elastic IP monitor resource, AWS virtual IP
monitor resource and AWS AZ monitor resource requires the following software.

2.7.5 or later

Software Version Remarks
AWS CLI 1.6.0 or later
Python Python accompanying the AWS CLI

is not allowed.

3.6.7 or later
3.8.0 or later

The following are the version information for the OSs on AWS on which the operation of the AWS elastic ip resource,
AWS virtual ip resource, AWS elastic IP monitor resource, AWS virtual [P monitor resource and AWS AZ monitor
resource has been verified.

x86_64
Distribution EXPRESSCLUSTER Version | Remarks
Windows Server 2012 12.00 or later
Windows Server 2012 R2 | 12.00 or later
Windows Server 2016 12.00 or later
Windows Server 2019 12.10 or later

4.2.9 Operation environment for AWS DNS resource and AWS DNS monitor re-
source

The use of the AWS DNS resource and AWS DNS monitor resource requires the following software.

Software Version Remarks

AWS CLI

1.11.0 or later

Python

2.7.5 or later

Python accompanying the AWS CLI
is not allowed.

3.6.7 or later
3.8.0 or later

The following are the version information for the OSs on AWS on which the operation of the AWS DNS resource and
AWS DNS monitor resource has been verified.

x86_64
Distribution EXPRESSCLUSTER Version | Remarks
Windows Server 2012 12.00 or later
Windows Server 2012 R2 | 12.00 or later
Windows Server 2016 12.00 or later
Windows Server 2019 12.10 or later
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4.2.10 Operation environment for Azure probe port resource, Azure probe port
monitor resource and Azure load balance monitor resource

The following are the version information for the OSs on Microsoft Azure on which the operation of the Azure probe
port resource, Azure probe port monitor resource and Azure load balance monitor resource is verified.

x86_64

Distribution EXPRESSCLUSTER Version | Remarks
Windows Server 2012 12.00 or later
Windows Server 2012 R2 12.00 or later
Windows Server 2016 12.00 or later
Windows Server, version 1709 | 12.00 or later
Windows Server 2019 12.10 or later

The following are the Microsoft Azure deployment models with which the operation of the Azure probe port resource,
Azure probe port monitor resource, and Azure load balance monitor resource has been verified.

For the method to configure a load balancer, refer to "EXPRESSCLUSTER X HA Cluster Configuration Guide for
Microsoft Azure (Windows)".

x86_64

EXPRESSCLUSTER Version
12.00 or later

Remarks
Load balancer is required

Deployment model
Resource Manager

4.2.11 Operation environment for Azure DNS resource and Azure DNS monitor re-
source

The use of the Azure DNS resource and Azure DNS monitor resource requires the following software.

Version Remarks

2.0 or later

Software
Azure CLI

For instructions on how to install the Azure CLI, refer to the following:
Install the Azure CLI:
https://docs.microsoft.com/en-us/cli/azure/install-azure-cli?view=azure-cli-latest

The following are the version information for the OSs on Microsoft Azure on which the operation of the Azure DNS
resource and Azure DNS monitor resource has been verified.

x86_64
Distribution EXPRESSCLUSTER Version | Remarks
Windows Server 2012 12.00 or later
Windows Server 2012 R2 12.00 or later
Windows Server 2016 12.00 or later
Windows Server, version 1709 | 12.00 or later
Windows Server 2019 12.10 or later
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The following are the Microsoft Azure deployment models with which the operation of the Azure DNS resource and
Azure DNS monitor resource has been verified.

For the method to configure Azure DNS, refer to "EXPRESSCLUSTER X HA Cluster Configuration Guide for
Microsoft Azure".

x86_64

Deployment model | EXPRESSCLUSTER Version | Remarks
Resource Manager | 12.00 or later Azure DNS is required.

4.2.12 Operation environments for Google Cloud virtual IP resource, Google Cloud
virtual IP monitor resource, and Google Cloud load balance monitor re-
source

The following lists the versions of the OSs on Google Cloud Platform on which the operation of the Google Cloud
virtual IP resource, the Google Cloud virtual IP monitor resource, and the Google Cloud load balance monitor resource
was verified.

Distribution EXPRESSCLUSTER Remarks
Version

Windows Server 2012 R2 12.20 or later

Windows Server 2016 12.20 or later

Windows Server 2019 12.20 or later

4.2.13 Operation environments for Oracle Cloud virtual IP resource, Oracle Cloud
virtual IP monitor resource, and Oracle Cloud load balance monitor resource

The following lists the versions of the OSs on Oracle Cloud Infrastructure on which the operation of the Oracle Cloud
virtual IP resource, the Oracle Cloud virtual IP monitor resource, and the Oracle Cloud load balance monitor resource

was verified.

Distribution EXPRESSCLUSTER Remarks
Version

Windows Server 2012 R2 12.20 or later

Windows Server 2016 12.20 or later

Windows Server 2019 12.20 or later

4.2.14 Operation environment for the Connector for SAP

OS and SAP NetWeaver(or later, SAP NW), which confirms the operation of the Connector for SAP presents the
version information of the following.
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NW SAP Kernel oS Cluster
Version Version EXPRESSCLUSTE configuration
Version
7.4 745 12.01~ Microsoft Windows | SAN connection,
749 Server 2012 Shared Disk Type
753 Microsoft Windows | Mirror Disk Type
Server 2012 R2
Microsoft Windows
Server 2016
7.5 745 12.00~ Microsoft Windows | SAN connection,
749 Server 2012 Shared Disk Type
753 Microsoft Windows | Mirror Disk Type
Server 2012 R2
Microsoft Windows
Server 2016
7.52 753 12.10~ Microsoft Windows | SAN connection,
Server 2012 Shared Disk Type
Microsoft Windows | Mirror Disk Type
Server 2012 R2
Microsoft Windows
Server 2016
7.52 753 12.20~ Microsoft Windows | SAN connection,
Server 2012 Shared Disk Type
Microsoft Windows | Mirror disk type
Server 2012 R2
Microsoft Windows
Server 2016
Microsoft Windows
Server 2019

Hardware and software requirements of the SAP NW, please refer to the documentation of the SAP NW.
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4.3 System requirements for the Cluster WebUI

4.3.1 Supported operating systems and browsers

Browser Language

Internet Explorer 11 | English/Japanese/Chinese
Internet Explorer 10 | English/Japanese/Chinese
Firefox English/Japanese/Chinese
Google Chrome English/Japanese/Chinese

Note: When using an IP address to connect to Cluster WebUI, the IP address must be registered to Site of Local
Intranet in advance.

Note: When accessing Cluster WebUI with Internet Explorer 11, the Internet Explorer may stop with an error. In order
to avoid it, please upgrade the Internet Explorer into KB4052978 or later. Additionally, in order to apply KB4052978
or later to Windows 8.1/Windows Server 2012R2, apply KB2919355 in advance. For details, see the information
released by Microsoft.

Note: No mobile devices, such as tablets and smartphones, are supported.

4.3.2 Required memory size and disk size

* Required memory size: 500MB or more

* Required disk size: 200MB or more
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CHAPTER
FIVE

LATEST VERSION INFORMATION

This chapter provides the latest information on EXPRESSCLUSTER. The latest information on the upgraded and

improved functions is described in details.

This chapter covers:

* 5.1. Correspondence list of EXPRESSCLUSTER and a manual

e 5.2. New features and improvements

* 5.3. Corrected information

5.1 Correspondence list of EXPRESSCLUSTER and a manual

Description in this manual assumes the following version of EXPRESSCLUSTER. Make sure to note and check how
EXPRESSCLUSTER versions and the editions of the manuals are corresponding.

EXPRESSCLUSTER Internal Version | Manual Edition Remarks
12.22 Getting Started Guide 4th Edition
Installation and Configuration Guide | 2nd Edition
Reference Guide 3rd Edition
Maintenance Guide 1st Edition
Hardware Feature Guide 1st Edition
Legacy Feature Guide 1st Edition
5.2 New features and improvements
The following features and improvements have been released.
No. Internal Contents
Version
1 12.00 Management GUI has been upgraded to Cluster WebUL.
2 12.00 HTTPS is supported for Cluster WebUI and WebManager.
3 12.00 The fixed term license is released.
4 12.00 The maximum number of mirror disk and/or hybrid disk resources has been
expanded.

Continued on next page
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Table 5.2 — continued from previous page

No. Internal Contents
Version
5 12.00 Windows Server, version 1709 is supported.
6 12.00 SQL Server monitor resource supports SQL Server 2017.
7 12.00 Oracle monitor resource supports Oracle Database 12¢ R2.
8 12.00 PostgreSQL monitor resource supports PowerGres on Windows 9.6.
9 12.00 WebOTX monitor resource supports WebOTX V10.1.
10 12.00 JVM monitor resource supports Apache Tomcat 9.0.
11 12.00 JVM monitor resource supports WebOTX V10.1.
12 12.00 The following monitor targets have been added to JVM monitor resource.
* CodeHeap non-nmethods
» CodeHeap profiled nmethods
¢ CodeHeap non-profiled nmethods
* Compressed Class Space
13 12.00 AWS DNS resource and AWS DNS monitor resource have been added.
14 12.00 Azure DNS resource and Azure DNS monitor resource have been added.
15 12.00 The clpstdnenf command to edit cluster termination behavior when OS shut-
down initiated by other than cluster has been added.
16 12.00 Monitoring behavior to detect error or timeout has been improved.
17 12.00 The function to execute a script before or after group resource activation or
deactivation has been added.
18 12.00 The function to disable emergency shutdown for servers included in the same
server group has been added.
19 12.00 The function to create a rule for exclusive attribute groups has been added.
20 12.00 Failover count up method is improved to select per server or per cluster.
21 12.00 Internal communication has been improved to save TCP port usage.
22 12.00 The list of files for log collection has been revised.
23 12.00 Difference Bitmap Size to save differential data for mirror disk and hybrid disk
resource is tunable.
24 12.00 History Recording Area Size in Asynchronous Mode for mirror disk and hybrid
disk resource is tunable.
25 12.01 When HTTPS is unavailable in WebManager due to inadequate settings, a mes-
sage is sent to event and alert logs.
26 12.10 Windows Server, version 1803 is supported.
27 12.10 Windows Server, version 1809 is supported.
28 12.10 Windows Server 2019 is supported.
29 12.10 Oracle monitor resource supports Oracle Database 18c.
30 12.10 Oracle monitor resource supports Oracle Database 19c.
31 12.10 PostgreSQL monitor resource supports PostgreSQL 11.
32 12.10 PostgreSQL monitor resource supports PowerGres V11.
Continued on next page
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Table 5.2 — continued from previous page

No. Internal Contents
Version

33 12.10 Python 3 is supported by the following resources/monitor resources:

¢ AWS Elastic IP resource

e AWS Virtual IP resource

* AWS DNS resource

* AWS Elastic IP monitor resource
e AWS Virtual IP monitor resource
¢ AWS AZ monitor resource

* AWS DNS monitor resource

34 12.10 MSI installers and the pip-installed AWS CLI (aws.cmd) are supported by the

following resources/monitor resources:
* AWS Elastic IP resource
* AWS Virtual IP resource
* AWS DNS resource
* AWS Elastic IP monitor resource
¢ AWS Virtual IP monitor resource
* AWS AZ monitor resource
* AWS DNS monitor resource

35 12.10 The Connector for SAP for SAP NetWeaver supports the following SAP
NetWeaver:

* SAP NetWeaver Application Server for ABAP 7.52

36 12.10 The Connector for SAP/the bundled scripts for SAP NetWeaver supports the
following:

* Maintenance mode
 Standalone Enqueue Server 2

37 12.10 Cluster WebUI supports cluster construction and reconfiguration.

38 12.10 The DB rest point command for PostgreSQL has been added.

39 12.10 The DB rest point command for DB2 has been added.

40 12.10 The Witness heartbeat resource has been added.

41 12.10 The HTTP network partition resolution resource has been added.

42 12.10 The number of settings has been increased that can apply a changed cluster
configuration without the suspension of business.

43 12.10 A function has been added to check for duplicate floating IP addresses when a
failover group is started up.

44 12.10 A function has been added to delay automatic failover by a specified time with
a heartbeat timeout detected between server groups in the remote cluster con-
figuration.

45 12.10 The number of environment variables has been increased that can be used with
the start or stop scripts of the Script resources.

46 12.10 A function has been added to judge the results of executing the script for the
forced stop and to suppress failover.

47 12.10 A function has been added to set a path to perl.exe to be used for the virtual

machine management tool (vCLI 6.5) in the forced stop function.
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48 12.10 A function has been added to edit the IPMI command line to be executed in the
forced stop and chassis identify functions.

49 12.10 The process resource monitor resource has been added to integrate the process
resource monitor functions of the system monitor resource.

50 12.10 A function has been added to save as cluster statistical information the operation
statuses of failover groups, group resources and monitor resources.

51 12.10 Mirror statistical information and cluster statistical information have been added
to the log collection pattern.

52 12.10 The restriction of not re-executing scripts has been released in the Custom mon-
itor resource where a target script whose Monitor Type is Asynchronous is fin-
ished and a monitor error occurs.

53 12.10 A setting has been added to wait for stopping the Custom monitor resource
before stopping group resources when the cluster is stopped.

54 12.10 A function has been added to not execute a recovery with the start scripts of the
Script resources.

55 12.10 An option has been added to specify a server to which processes are requested
with the clpmonctrl command.

56 12.10 "mail" is supported as a destination to which notifications are output by the
Alert Service with the clplogecmd command.

57 12.10 SSL and TLS 1.0 are disabled for HTTPS connections to the WebManager
server.

58 12.11 Legibility and operability of Cluster WebUI have been improved.

59 12.12 OpenSSL 1.1.1 is supported for Cluster WebUI.

60 12.20 A RESTful API has been added which allows the operation and status collection
of the cluster.

61 12.20 The process of collecting cluster information has been improved in Cluster We-
bUI and commands.

62 12.20 A function has been added for checking cluster configuration data.

63 12.20 A function has been added for recording a message in the standby server in
causing a stop error as a behavior in response to error detection.

64 12.20 A function has been added for disabling the automatic group start and the
restoration during the activation/deactivation failure of a group resource.

65 12.20 The license management command has allowed reconstructing a fixed-term li-
cense in deleting a cluster node.

66 12.20 OS user accounts have allowed logging in to Cluster WebUTL.

67 12.20 The following applications and scripts can be executed by users registered in
the Account tab of Cluster Properties:

* Application executed with an application resource

* Script executed with a script resource

* Script executed with a custom monitor resource

* Script executed before and after activating/deactivating a group resource
* Script before the final action of a group resource

* Script for the recovery of a monitor resource

* Forced-stop script

68 12.20 In conjunction with running the start/stop script on the active server, script re-
sources have allowed executing the script from the standby server as well.

Continued on next page
60 Chapter 5. Latest version information




EXPRESSCLUSTER X 4.2 for Windows
Getting Started Guide, Release 4

Table 5.2 — continued from previous page

No. Internal Contents
Version

69 12.20 Cluster nodes can be added or deleted without stopping the operation (except
for the mirror/hybrid disk configuration).

70 12.20 A function has been added for the log collection command not to collect the
event log.

71 12.20 Log collection has allowed collecting a log file greater than 2 GB.

72 12.20 A log collection pattern of system statistics has been added.

73 12.20 The conditions for setting a wait for stopping a group have been expanded.

74 12.20 A function has been added to Cluster WebUI for displaying estimated time to
start/stop a group.

75 12.20 The proxy server has become available for the following functions:

» Witness heartbeat resources
¢ HTTP network partition resolution resources

76 12.20 The cluster start-up time has been shortened with interconnects disconnected.

77 12.20 For Cluster WebUI and the clpstat command, the display in the state of a
stopped/suspended cluster has been improved.

78 12.20 Commands have been added for displaying estimated time to start/stop a group
and time the monitor resource takes for monitoring.

79 12.20 A function has been added for collecting system resource statistics.

80 12.20 The default value for retry count at activation failure of the service resource was
changed from O to 1.

81 12.20 The HTTP monitor resource has supported basic authentication.

82 12.20 The status of the AWS AZ monitor resource has been changed from abnormal
to warning, with the status of the Availability Zone: information or impaired.

83 12.20 Google Cloud virtual IP resources and Google Cloud virtual IP monitor re-
sources have been added.

84 12.20 Oracle Cloud virtual IP resources and Oracle Cloud virtual IP monitor resources
have been added.

85 12.20 For the following monitor resources, the default value of Action when AWS
CLI command failed to receive response has been changed from Disable re-
covery action(Display warning) to Disable recovery action(Do nothing).

* AWS elastic IP monitor resource
* AWS virtual IP monitor resource
* AWS AZ monitor resource

* AWS DNS monitor resource

86 12.20 The DB2 monitor resource has supported DB2 v11.5.

87 12.20 The SQL Server monitor resource has supported SQL Server 2019.

88 12.20 A function has been added for nonstop expanding the data partition size of a
mirror disk resource.

89 12.20 A function has been added to clpmdctrl for treating mirror-disk data as the latest
one without mirror recovery.

90 12.22 RESTful API now supports new values for group resource status information.

91 12.22 The clpmdctr]l command is enhanced so that the middor disk data can be updated
to the latest (turning from red to green) when a single server is stopped.

92 12.22 PostgreSQL monitor resource supports PostgreSQL 12.
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5.3 Corrected information

Modification has been performed on the following minor versions.

Critical level:

L

Operation may stop. Data destruction or mirror inconsistency may occur.

Setup may not be executable.

Operation stop should be planned for recovery.

The system may stop if duplicated with another fault.

A matter of displaying messages.

Recovery can be made without stopping the system.

No. | Versionin
which the
problem
has been
solved

/ Version
in which
the
problem
occurred

Phenomenon

Level

Occurrence condition/
Occurrence frequency

Cause

1 12.01/
12.00

Two fixed-term licenses
of the same product may
be enabled.

This problem occurs on
rare occasions if the
following two operations
are performed
simultaneously.

- An unused license in
stock is automatically
enabled when the license
expires.

- A new license is
registered by the
command for registering
a license.

There was a flaw in
performing exclusive
control when operating
license information.

Continued on next page
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No. | Versionin | Phenomenon Occurrence condition/ Cause
which the Level Occurrence frequency
problem
has been
solved
/ Version
in which
the
problem
occurred
2 12.01/ The clpgrp command fails | S In a configuration where There was a flaw in the
12.00 to start a group. exclusive rules are set, process when the group
this problem occurs when | name is omitted.
the clpgrp command is
executed without
specifying the name of
the group to be started.
3 12.01/ The following parameters | S This problem occurs There was a flaw in the
12.00 about mirror disks are not when referring to the process of acquiring the
displayed properly in cluster property by using displayed data.
Cluster WebUTI, the Cluster WebUI,
WebManager, and clpstat WebManager and clpstat
commands. commands.
- Differential bitmap size
- History recording space
size in the asynchronous
mode
4 12.01/ A monitoring timeout of M This problem occurs There was a flaw in the
12.00 the monitor resource may depending on the timing, timeout judgment.
not be detected. when the time required
for monitoring exceeds
the setting value for
timeout.

Continued on next page

5.3. Corrected information

63



EXPRESSCLUSTER X 4.2 for Windows
Getting Started Guide, Release 4

Table 5.3 — continued from previous page
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which the Level Occurrence frequency
problem
has been
solved
/ Version
in which
the
problem
occurred
5 12.01/ Changes of the following | M This problem occurs The method for reflecting
12.00 parameters may not be when all the following the change of a parameter
reflected properly. conditions are met: was proper.
- Failover threshold when - The number of servers is
an error in activation of set for the failover count.
group resources is - Suspending/Resume is
detected. not executed to reflect the
- Maximum failover count changes when changing a
when an error of monitor parameter.
resources is detected.
6 12.01/ In a configuration where S This problem occurs There was a flaw in
12.00 CPU license and VM when CPU license and counting licenses.
node license are mixed, a VM node license are mix.
warning message appears,
indicating that CPU
licenses are insufficient.
7 12.01/ When an error is detected | M This problem occurs There was a flaw in
12.00 in ODBC monitoring, it is when there is a monitor returning the status of the
erroneously judged to be error in OCBC ODBC monitor resource.
normal. monitoring.
Continued on next page
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No. | Versionin | Phenomenon Occurrence condition/ Cause
which the Level Occurrence frequency
problem
has been
solved
/ Version
in which
the
problem
occurred
8 12.01/ In Azure DNS monitor S If all the following Since tab characters were
12.00 resources, even if the conditions are met, this included in the list of
DNS server on Azure problem inevitably DNS servers acquired by
runs properly, it may be occurs: the version of Azure CLI,
judged to be an error. - [Check Name an analysis for output
Resolution] is set to ON. results of Azure CLI
- When the version of failed.
Azure CLI is between
2.0.30 and 2.0.32 (this
problem does not occur
when the version is 2.0.29
or earlier, or 2.0.33 or
later).
9 12.01/ In Azure DNS monitor S If all the following There was a flaw in
12.00 resources, even if some of conditions are met, this confirming the soundness

the DNS servers on Azure
run properly, it may be
judged to be an error.

problem inevitably
occurs:

- When [Check Name
Resolution] is set to ON.
- The first DNS server on
the list of the DNS
servers acquired by Azure
CLI does not run properly
(The other DNS servers
run properly.).

of DNS server.
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No. | Versionin | Phenomenon Occurrence condition/ Cause
which the Level Occurrence frequency
problem
has been
solved
/ Version
in which
the
problem
occurred
10 12.01/ In Azure DNS monitor S If all the following There was a flaw in
12.00 resource, even if it fails to conditions are met, this judging whether it is
acquire the list of the problem inevitably normal or abnormal.
DNS servers on Azure, it occurs:
is not judged to be an - When [Check Name
error. Resolution] is set to ON.
- Azure CLI fails to
acquire the list of the
DNS servers.
11 12.01/ In the following monitor M If the process for control There was a flaw in
12.00 resources, even if the is cleared, this problem making a judgment about
process for control is inevitably occurs. a warning or error.
cleared, it is judged to be
a warning, instead of an
error.
- Virtual computer name
monitor resources
- Virtual IP monitor
resources
- CIFS monitor resources
- Dynamic DNS monitor
resources
12 12.01/ When using the JVM M This problem may occur When extending Java API
12.00 monitor resources, under the following being used, classes which
memory leak may occur condition: are not released in
in the Java VM to be - [Monitor the number of | Scavenge GC may be
monitored. Active Threads] on accumulated.
[Thread] tab in [Tuning]
properties on [Monitor
(special)] tab is set to on.
Continued on next page
66 Chapter 5. Latest version information




EXPRESSCLUSTER X 4.2 for Windows
Getting Started Guide, Release 4

Table 5.3 — continued from previous page

output, even if the
following parameters are
set to OFF in JVM
monitor resources.

- [Monitor (special)] tab -
[Tuning] properties -
[Memory] tab - [Memory
Heap Memory Rate]

- [Memory (special)] tab -
[Tuning] properties -
[Memory] tab - [Monitor
Non-Heap Memory Rate]

problem inevitably
occurs:

- [Oracle Java (usage
monitoring)] is selected
for [JVM type] on the
[Monitor (special)] tab.

- [Monitor Heap Memory
Rate] on the [Memory]
tab in the [Tuning]
properties on the
[Monitor (special)] tab is
set to OFF.

- [Monitor Non-Heap
Memory Rate] on the
[Memory] tab in the
[Tuning] properties on the
[Monitor (special)] tab is
set to OFF.

No. | Versionin | Phenomenon Occurrence condition/ Cause
which the Level Occurrence frequency
problem
has been
solved
/ Version
in which
the
problem
occurred
13 12.01/ Memory leak may occur M If all the following There was a flaw in
12.00 In Java process of JVM conditions are met, this disconnecting Java VM to
monitor resources. problem may occur: be monitored.
- All the settings in the
[Tuning] properties on the
[Monitor (special)] tab
are set to OFF.
- More than one JVM
monitor resource are
created.
14 12.01/ The JVM statistics log S If all the following There was a flaw in
12.00 (jramemory.stat) is conditions are met, this deciding whether or not

to output the JVM
statistics log.
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No. | Versionin | Phenomenon Occurrence condition/ Cause
which the Level Occurrence frequency
problem
has been
solved
/ Version
in which
the
problem
occurred
15 12.01/ The load balancer linkage | M Never fail to occur. Since there are
12.00 function and BIG-IP differences among binary
linkage function do not signatures, the command
run in JVM monitor of the function fails to run
resources. due to a security error.
16 12.01/ In the application using M This problem occurs There was a flaw in the
12.00 compatibility with when cluster events are process of notifying some
EXPRESSCLUSTER monitored using of cluster events.
Ver8.0 or earlier, some of compatible APL
cluster events cannot be
properly collected.
17 12.10/ When a failure is detected | S This problem occurs The script was not set to
12.00 by the Custom monitor when stopping the SAP wait for the completion of
resource with the bundled service takes time. stopping the SAP service.
scripts for SAP
NetWeaver used, the SAP
service is started while it
is being stopped.
18 12.10/ Activating the AWS S This problem inevitably Due to the specifications
12.00 Virtual IP resource fails if occurs when any of the AWS CLI that the
any characters other than characters other than AWS Virtual IP resource
ASCII characters are ASCII characters are uses.
included in the tag. included in the tag.
Continued on next page
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default dependency
option does not show the
AWS DNS resource or
the Azure DNS resource
in the Dependent
Resources list.

No. | Versionin | Phenomenon Occurrence condition/ Cause
which the Level Occurrence frequency
problem
has been
solved
/ Version
in which
the
problem
occurred
19 12.10/ When the WebOTX S This problem inevitably In WebOTX V10.1, the
12.00 monitor resource occurs. PATH environment
monitors WebOTX variable does not contain
V10.1, a monitor error ${AS_INSTALL }bin
occurs. where the
WebOTX-provided
otxadmin.bat command is
located.
20 12.10/ The JVM monitor S This problem occurs on Due to the following:
12.00 resource keeps its monitor rare occasions depending | - There was a flaw in the
status warning. on the timing when the process of starting the
monitoring starts. monitoring in the JVM
monitor resource.
- There was a flaw in the
countermeasure against
failing to obtain an output
message in the
corresponding language.
21 12.10/ For the NAS resource, S This problem inevitably Due to the incorrect
12.00 selecting the Follow the occurs. default values of the

resources on which the
NAS resource depends.
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No. | Versionin | Phenomenon Occurrence condition/ Cause
which the Level Occurrence frequency
problem
has been
solved
/ Version
in which
the
problem
occurred
22 12.10/ In the SAP NetWeaver S This problem occurs The folder shared by the
12.00 configuration, starting up when the first failover is CIFS resource from the
the ASCS service fails on performed for the ASCS failover destination node
the failover destination failover group in the AWS | was not be able to be
node when the first environment. referred to for a few tens
failover is performed for of seconds.
the ASCS failover group.
23 12.10/ In SQL Server S This problem occurs A different update of SQL
12.00 monitoring, SQL when the monitor level is | is issued every time the
statements remaining in Level 2. monitoring is performed.
the DB cache may
adversely affect the
performance.
24 12.10/ In ODBC monitoring, a S This problem occurs There was a flaw in the
12.00 timeout occurs in 15 when the monitoring process of obtaining the
seconds. takes 15 seconds or more. | timeout value of ODBC
monitoring.
25 12.10/ In ODBC monitoring, no | S This problem occurs Due to insufficient
12.00 warning is issued but a when a flaw exists in the consideration for flaws in
monitor error occurs in configuration of the the configuration of the
such a case as invalidly monitoring parameter. monitoring parameter.
naming a monitor user.
26 12.10/ For listener monitoring in | S This problem occurs Due to the wrong return
12.00 Oracle monitoring, a when a tnsping error value for the tnsping
tnsping error does not occurs in listener error.
lead to a monitor error. monitoring.
Continued on next page
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which the Level Occurrence frequency
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has been
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/ Version
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problem
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27 12.10/ A timeout in SQL Server | S This problem occurs Due to the incorrect error
12.00 monitoring causes the when a monitor timeout process to output the
alert log to display the occurs. message of a function
message of a function sequence error.
sequence error.
28 12.10/ Database monitoring may | S This problem occurs There was a flaw in the
12.00 not output an error when some errors do not messages of some errors.
message to the alert log. output their messages.
29 12.10/ In the Custom monitor M This problem inevitably There was a flaw in the
12.00 resource, detecting a occurs when a timeout is process of judgment in
timeout does not issue an detected in the Custom timeout detection.
error but issues a warning. monitor resource.
30 12.10/ In the service monitor S This problem inevitably There was a flaw in the
12.00 resource, failing to obtain occurs when obtaining a process of judgment in
a handle to a target handle to a target service | the failure of obtaining a
service does not issue an fails in the service handle to a target service.
error but issues a warning. monitor resource.
31 12.10/ In the Print spooler S This problem inevitably There was a flaw in the
12.00 monitor resource, failing occurs when obtaining a process of judgment in
to obtain a handle to a handle to a Spooler the failure of obtaining a
Spooler service does not service fails. handle to a Spooler
issue an error but issues a service.
warning.
32 12.10/ Suspending a cluster may | S This problem occurs on There was a flaw in the
12.00 time out. rare occasions when the countermeasure against

cluster is suspended
during its resume.

simultaneously
suspending and resuming
the cluster.
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which the Level Occurrence frequency
problem
has been
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/ Version
in which
the
problem
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33 12.10/ When a failover is S This problem occurs by There was a flaw in the
12.00 performed for a failover the following procedure: initialization of data on
group configured to be 1. Stop a cluster. the group resource
manually started, some of 2 Start the cluster. statuses.
its group resources ma
be ftarte?d on the failovir 3. Start some of th.e group
. resources of the failover
destination though they
were not done at the group configured to be
: manually started.
failover source.
4. Shut down the server
where the group resources
have been started.
34 12.10/ The chassis ID lamp may | S This problem occurs in an | There was a flaw in the
12.00 not be turned off. environment with the process of the judgment
chassis identify function of whether the chassis ID
where any server of the lamp needs to be turned
cluster stops, its chassis on or not.
ID lamp is turned on, and
then cluster services on
other servers working
normally are stopped.
Continued on next page
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status of a cluster being
processed for stopping.

command is executed
between the start and the
end of the process for
stopping the cluster.

No. | Versionin | Phenomenon Occurrence condition/ Cause
which the Level Occurrence frequency
problem
has been
solved
/ Version
in which
the
problem
occurred
35 12.10/ The following may fail: S This problem occurs Due to the inappropriate
12.00 commands, operating when a stopping server default timeout value.
cluster services with exists in the cluster
Cluster WebUI, and servers, the operation as
applying the described on the left is
configuration data. performed, and then
(depending such
conditions as the cluster
configuration and the
number of stopping
servers) the cumulative
response wait time
exceeds the timeout value
(120 seconds).
36 12.10/ The clpstat command S This problem occurs There was a flaw in the
12.00 displays an inappropriate when the clpstat -g process of the judgment
status of a server being command is executed of the server status.
processed for returning to between the start and the
the cluster. end of the process for
returning to the cluster.
37 12.10/ The clpstat command S This problem occurs There was a flaw in the
12.00 displays an inappropriate when the clpstat process of the judgment

of the status during the
process of stopping the
cluster.
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has been
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/ Version
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the
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38 12.10/ Although a group M This problem occurs There was a flaw in the
12.00 resource is still being when either of the process of changing the
processed for stopping, its following is performed status caused by starting
status may be shown as for a group resource or stopping the abnormal
stopped. whose process for group resource.
stopping has failed:
- Start-up
- Stop
39 12.10/ Failing to stop a group M This problem occurs There was a flaw in the
12.00 resource does not trigger when the final action judgment of conditions
the specified final caused by a deactivation for an emergency
operation, but may cause error in the group shutdown.
an emergency shutdown resource is specified as
to be executed. Stop the cluster service
and reboot OS.
40 12.10/ Setting a time-out ratio S This problem inevitably The process of setting a
12.00 with the clptoratio occurs. time-out ratio was not
command does not work included.
for the Custom monitor
resource.
41 12.11/ Switching operation to S This problem occurs There was a location that
12.10 Config Mode fails in when accessing Cluster could not handle the data
Cluster WebUI WebUI via HTTPS with a | transmission pattern from
specific web browser. a specific web browser.
Continued on next page
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42 12.12/ Application resources S Occurs when all of the There was a flaw in
12.10 may fail to activate. following settings in initializing variables.
application resources are
configured:
- Resident Type is set to
Non-Resident.
- Exec User is set.
- Normal Return Value is
set.
43 12.12/ When Network Warning S Always occurs when There was a flaw in
12.10/ Light is configured, the configure Network saving process of
value of the following Warning Light. Network Warning Light
settings is not saved to the settings.
configuration
information:
- Use Network Warning
Light
- Set rsh Command File
Path
- File Path
- Alert When Server
Starts
- Voice File No.
- Alert When Server
Stops
- Voice File No.
44 12.22 Remaining time may not S Occurs when the There was a flaw in the
/12.00 to be displayed correctly remaining time of mirror | process to display
12.20 while a mirror is recovery is more than one | remaining time of mirror
recovering. hour. recovery.
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45 12.20/ During mirror recovery, S This problem occurs There was a flaw in
12.00 to the status of a mirror disk when the mirror recovery | mirror recovery in
12.12 monitor resource/hybrid starts with the status error | improving the status
disk monitor resource of the mirror disk monitor | display of monitor
may not change to resource/hybrid disk resources.
warning. monitor resource.
46 12.20/ Executing the clpstat S This problem rarely There was a flaw in error
12.00 to command may display the occurs when running the handling.
12.12 following error message: clpstat command comes
Could not connect to the immediately after starting
server. up the cluster.
Internal error.Check if
memory or OS resources
are sufficient.
47 12.20/ Applying configuration S This problem occurs There was a flaw in the
12.00 to data may request the user when the following two process of judging how to
12.12 to take an unnecessary different modifications apply configuration data.
step of restarting the were simultaneously
WebManager server. made: a modification
requiring a shutdown and
restart of the cluster and a
modification requiring a
restart of the
WebManager server.
48 12.20/ Inconsistency may occur | M This problem rarely There was a flaw in the
12.00 to between the current occurs after reconnecting | process of updating the
12.12 server data for a group interconnects with current server data in
and that for a group manual failover enabled. reconnecting the
resource. interconnects.
Continued on next page
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49 12.20/ The server is shut down S This problem occurs The group is not stopped
12.00 to by deleting it from when the server with when the server with
12.12 Servers that can run the which the group was which the group was
Group of a group, started up is deleted from | started up is deleted from
applying configuration Servers that can run the | Servers that can run the
data, and then stopping Group. Group.
the cluster.
50 12.20/ Applying configuration S This problem may occur There was a flaw in
12.00 to data may request the user when the properties of an | internal processing
12.12 to take an unnecessary automatically registered concerned.
step of monitor resource are
suspending/resuming the referenced.
cluster.
51 12.20/ The S This problem occurs very | Variable initialization was
12.00 to EXPRESSCLUSTER rarely regardless of missing.
12.12 Web Alert service may conditions.
abend.
52 12.20/ There is an increase in a S This problem is caused by | The handle release was
12.00 to handle held by executing WMI missing.
12.12 wmiprvse.exe, a (Windows Management
Windows OS process. Instrumentation).
53 12.20/ When a cluster is M This problem rarely There was a flaw in the
12.00 to restarted, a group may not occurs during a cluster process in response to a
12.12 be started. restart when the standby failure in the process of

server is restarted ahead
with the active-server
groups being stopped.

waiting for groups to be
stopped between the
servers.

Continued on next page
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Table 5.3 — continued from previous page

No. | Versionin | Phenomenon Occurrence condition/ Cause
which the Level Occurrence frequency
problem
has been
solved
/ Version
in which
the
problem
occurred
54 12.20/ Stopping a server may S This problem occurs very | There was a flaw in the
12.00 to take time. rarely in stopping a process in response to a
12.12 cluster. discrepancy between the
servers in the timing of
stopping a cluster.
55 12.20/ Even if deactivating a S This problem may occur Regardless of the results
12.00 to group or resource fails, during an emergency of deactivating a group or
12.12 the user may receive a shutdown. resource, an emergency
notification that the shutdown led to a
deactivation has notification that the
succeeded. deactivation has
succeeded.
56 12.20/ When a server is found M This problem may occur There was a flaw in the
12.00 to down, the group may fail when a server is found process of updating the
12.12 in failover. down in the process of server status.
synchronizing the internal
data at the time of the
server start.
57 12.20/ A message receive S This problem occurs There was a flaw in the
12.00 to monitor resource may fail when a user application is | process of checking the
12.12 to execute the recovery specified in the following | path of the specified user
script. format: application.
cscript <path to the script
file>
58 12.20/ Installation may fail. S This problem occurs Finding the required DLL
12.10 to when any folder other fails.
12.12 than Program Files has
been specified as the
installation folder.
Continued on next page
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Table 5.3 — continued from previous page

No. | Versionin | Phenomenon Occurrence condition/ Cause
which the Level Occurrence frequency
problem
has been
solved
/ Version
in which
the
problem
occurred
59 12.20/ Collecting mirror S This problem always Finding the required DLL
12.10 to statistical information occurs. fails.
12.12 does not cooperate with
OS standard functions.
60 12.20/ A VM resource and VM M This problem always There was a flaw in the
12.10 to monitor resource does not occurs. process of initializing the
12.12 properly work. VM resource and VM
monitor resource.
61 12.20/ Although deactivating a S This problem may occur There are services which
12.00 to service resource stops the in specific services such return the service stop
12.12 service, the deactivation as Oracle. request as an error even
may fail. after the process of
stopping such service is
completed.
For these cases, the Azure
62 12.20/ Connecting to a virtual IP | L This problem: probe port resource re-
12.00 to fails with an Azure probe * always occurs | jected connection with the
12.12 port resource activated. when a single | load balancer for a nor-

Azure probe port
resource is multiply
connected (e.g.
through PsPing
and from a load
balancer for a
normality probe).

e rarely occurs in
a heavily loaded
state.

mality probe.

Continued on next page
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Table 5.3 — continued from previous page

No. | Versionin | Phenomenon Occurrence condition/ Cause
which the Level Occurrence frequency
problem
has been
solved
/ Version
in which
the
problem
occurred

63 12.20/ When a failover occurs, M This problem rarely There was a flaw in the
12.00 to starting up a mirror disk occurs when the failover operation when the
12.12 resource may fail. is caused by resetting the | failover is caused by

server. resetting the server.

64 An Interconnect IP ad- | S This problem occurs when | There was a flaw in inter-
12.22 dress set as Mirror Com- the lower priority serveris | nal processing concerned.
/12.10 to munication Only cannot added ahead of the higher
12.20 be changed. priority servers during the

cluster construction.

65 It is required to restart | S This problem occurs | Due to an invalid defini-
12.22 OS when trying to apply when the configuration | tion of the method of ap-
/12.10 to the configuration of [Use of [Use Chassis Iden- | plying the configuration.
12.20 Chassis Identify] tify] is changed and

the configuration file is
applied.

66 A registry key contain- | S This problem occurs when | The registry keys only al-
12.22 ing double byte characters a registry key contains | lowed ASCII characters.
/12.10 to cannot be set for the reg- double byte characters.

12.20 istry synchronization re-
source.

67 Checking AWS CLI fails | S The environment vari-
12.22 in the cluster configura- This problem occurs ables required to run
/12.20 tion data checking func- when the cluster AWSCLI commands were

tion. configuration data not fully configured.
checking function is
executed in an
environment where the
following group resources
are set:
- AWS Elastic IP resource
- AWS virtual IP resource
- AWS DNS resource
Continued on next page
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Table 5.3 — continued from previous page

ration data checking func-
tion.

heartbeat timeout.

No. | Versionin | Phenomenon Occurrence condition/ Cause
which the Level Occurrence frequency
problem
has been
solved
/ Version
in which
the
problem
occurred
68 Checking the floating IP | S This problem occurs when | No consideration was
12.22 resource or virtual IP re- the cluster configuration | given to the case that
/12.20 source fails in the cluster data checking function is | the floating IP resource
configuration data check- executed when the float- | or virtual IP resource is
ing function after starting ing IP resource or virtual | running.
the cluster. IP resource is running.
69 Checking OS startup time | S This problem occasionally | There was a flaw in com-
12.22 may display an invalid re- occurs by a combination | paring the value.
/12.20 sult in the cluster configu- of the OS startup time and

5.3. Corrected information
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CHAPTER
SIX

NOTES AND RESTRICTIONS

This chapter provides information on known problems and how to troubleshoot the problems.

This chapter covers:

6.1

6.1. Designing a system configuration

6.2. Before installing EXPRESSCLUSTER

6.3. Notes when creating the cluster configuration data

6.4. After starting operating EXPRESSCLUSTER

6.5. Notes when changing the EXPRESSCLUSTER configuration
6.6. Notes on VERSION UP EXPRESSCLUSTER

6.7. Compatibility with old versions

Designing a system configuration

Hardware selection, system configuration, and shared disk configuration are introduced in this section.

6.1.1 Hardware requirements for mirror disk and hybrid disk

Dynamic disks cannot be used. Use basic disks.

The partitions (data and cluster partitions) for mirror disks and hybrid disks cannot be used by mounting them
on an NTFS folder.

To use a mirror disk resource or a hybrid disk resource, partitions for mirroring (i.e. data partition and cluster
partition) are required.

There are no specific limitations on locating partitions for mirroring, but the data partition sizes need to be
perfectly matched with one another on a byte basis. A cluster partition also requires space of 1024MB or larger.

When making data partitions as logical partitions on the extended partition, make sure to select the logical
partition for both servers. Even when the same size is specified on both primary partition and logical partition,
their actual sizes may different from each other.

It is recommended to create a cluster partition and a data partition on different disks for the load distribution.
(There are not any problems to create them on the same disk, but the writing performance will slightly decline,
in case of asynchronous mirroring or in a state that mirroring is suspended.)
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* Use the same type of disks for reserving data partitions that perform mirroring by mirror resources on both of
the servers.

Example
Combination | server1 | server2
OK SCSI SCSI
OK IDE IDE
NG IDE SCSI

* Partition size reserved by Disk Management is aligned by the number of blocks (units) per disk cylinder.
For this reason, if disk geometries used as disks for mirroring differ between servers, the data partition sizes
cannot be matched perfectly. To avoid this problem, it is recommended to use the same hardware configurations
including RAID configurations for the disks that reserve data partitions on serverl and server2.

* When you cannot synchronize the disk type or geometry on the both servers, make sure to check the exact size
of data partitions by using the clpvolsz command before configuring a mirror disk resource or a hybrid disk
resource. If they do not match, make the larger partition small by using the clpvolsz command.

* When RAID-disk is mirrored, it is recommended to use writeback mode because writing performance decreases
a lot when the disk array controller cache is set to write-thru mode. However, when writeback mode is used, it
is necessary to use disk array controller with battery installed or use with UPS.

A partition with the OS page file cannot be mirrored.

6.1.2 IPv6 environment

The following function cannot be used in an IPv6 environment:
* BMC heartbeat resource
* AWS Elastic IP resource
* AWS Virtual IP resource
* AWS DNS resource
* Azure probe port resource
* Azure DNS resource
* Google Cloud virtual IP resource
¢ Oracle Cloud virtual IP resource
* AWS Elastic IP monitor
e AWS Virtual IP monitor
* AWS AZ monitor
* AWS DNS monitor
* Azure probe port monitor
* Azure load balance monitor
e Azure DNS monitor
* Google Cloud virtual IP monitor resource

* Google Cloud load balance monitor resource
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¢ Oracle Cloud virtual IP monitor resource
¢ Oracle Cloud load balance monitor resource
The following functions cannot use link-local addresses:
* Kernel mode LAN heartbeat resource
e Mirror disk connect
* PING network partition resolution resource
* FIP resource

¢ VIP resource

6.1.3 Network configuration

The cluster configuration cannot be configured or operated in an environment, such as NAT, where an IP address of a
local server is different from that of a remote server.

Example of network configuration

NAT devi
|Extemal network B /—f—e Y_lf?_, ‘ Internal network
10.0.0.2 ""’--f::%}% 192.168.0.2
NAT device settings 192.168.0.1

A packet to 10.0.0.2 from
external is forwarded :

Serverl cluster settings
Local server : 10.0.0.1
Remote server : 10.0.0.2,

Server2 cluster settings
ocal server : 192.168.0.1
Remote server: 10.0.0.1

=7

The configuration that IP addresses
of local and remote servers are

different is not allowe

6.1.4 Hardware requirements for shared disks

* Dynamic disks cannot be used. Use basic disks.

 The partitions (disk heartbeat and disk resource switchable partitions) for shared disks cannot be used by mount-
ing them on an NTFES folder.

* Software RAID (stripe set, mirror set, stripe set with parity) and volume set cannot be used.
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6.1.5 Write function of the mirror disk and hybrid disk

There are 2 types of disk mirroring of mirror disk resources and hybrid disk resources: synchronous mirroring and
asynchronous mirroring.

In synchronous mirroring, data is written in the disks of both servers for every request to write data in the data partition
to be mirrored and its completion is waited. Data is written in each of the servers along with this, but it is written in
disks of other servers via network, so writing performance declines more significantly compared to a normal local disk
that is not to be mirrored. In case of the remote cluster configuration, since the network communication speed is slow
and delay is long, the writing performance declines drastically.

In asynchronous mirroring, data is written to the local server immediately. However, when writing data to other
server, it is saved to the local queue first and then written in the background. Since the completion of writing data to
other server is not waited for, even when the network performance is low, the writing performance will not decline
significantly. However, in case of asynchronous mirror, the data to be updated is saved in the queue for every writing
request as well, so the writing performance declines more significantly, compared to the normal local disk that is not
to be mirrored and the shared disk. For this reason, it is recommended to use the shared disk for the system (such as
the database system with lots of update systems) that is required high throughput for writing data in disks.

In case of asynchronous mirroring, the writing sequence will be guaranteed, but the data that has been updated to the
latest may be lost, if an active server shuts down. For this reason, if it is required to inherit the data immediately before
an error occurs for sure, use synchronous mirroring or the shared disk.

6.1.6 History file of asynchronous mirroring

In mirror disk or hybrid disk with asynchronous mode, data that cannot afford to be written in memory queue is
recorded temporarily in a folder specified to save history files. When the limit of the file is not specified, history files
are written in the specified folder without limitation. In this case, the line speed is too low, compared to the disk
update amount of application, writing data to other server cannot catch up with updating the disk, and history files will
overflow from the disk.

For this reason, it is required to reserve a communication line with enough speed in the remote cluster configuration
as well, in accordance with the amount of disk application to be updated.

In case the folder with history files overflows from the disk because the communication band gets narrowed or the disk
is updated continuously, it is required to reserve enough empty space in the drive and specify the limit of the history
file size. This space will be specified as the destination to write history files, and to specify the drive different from the
system drive as much as possible.

6.1.7 Data consistency among multiple asynchronous mirror disks
In mirror disk or hybrid disk with asynchronous mode, writing data to the data partition of the active server is per-
formed in the same order as the data partition of the standby server.

This writing order is guaranteed except during the initial mirror disk configuration or recovery (copy) period after
suspending mirroring the disks. The data consistency among the files on the standby data partition is guaranteed.

However, the writing order is not guaranteed among multiple mirror disk resources and hybrid disk resources. For
example, if a file gets older than the other and files that cannot maintain the data consistency are distributed to multiple
asynchronous mirror disks, an application may not run properly when it fails over due to server failure.

For this reason, be sure to place these files on the same asynchronous mirror disk or hybrid disk.
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6.1.8 Multi boot

Avoid using multi boot if either of mirror disk or shared disk is used because if an operating system is started from
another boot disk, access restrictions on mirroring and the shared disk become ineffective. The mirror disk consistency
will not be guaranteed and data on the shared disk will not be protected.

6.1.9 JVM monitor resources

* Up to 25 Java VMs can be monitored concurrently. The Java VMs that can be monitored concurrently are those
which are uniquely identified by the Cluster WebUI (with Identifier in the Monitor(special) tab)

» Connections between Java VMs and JVM monitor resources do not support SSL.

« It may not be possible to detect thread deadlocks. This is a known problem in Java VM. For details, refer to
"Bug ID: 6380127" in the Oracle Bug Database

* The JVM monitor resources can monitor only the Java VMs on the server on which the JVM monitor resources
are running.

* The Java installation path setting made by the Cluster WebUI (with Java Installation Path in the JVM monitor
tab in Cluster Property) is shared by the servers in the cluster. The version and update of Java VM used for
JVM monitoring must be the same on every server in the cluster.

¢ The management port number setting made by the Cluster WebUI (with Management Port in the Connection
Setting dialog box opened from the JVM monitor tab in Cluster Property) is shared by all the servers in the
cluster.

* Application monitoring is disabled when an application to be monitored on the IA32 version is running on an
x86_64 version OS.

* If a large value such as 3,000 or more is specified as the maximum Java heap size by the Cluster WebUI (by
using Maximum Java Heap Size on the JVM monitor tab in Cluster Property), The JVM monitor resources
will fail to start up. The maximum heap size differs depending on the environment, so be sure to specify a value
based on the capacity of the mounted system memory.

* If you want to take advantage of the target Java VM load calculation function of coordination load balancer is
recommended for use in SingleServerSafe.

o If "-XX:+UseG1GC" is added as a startup option of the target Java VM, the settings on the Memory tab on the
Monitor(special) tab in Property of JVM monitor resources cannot be monitored before Java 7.

It's possible to monitor by choosing Oracle Java (usage monitoring) in JVM Type on the Monitor(special)
tab after Java 8.

6.1.10 Requirements for network warning light

e When using "DN-1000S" or "DN-1500GL," do not set your password for the warning light.

* To play an audio file as a warning, you must register the audio file to a network warning light supporting audio
file playback.

For details about how to register an audio file, see the manual of the network warning light you want to use.

¢ Set up a network warning light so that a server in a cluster is permitted to execute the rsh command to that
warning light.
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6.2 Before installing EXPRESSCLUSTER

Consideration after installing an operating system, when configuring OS and disks are described in this section.

6.2.1 File system

Use NTEFS for file systems of a partition to install OS, a partition to be used as a disk resource of the shared disk, and
of a data partition of a mirror disk resource and a hybrid disk resource.

6.2.2 Communication port number

In EXPRESSCLUSTER, the following port numbers are used by default. You can change the port number by using
the Cluster WebUI.

Make sure not to access the following port numbers from a program other than EXPRESSCLUSTER.

Configure to be able to access the port number below when setting a firewall on a server:

For an AWS environment, configure to able to access the following port numbers in the security group setting in
addition to the firewall setting.

¢ Server to Server

From To Used for
Server Automatic alloca- | Server 29001/TCP Internal communi-
tion* cation
Server Automatic alloca- | Server 29002/TCP Data transfer
tion
Server Automatic alloca- | Server 29003/UDP Alert synchroniza-
tion tion
Server Automatic alloca- | Server 29004/TCP Communication
tion between disk
agents
Server Automatic alloca- | Server 29005/TCP Communication
tion between mirror
drivers
Server Automatic alloca- | Server 29008/TCP Cluster  informa-
tion tion management
Server Automatic alloca- | Server 29010/TCP Internal communi-
tion cation of RESTful
API
Server 29106/UDP Server 29106/UDP Heartbeat

¢ Client to Server

4 In automatic allocation, a port number not being used at a given time is allocated.
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From To Used for
Client Automatic Server 29007/TCP Client service
allocation 29007/UDP communication
RESTful API Automatic Server 29009/TCP http
client allocation communication
* Cluster WebUI to Server
From To Used for
Cluster WebUI, | Automatic allocation | Server | 29003/TCP | http communication
* Others
From To Used for
Server Automatic alloca- | Network warning | See the manual for | Network warning
tion light each product. light control
Server Automatic alloca- | BMC Management | 623/UDP BMC con-
tion LAN of the server trol (Forced
stop/chassis iden-
tify)
Management LAN | Automatic alloca- | Server 162/UDP Monitoring target
of server BMC tion of the external
linkage  monitor
configured for
BMC linkage
Management LAN | Automatic alloca- | Management LAN | 5570/UDP BMC HB commu-
of server BMC tion of server BMC nication
Server Automatic alloca- | Witness server Communication Connection desti-
tion port number spec- | nation host of the
ified with Cluster | Witness heartbeat
WebUI resource
Server Automatic alloca- | Monitor target icmp IP  monitor re-
tion source
Server Automatic alloca- | NFS server icmp Monitoring if NFS
tion server of NAS re-
source is active
Server Automatic alloca- | Monitor target icmp Monitoring target
tion of PING method
of network parti-
tion resolution re-
source
Server Automatic alloca- | Monitor target Management port | Monitoring target
tion number set by the | of HTTP method

Cluster WebUI

of network parti-
tion resolution re-
source

Continued on next page
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Table 6.4 — continued from previous page

From To Used for
Server Automatic alloca- | Server Management port | JVM monitor re-
tion number set by the | source
Cluster WebUI
Server Automatic alloca- | Monitoring target Connection  port | JVM monitor re-
tion number set by the | source
Cluster WebUI
Server Automatic alloca- | Server Management port | JVM monitor re-
tion number for Load | source
Balancer Linkage
set by the Cluster
WebUI
Server Automatic alloca- | BIG-IP LTM Communication JVM monitor re-
tion port number set by | source
the Cluster WebUI
Server Automatic alloca- | Server Probe port set by | Azure probe port
tion the Cluster WebUI | resource
Server Automatic alloca- | AWS region end- | 443/tcp
tion point AWS Elastic IP
resource
AWS virtual IP
resource
AWS DNS
resource
AWS Elastic IP
monitor resource
AWS virtual IP
monitor resource
AWS AZ monitor
resource
AWS DNS
monitor resource
Server Automatic alloca- | Azure endpoint 443/tcp Azure DNS re-
tion source
Server Automatic alloca- | Azure authorita- | 53/udp Azure DNS moni-
tion tive name server tor resource
Server Automatic alloca- | Server Port number set in | Google Cloud vir-
tion Cluster WebUI tual IP resource
Server Automatic alloca- | Server Port number set in | Oracle Cloud vir-
tion Cluster WebUI tual IP resource

If mirror connect monitor resources are going to be used, you need to let icmp packets through because EXPRESS-
CLUSTER checks if ping reaches between servers. If mirror connect monitor resources are going to be used, modify
firewall settings so that ping reaches between servers. For an AWS environment, modify the Security Group setting in
addition to the firewall setting.

JVM monitor uses the following four port numbers:

* This management port number is a port number that the JVM monitor resource uses internally. To set the port
number, open the Cluster Properties window of the Cluster WebUI, select the JVM monitor tab, and then open
the Connection Setting dialog box. For more information, refer to " Parameter details" in the "Reference Guide".
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* This connection port number is the port number used to connect to the Java VM on the monitoring target
(WebLogic Server or WebOTX). To set the port number, open the Properties window for the relevant JVM
monitoring resource name, and then select the Monitor(special) tab. For more information, refer to "Monitor
resource details" in the "Reference Guide".

* This load balancer linkage port number is the port number used for load balancer linkage. When load balancer
linkage is not used, the port number does not need to be set. To set the port number, open the Cluster Properties
window of the Cluster WebUI, select the JVM monitor tab, and then open the Load Balancer Linkage Settings
dialog box. For more information, refer to " Parameter details" in the "Reference Guide".

* This communication port number is the port number used for load balancer linkage by BIG-IP LTM. When load
balancer linkage is not used, the port number does not need to be set. To set the port number, open the Cluster
Properties window of the Cluster WebUI, select the JVM monitor tab, and then open the Load Balancer Linkage
Settings dialog box. For more information, refer to "Parameter details" in the "Reference Guide".

The following are port numbers used by the load balancer for the alive monitoring of each server: Probeport of an
Azure probe port resource, Port Number of a Google Cloud virtual IP resource, and Port Number of an Oracle Cloud
virtual IP resource.

The AWS Elastic IP resource, AWS virtual IP resource, AWS DNS resource, AWS Elastic IP monitor resource, AWS
virtual IP monitor resource, AWS AZ monitor resource, and AWS DNS monitor resource run the AWS CLI. The above
port numbers are used by the AWS CLI.

The Azure DNS resource runs the Azure CLI. The above port numbers are used by the Azure CLI.

6.2.3 Changing automatic allocation range of communication port numbers man-
aged by the OS

The automatic allocation range of communication port numbers managed by the OS may overlap the communication
port numbers used by EXPRESSCLUSTER.

Check the automatic allocation range of communication port numbers managed by the OS, by using the following
method. If there is any overlap, change the port numbers used by EXPRESSCLUSTER