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CHAPTER
ONE

PREFACE

1.1 Who Should Use This Guide

The HA Cluster Configuration Guide for Microsoft Azure (Linux) is intended for administrators who want to build a
cluster system, and for system engineers and maintenance personnel who provide user support.

The software and setup examples introduced in this guide are for reference only, and the software is not guaranteed to
run.
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1.2 Scope of application

This guide covers the following product versions.
¢ EXPRESSCLUSTER X 4.2 for Linux (Internal version: 4.2.0-1)
* CentOS 7.6
* Microsoft Azure portal: Environment as of December 19, 2019

e Azure CLI 2.0

If the product versions that you use differ from the above, some display and configuration contents may differ from
those described in this guide.

The display and configuration contents may also change in the future. Therefore, for the latest information, see the
website or manual of each product and service.
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1.3 How This Guide is Organized

* 2. Overview: Describes the functional overview.
* 3. Operating Environments: Describes the tested operating environment of this function.

* 4. Cluster Creation Procedure (for an HA Cluster Using Azure DNS): Describes the procedure to create an HA
cluster using Azure DNS.

* 5. Cluster Creation Procedure (for an HA Cluster Using a Public Load Balancer): Describes the procedure to
create an HA cluster using an public load balancer.

* 6. Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer): Describes the procedure
to create an HA cluster using an internal load balancer.

e 7. Error Messages: Describes the error messages and solutions.

» 8. Notes and Restrictions: Describes the notes and restrictions on creating and operating a cluster.

1.3. How This Guide is Organized 3
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1.4 EXPRESSCLUSTER X Documentation Set

The EXPRESSCLUSTER X manuals consist of the following five guides. The title and purpose of each guide is
described below:

EXPRESSCLUSTER X Getting Started Guide

This guide is intended for all users. The guide covers topics such as product overview, system
requirements, and known problems.

EXPRESSCLUSTER X Installation and Configuration Guide

This guide is intended for system engineers and administrators who want to build, operate,
and maintain a cluster system. Instructions for designing, installing, and configuring a cluster
system with EXPRESSCLUSTER are covered in this guide.

EXPRESSCLUSTER X Reference Guide

This guide is intended for system administrators. The guide covers topics such as how to
operate EXPRESSCLUSTER, function of each module and troubleshooting. The guide is
supplement to the Installation and Configuration Guide.

EXPRESSCLUSTER X Maintenance Guide

This guide is intended for administrators and for system administrators who want to build,
operate, and maintain EXPRESSCLUSTER-based cluster systems. The guide describes
maintenance-related topics for EXPRESSCLUSTER.

EXPRESSCLUSTER X Hardware Feature Guide

This guide is intended for administrators and for system engineers who want to build
EXPRESSCLUSTER-based cluster systems. The guide describes features to work with spe-
cific hardware, serving as a supplement to the Installation and Configuration Guide.

4 Chapter 1. Preface
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1.5 Conventions

In this guide, Note, Important, See also are used as follows:

Note: Used when the information given is important, but not related to the data loss and damage to the system and
machine.

Important: Used when the information given is necessary to avoid the data loss and damage to the system and
machine.

See also:
Used to describe the location of the information given at the reference destination.

The following conventions are used in this guide.

Convention Usage Example
Bold Indicates graphical objects, such as
text boxes, list boxes, menu selec- | Click Start.
tions, buttons, labels, icons, etc. Properties dialog box

Angled bracket within the command | Indicates that the value specified in- | clpstat —-s[-h host_name]

line side of the angled bracket can be
omitted.

# Prompt to indicate that a Linux user | # clpstat
has logged on as root user.

Monospace Indicates path names, commands, | /Linux

system output (message, prompt,
etc.), directory, file names, functions
and parameters.

bold Indicates the value that a user actu-
ally enters from a command line. Enter the following:
# clpcl -s -a
italic Indicates that users should replace | # ping <IP address>

italicized part with values that they
are actually working with.

In the figures of this guide, this icon represents EXPRESSCLUSTER.

1.5. Conventions 5
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1.6 Contacting NEC

For the latest product information, visit our website below:

https://www.nec.com/en/global/prod/expresscluster/

6 Chapter 1. Preface
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CHAPTER
TWO

2.1 Functional overview

OVERVIEW

This guide describes how to configure an HA cluster based on EXPRESSCLUSTER X (hereinafter referred to as
"EXPRESSCLUSTER") using Azure Resource Manager on a Microsoft Azure cloud service.
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Fig. 2.1: HA Cluster on a Cloud Service (Using Azure DNS)
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Operational availability can be increased by clustering virtual machines (VMs in Figure 2.1 HA Cluster on a Cloud
Service (Using Azure DNS)) using a Microsoft Azure region and availability set in a Microsoft Azure environment.

* Microsoft Azure region

Physical and logical units called a Microsoft Azure region are provided.

It is possible to build all nodes in a single region (such as Japan East or Japan West). However, if all nodes are
built in a single region, there is a possibility for nodes to go down due to a network failure or natural disaster,
causing interruption to the flow of business. Distributing nodes into multiple regions can improve the
operational availability.

* Availability set

Microsoft Azure allows each node to be deployed in a logical group called an availability set. Locating each
node in an availability set minimizes the impact of planned maintenance or unplanned maintenance due to a
physical hardware failure of the Microsoft Azure platform. This guide describes the configuration using an
availability set.

For details about an availability set, see the following website:

Manage the availability of Linux virtual machines:
https://docs.microsoft.com/en-us/azure/virtual-machines/linux/manage-availability

8 Chapter 2. Overview
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2.2 Basic configuration

This guide assumes two types of HA clusters. One is an HA cluster using Azure DNS of the Resource Manager deploy-
ment model. The other is an HA cluster using a load balancer of the Resource Manager deployment model. (Both HA
clusters are configured as a unidirectional standby cluster.) The following table describes the EXPRESSCLUSTER
resources to be selected depending on the Microsoft Azure deployment model in use.

Purpose EXPRESSCLUSTER resource to use
Azure DNS resource

Accessing the cluster by using a
DNS name

(Azure DNS needs to be installed)

Azure probe port resource
Accessing the cluster by using a
virtual IP address(global IP
address)

(Use public load balancer)

Azure probe port resource
Accessing the cluster by using a
virtual IP address(private IP
address)

(Use internal load balancer)

Azure probe port resource
Accessing the cluster by using a
virtual IP address(private IP
address) and applications to be
clustered is Always On
configuretion

(Use internal load balancer and

configure Direct Server Return
(DSR))

HA cluster using Azure DNS

In this configuration, two virtual machines are deployed the same resource group so that the cluster can be
accessed by using the same DNS name. The EXPRESSCLUSER Azure DNS resource uses Azure DNS
to enable access with a DNS name. For details about Azure DNS, see the following website:

Azure DNS: https://azure.microsoft.com/en-us/services/dns/

2.2. Basic configuration 9
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Fig. 2.2: HA Cluster Using Azure DNS

These two virtual machines use the same availability set to minimize the impact of planned maintenance
or unplanned maintenance due to a physical hardware failure of the Microsoft Azure platform.

The cluster in Figure 2.2 HA Cluster Using Azure DNS is accessed by using the DNS name of the Azure
DNS zone. EXPRESSCLUSTER manages record sets and DNS A records of the Azure DNS zone to find
an IP address according to the DNS name. A client need not be conscious about the switching of virtual

machines upon failover occurrence or group migration.
The following table describes the EXPRESSCLUSTER resources and monitor resources required for a

HA cluster configuration using Azure DNS.

10 Chapter 2. Overview
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Resource | Description Setting
or monitor
resource
type
Azure Manages the record sets (A records) of the | Required
DNS Azure DNS zone to find an IP address ac-
resource cording to the DNS name.
Azure Monitors that the results of name resolu- | Required
DNS tion are normal in relation to the Azure
monitor DNS record set.
resource
IP monitor | Monitors whether communication with | When an public load balancer is used,
resource the Microsoft Azure Service Management | required to monitor communication be-
API is possible, and also monitors health | tween clusters that are configured with
of communication with an external net- | virtual machines, and also to monitor
work. health of communication with an internal
network.
Custom Monitors communication between clus- | When an public load balancer is used, re-
monitor ters that are configured with virtual ma- | quired to monitor whether communication
resource chines, and also monitors health of com- | with the Microsoft Azure Service Man-
munication with an internal network. agement API is possible, and also to mon-
itor health of communication with an ex-
ternal network.
Multi Monitors the statuses of both the IP moni- | When an public load balancer is used, re-
target tor resource and custom monitor resource. | quired to monitor health of communica-
monitor If the statuses of both monitor resources | tion between an internal network and ex-
resource are abnormal, a script in which a process | ternal network.
for network partition resolution (NP reso-
lution) is described is executed.
Other Depends on the configuration of applica- | Optional
resources tion, such as a mirror disk, that is used in
and mon- | an HA cluster.
itor re-
sources

HA cluster using a load balancer

2.2. Basic configuration
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Fig. 2.3: HA Cluster Using an Public Load Balancer

A client application can connect a virtual machine on an availability set in a Microsoft Azure
environment to a cluster node by using frontend IP address. By using a VIP (Virtual IP), a client need not
be conscious about the switching of virtual machines upon failover occurrence or group migration.

A cluster built in a Microsoft Azure environment in Figure 2.3 HA Cluster Using an Public Load
Balancer is accessed by specifying a global IP address of the Microsoft Azure Load Balancer (Load
Balancer in Figure 2.3 HA Cluster Using an Public Load Balancer).

Active and standby nodes of a cluster are switched by using probes of Microsoft Azure Load Balancer.
To use Microsoft Azure Load Balancer probes, use a probe port provided by the EXPRESSCLUSTER

Azure probe port resource.
Activating the Azure probe port resource starts a probe port control process in standby for alive

monitoring (access to a probe port) from Microsoft Azure Load Balancer.
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Deactivating the Azure probe port resource stops a probe port control process in standby for alive

monitoring (access to a probe port) from Microsoft Azure Load Balancer.

The Azure probe port resource also supports the Microsoft Azure internal load balancer (Internal Load
Balancing: ILB). For the internal load balancer, a Microsoft Azure private IP address is used as a VIP.
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Fig. 2.4: HA Cluster Using the Internal Load Balancer

The following are examples of two HA cluster configurations using a load balancer. Select a load balancer

to use depending on your purpose.

2.2. Basic configuration
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Purpose

Load balancer to use

Creating procedure

Disclosing operations outside
the Microsoft Azure network

Public load balancer

See "S. Cluster Creation Proce-
dure (for an HA Cluster Using a
Public Load Balancer)" in this
guide.

Publishing operations within
the Microsoft Azure network

Internal load balancer (ILB)

See "6. Cluster Creation Proce-
dure (for an HA Cluster Using
an Internal Load Balancer)" in

this guide.

The following table describes the EXPRESSCLUSTER resources and monitor resources required for a

HA cluster using a load balancer.

resource

the same number as a probe port
is open for a node in which the
Azure probe port resource is not
running.

Resource or monitor re- | Description Setting
source type
Azure probe port resource Provides a mechanism to wait | Required
for alive monitoring from a load
balancer on a specific port of
a node in which operations are
running.
Azure probe port monitor re- | Performs alive monitoring of | Required
source a probe port control process,
which starts upon activation of
the Azure probe port resource,
for a node in which the Azure
probe port resource is running.
Azure load balance monitor | Monitors whether a port with | Required

IP monitor resource

Monitors whether communica-
tion with the Microsoft Azure
Service Management API is
possible, and also monitors
health of communication with
an external network.

When an public load balancer
is used, required to monitor
communication between clus-
ters that are configured with vir-
tual machines, and also to mon-
itor health of communication
with an external network.

Custom monitor resource

Monitors communication be-
tween clusters that are config-
ured with virtual machines, and
also monitors health of commu-
nication with an internal net-
work.

When an public load balancer
is used, required to monitor
whether communication with
the Microsoft Azure Service
Management API is possible,
and also to monitor health of
communication with an external
network.

Continued on next page
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Table 2.4 — continued from previous page

Resource or monitor re-

source type

Description

Setting

Multi target monitor resource

Monitors the statuses of both
the IP monitor resource and
custom monitor resource. If
the statuses of both monitor re-
sources are abnormal, a script
in which a process for network
partition resolution (NP resolu-
tion) is described is executed.

When anpublic load balancer is
used, required to monitor health
of communication between an
internal network and external
network.

PING network partition reso-
lution resource

When an internal load balancer
(ILB) is used, monitors health
of communication between sub-
nets by checking whether to
communicate with a device that
is always on and can return a re-
sponse to ping (ping device).

When an internal load balancer
(ILB) is used, required to moni-
tor health of communication be-
tween subnets.

Other resources and monitor
resources

Depends on the configuration
of application, such as a mirror
disk, that is used in an HA clus-
ter.

Optional

2.2. Basic configuration
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2.3 Network partition resolution

Virtual machines configuring an HA cluster mutually performs alive monitoring through a heartbeat com-
munication. If the virtual machines exist in different subnets, an undesirable event, such as an application
starting more than once, occurs if a heartbeat ceases. To prevent a service from starting more than once,
it is necessary to identify whether other virtual machines went down or whether the applicable virtual
machine was isolated from a network (network partitioning: NP).

The network partition resolution feature (NP resolution) sends ping to or checks a LISTEN port of a device
that is always on and can return a response to ping etc. (access destination). If there is no reply, this feature
judges that the device entered the NP status and executes the specified action (such as a warning, recovery
action, and server shutdown).

The access destination in the following table are used as ping devices for Microsoft Azure.
(*) A private IP address of an internal load balancer (ILB) cannot be used because it does not reply to

ping.

Scope of disclosure | access destination Procedure EXPRESSCLUSTER
resources, monitor
resources, and com-
mands to be used
for NP resolution

Outside the  Mi- | Microsoft Azure | Checking a LISTEN

crosoft Azure Virtual | Service Manage- | port Custom monitor

network ment API (manage- resource

ment.core.windows.net) clpazure_port_checker
command
each cluster server Ping IP monitor resource

Inside the Microsoft | Servers, excluding a | Ping PING network par-

Azure Virtual net- | cluster server, that ex- tition resolution

work ist within the Microsoft resource

Azure network(*)

Web servers that ex- | HTTP HTTP network par-
ist within the Microsoft tition resolution
Azure network resource

For details about NP resolution, see the following:
» "Network partition resolution resources details" in the Reference Guide.
Setting the NP resolution destination

You need to examine the NP resolution destination and method depending on the location of clients
accessing a cluster system and the condition for connecting to an on-premise environment (for example,
using a dedicated line). There is no NP resolution destination nor method to recommend.

How to judge the network partition status

EXPRESSCLUSTER provides the clpazure_port_checker command to check the TCP port listening sta-
tus. Use this command as Script created with this product of the custom monitor resource or multi
target monitor resource.

16 Chapter 2. Overview
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For details about the clpazure_port_checker command, see the following subsections.
Checking the TCP port listening status (clpazure_port_checker command)
clpazure_port_checker
Checks whether a LISTEN port exists among TCP ports of the specified server.
Command line clpazure_port_checker -h hostname -p port
Description

This command checks whether a LISTEN port exists among TCP ports of the server
specified for an argument.

If there is no response five seconds (fixed) after the command execution, it is judged that
an error (timeout) has occurred.

In case of an error, an error message is output to the standard output.

Executing this command from the custom monitor resource makes it possible to judge
the network partition status.

For the configuration example of network partition resolution using this command, see
"4.3. Configuring the EXPRESSCLUSTER settings" and "6.3. Configuring the
EXPRESSCLUSTER settings"

Options

-h hostname Specify the determining server as hostname (by using an FQDN name or IP
address). This option cannot be omitted.

-p port Specify the determining port number as port (by using a port number or service
name). This option cannot be omitted.

Return values
0 Normal
1 Error (communication error)
2 Error (timeout)

3 Error (invalid argument or internal error)

2.3. Network partition resolution 17
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2.4 Differences between on-premises and Microsoft Azure

The following table describes the functional differences of EXPRESSCLUSTER between on-premises and Microsoft
Azure. "v'" indicates that the relevant function can be used and "n/a" indicates that the relevant function cannot be

used.

Function On-premise | Microsoft Azure
Creating a shared disk type cluster v v

Creating a mirror disk type cluster v v

Creating a hybrid disk type cluster v v

Using the floating IP resource v n/a

Using the virtual IP resource v n/a

Using the Azure probe port resource | n/a v

Using the Azure DNS resource n/a v

For the procedure to create a 2-node cluster using a mirror disk on an on-premise or Microsoft Azure environment,

see the following subsections.

The difference of the procedure to create a cluster between an on-premise environment and Microsoft Azure
environment is whether or not configuring the Microsoft Azure settings in advance is required.

HA cluster using Azure DNS

For Microsoft Azure, execute steps 1 to 6 in the following table after logging in to the Microsoft Azure
portal (https://portal.azure.com/).

For Microsoft Azure, execute steps 7 to 18 after logging in to each virtual machine.

» Before Installing EXPRESSCLUSTER

Step No. Procedure On-premise Microsoft Azure
1 Creating a resource | Not required See "4.2. Configuring
group Microsoft Azure" in this
guide.
2 Creating a virtual net- | Not required See "4.2. Configuring
work Microsoft Azure" in this
guide.

3 Creating a virtual ma- | Not required See "4.2. Configuring

chine Microsoft Azure" in this
guide.

4 Setting a private IP ad- | Not required See "4.2. Configuring

dress Microsoft Azure" in this
guide.

5 Adding a disk Not required See "4.2. Configuring
Microsoft Azure" in this
guide.

6 Creating a DNS zone Not required See "4.2. Configuring
Microsoft Azure" in this
guide.

Continued on next page
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Table 2.7 — continued from previous page

Step No.

Procedure

On-premise

Microsoft Azure

Setting up the DNS

server

See the manual provided
with an OS or DNS
server such as Red Hat
Enterprise Linux 7 Net-
work Guide.

Not required

Setting a partition for the
mirror disk resource

See the following:
"Settings after
configuring hardware" in
Determining a system
configuration in the
Installation and
Configuration Guide
"Understanding Mirror
disk resources" in the
Reference Guide.

See "4.2. Configuring
Microsoft Azure" in this
guide.

Adjusting the OS startup
time

See  "Settings  after
configuring  hardware"
in Determining a sys-
tem configuration in
the Installation and
Configuration Guide.

Same as "On-premise”

10

Checking the network

setting

See  "Settings  after
configuring  hardware"
in Determining a sys-
tem configuration in
the Installation and
Configuration Guide.

Same as "On-premise”

11

Checking the root file
system

See  "Settings  after
configuring  hardware"
in Determining a sys-
tem configuration in
the Installation and
Configuration Guide.

Same as "On-premise"”

12

Checking the firewall set-
ting

See  "Settings  after
configuring  hardware"
in Determining a sys-
tem configuration in
the Installation and
Configuration Guide.

Same as "On-premise”

13

Synchronizing the server
time

See  "Settings  after
configuring  hardware"
in Determining a sys-
tem configuration in
the Installation and
Configuration Guide.

Same as "On-premise”

Continued on next page

2.4. Differences between on-premises and Microsoft Azure
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Table 2.7 — continued from previous page

Step No. Procedure On-premise Microsoft Azure
14 Checking the SELinux | See  "Settings  after | Same as "On-premise”
setting configuring  hardware"
in Determining a sys-
tem configuration in
the Installation and
Configuration Guide.

15 Installing the Azure CLI | Not required See "4.2. Configuring
Microsoft Azure" in this
guide.

16 Registering the service | Not required See "4.2. Configuring

principal Microsoft Azure" in this
guide.

17 Installing ~ EXPRESS- | See '"Installing EX- | Same as "On-premise”

CLUSTER PRESSCLUSTER" in

the Installation and
Configuration Guide.

 After Installing EXPRESSCLUSTER

Step No. Procedure On-premise Microsoft Azure
18 Registering the EX- | See Registering the li- | Same as "On-premise”
PRESSCLUSER license | cense in the Installation
and Configuration Guide.
19 Creating a cluster: Set- | See "Creating the con- | The COM heartbeat,
ting the heartbeat method | figuration data of a 2- | BMC heartbeat, and disk
node cluster" in Creat- | heartbeat cannot be used.
ing the cluster configu-
ration data in the Instal-
lation and Configuration
Guide.
20 Creating a cluster: The network partition See "4.3. Configuring

Setting the NP resolution
processing

resolution resource is
used.

See the following:
"Creating the
configuration data of a
2-node cluster” in
Creating the cluster
configuration data in the
Installation and
Configuration Guide.
"Network partition
resolution resources
details" in the Reference
Guide.

the EXPRESSCLUSTER
settings" in this guide.

Continued on next page
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Table 2.8 — continued from previous page

Step No.

Procedure

On-premise

Microsoft Azure

21

Creating a cluster:
Creating a failover group
and monitor resource

See "Creating the
configuration data of a
2-node cluster" in
Creating the cluster
configuration data in the
Installation and
Configuration Guide.

In addition tthe
references for
on-premises, see the
following:
"Understanding Azure
DNS resources" in the
Reference Guide.
"Understanding Azure
DNS monitor resources"
in the Reference Guide.
"4.3. Configuring the
EXPRESSCLUSTER
settings" in this guide.

HA cluster using a load balancer

For Microsoft Azure, execute steps 1 to 5, and 7 to 8 in the following table after logging in to the
Microsoft Azure portal (https://portal.azure.com/).

For Microsoft Azure, execute steps 6, and 9 to 16 after logging in to each virtual machine.

» Before Installing EXPRESSCLUSTER

Step No.

Procedure

On-premise

Microsoft Azure

1

Creating a
group

resource

Not required

See either of the

following depending on

the load balancer to use:
"5.2. Configuring
Microsoft Azure"
in this guide
"6.2. Configuring
Microsoft Azure"
in this guide

Creating a virtual net-
work

Not required

See either of the

following depending on

the load balancer to use:
"5.2. Configuring
Microsoft Azure"
in this guide
"6.2. Configuring
Microsoft Azure"
in this guide

Continued on next page

2.4. Differences between on-premises and Microsoft Azure
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Table 2.9 — continued from previous page

Step No.

Procedure

On-premise

Microsoft Azure

Creating a virtual ma-
chine

Not required

See either of the

following depending on

the load balancer to use:
"5.2. Configuring
Microsoft Azure"
in this guide
"6.2. Configuring
Microsoft Azure"
in this guide

Setting a private IP ad-
dress

Not required

See either of the

following depending on

the load balancer to use:
"5.2. Configuring
Microsoft Azure"
in this guide
"6.2. Configuring
Microsoft Azure"
in this guide

Adding a disk

Not required

See either of the

following depending on

the load balancer to use:
"5.2. Configuring
Microsoft Azure"
in this guide
"6.2. Configuring
Microsoft Azure"
in this guide

Setting a partition for the
mirror disk resource

See the following:
"Settings after
configuring
hardware" in
Determining a
system
configuration in
the Installation
and Configuration
Guide.
"Understanding
Mirror disk
resources” in the
Reference Guide.

See either of the

following depending on

the load balancer to use:
"5.2. Configuring
Microsoft Azure"
in this guide
"6.2. Configuring
Microsoft Azure"
in this guide

Continued on next page
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Table 2.9 — continued from previous page

Step No. Procedure On-premise Microsoft Azure
7 Creating and configuring | Not required
a load balancer See either of the
following depending on
the load balancer to use:
"5.2. Configuring
Microsoft Azure"
in this guide
"6.2. Configuring
Microsoft Azure"
in this guide
8 Setting the inbound secu- | Not required "5.2.  Configuring Mi-
rity rules crosoft Azure" in this
guide
9 Adjusting the OS startup | See  "Settings  after | Same as "On-premise”
time configuring  hardware"
in Determining a sys-
tem configuration in
the Installation and
Configuration Guide.
10 Checking the network | See  "Settings  after | Same as "On-premise"
setting configuring  hardware"
in Determining a sys-
tem configuration in
the Installation and
Configuration Guide.
11 Checking the root file | See  "Settings  after | Same as "On-premise”
system configuring  hardware"
in Determining a sys-
tem configuration in
the Installation and
Configuration Guide.
12 Checking the firewall set- | See  "Settings  after | Same as "On-premise"
ting configuring  hardware"
in Determining a sys-
tem configuration in
the Installation and
Configuration Guide.
13 Synchronizing the server | See  "Settings  after | Same as "On-premise"
time configuring  hardware"
in Determining a sys-
tem configuration in
the Installation and
Configuration Guide.
14 Checking the SELinux | See  "Settings  after | Same as "On-premise"
setting configuring  hardware"
in Determining a sys-
tem configuration in
the Installation and
Configuration Guide.

Continued on next page
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Table 2.9 — continued from previous page

Step No. Procedure On-premise Microsoft Azure
15 Installing ~ EXPRESS- | See  "Installing EX- | Same as "On-premise"”
CLUSTER PRESSCLUSTER" in

the Installation and
Configuration Guide.

o After Installing EXPRESSCLUSTER

Step No. Procedure On-premise Microsoft Azure
16 Registering the EX- | See Registering the li- | Same as "On-premise”
PRESSCLUSER license | cense in the Installation
and Configuration Guide.
17 Creating a cluster: Set- | See "Creating the con- | The COM heartbeat,
ting the heartbeat method | figuration data of a 2- | BMC heartbeat, and
node cluster" in Creat- | DISK heartbeat cannot
ing the cluster configu- | be used.
ration data in the Instal-
lation and Configuration
Guide.
18 Creating a cluster: The network partition See either of the

Setting the NP resolution
processing

resolution resource is

used.

See the following:
"Creating the
configuration data
of a 2-node
cluster” in
Creating the
cluster
configuration data
in the Installation
and Configuration
Guide.

"Network partition
resolution
resources details"
in the Reference
Guide.

following depending on

the load balancer to use:
See "5.3.
Configuring the
EXPRESSCLUS-
TER settings" in
this guide.
See "6.3.
Configuring the
EXPRESSCLUS-
TER settings" in
this guide.

Continued on next page
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Table 2.10 — continued from previous page

Step No.

Procedure

On-premise

Microsoft Azure

19

Creating a cluster:
Creating a failover group
and monitor resource

See "Creating the
configuration data of a
2-node cluster" in
Creating the cluster
configuration data in the
Installation and
Configuration Guide.

See the following in

addition to the

description of

"On-premise."
"Understanding
Azure probe port
resources" in the
Reference Guide.
"Understanding
Azure probe port
monitor resources”
in the Reference
Guide.

"Understanding
Azure load
balance monitor
resources" in the
Reference Guide.

See either of the

following depending on

the load balancer to use:
See "5.3.
Configuring the
EXPRESSCLUS-
TER settings" in
this guide.
See "6.3.
Configuring the
EXPRESSCLUS-
TER settings" in
this guide.

2.4. Differences between on-premises and Microsoft Azure
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CHAPTER
THREE

OPERATING ENVIRONMENTS

3.1 HA cluster using Azure DNS

Supports the OS versions listed in the following manuals:

* "Getting Started Guide" > "Installation requirements for EXPRESSCLUSTER" > "Operation environment for
Azure DNS resource, Azure DNS monitor resource"

Its operation has been verified in the following environments.
If the OS version is supported by Azure in EXPRESSCLUSTER X 4.2, you can use it by the same procedure.

If the procedure differs depending on the OS version, Microsoft Azure portal, and Azure CLI, please replace it
as appropriate.

x86_64

[OF] CentOS 7.6

EXPRESSCLUSTER EXPRESSCLUSTER X 4.2 for Linux (Internal ver-
sion: 4.2.0-1)

Microsoft Azure deployment model Resource Manager

Region (Asia Pacific) Japan East

Mirror disk size Disk size: 20 GB
(1 GB for a cluster partition and 19 GB for a data
partition)

Azure CLI Azure CLI 2.0

Python 2.7

The Azure CLI and Python must be installed because Azure DNS resource use them.
Since Python 2.7 is required when using Azure CLI 2.0.
For details about the Azure CLI, see the following website:

Get started with Azure CLI:
https://docs.microsoft.com/en-us/cli/azure/get-started-with-azure-cli?view=azure-cli-latest
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Install the Azure classic CLI:
https://docs.microsoft.com/en-us/cli/azure/install-classic-cli

Python is bundled with Linux OS.

Since Azure CLI 1.0 (Azure classic CLI) running on Python 2.6 has been unrecommended, install Python by
using the package manager of each distribution (e.g. APT, yum, and zipper) if Python 2.7 is not bundled.

Azure DNS must be installed because the Azure DNS resource use it. For details about Azure DNS, see the
following website:

Azure DNS: https://azure.microsoft.com/en-us/services/dns/
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3.2 HA cluster using a load balancer

Supports the OS versions listed in the following manuals:

» "Operation environment for Azure probe port resource, Azure probe port monitor resource, Azure load balance
monitor resource” in "Installation requirements for EXPRESSCLUSTER" in the Getting Started Guide.

Its operation has been verified in the following environments.
If the OS version is supported by Azure in EXPRESSCLUSTER X 4.2, you can use it by the same procedure.

If the procedure differs depending on the OS version, Microsoft Azure portal, and Azure CLI, please replace it
as appropriate.

x86_64

oS CentOS 7.6

EXPRESSCLUSTER EXPRESSCLUSTER X 4.2 for Linux (Internal ver-
sion: 4.2.0-1)

Microsoft Azure deployment model Resource Manager

Region (Asia Pacific) Japan East

Mirror disk size Disk size: 20 GB
(1 GB for a cluster partition and 19 GB for a data
partition)

3.2. HA cluster using a load balancer 29
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CHAPTER
FOUR

CLUSTER CREATION PROCEDURE (FOR AN HA CLUSTER USING
AZURE DNS)

4.1 Creation example

This guide introduces the procedure for creating a 2-node unidirectional standby cluster using EXPRESSCLUSTER.
This procedure is intended to create a mirror disk type configuration in which nodel is used as an active server.

The following tables describe the parameters that do not have a default value and the parameters whose values are to
be changed from the default values.

* Microsoft Azure settings (common to nodel and node2)
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Setting item

Setting value

Resource group setting

— Resource group

TestGroupl

— Region

(Asia Pacific) Japan East

Virtual network setting

Resource group

— Name Vnetl

— Address space 10.5.0.0/24

— Subnet Name Vnetl-1

— Subnet Address range 10.5.0.0/24
TestGroupl

Location

(Asia Pacific) Japan East

DNS zone setting

— Name

clusterl.zone

— Resource group

TestGroupl

— Record set

test-record1

* Microsoft Azure settings (specific to each of nodel and node2)
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Setting item Setting value
node1 | node2
Virtual machine setting
. Standard HDD
— Disk type
— User name testlogin
PassWord_123
— Password assyvore-
T 1
— Resource group estGroup
. (Asia Pacific) Japan East
— Region
Network security group setting
del- de2-
— Name nodel-nsg node2-nsg
Availability set setting
AvailabilitySet1
— Name vailabilitySe
. 5
— Update domains
. 2
— Fault domains
Diagnostics storage account setting
— Name Automatically generated
— Performance Standard
_ Replication Locally-redundant storage (LRS)
IP configuration setting
10.5.0.110 10.5.0.111
— IP address
Disk setting
nodel_DataDisk_0 node2_DataDisk_0
— Name
N ty disk
— Source type one (empty disk)
Standard HDD
— Account type
20
- Size

4.1. Creation example
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* EXPRESSCLUSTER settings (cluster properties)

Setting item Setting value
node1 | node2
1 1

— Cluster Name Cluster

— Server Name nodel node2
120

— Timeout Tab:  Heartbeat

timeout

* EXPRESSCLUSTER settings (failover group)

Resource name Setting item Setting value
Mirror disk resource Name md
Details Tab: Mount Point /mnt/md
Details Tab: Data Partition Device | /dev/sdc2
Name
Details Tab: Cluster Partition De- | /dev/sdcl
vice Name
Details Tab: File System ext4
Mirror Tab: Execute the initial | On
mirror construction
Mirror Tab: Execute initial mkfs On
Azure DNS resource Name azurednsl

Record Set Name

test-record1

Zone Name

clusterl.zone

IP Address

(nodel) 10.5.0.110
(node2) 10.5.0.111

Resource Group Name

TestGroupl

User URI

http://azure-test

Tenant ID

XXXXXXXX-XXXX-XXXX-XXXX-
XXXXXXXXXXXX

File Path of Service Principal

/home/testlogin/tmpbyJ1cK.pem

Azure CLI File Path

/usr/bin/az

* EXPRESSCLUSTER settings (monitor resource)

Monitor resource name Setting item Setting value
Mirror disk monitor resource Name mdwl
Azure DNS monitor resource Name azurednsw 1
Custom monitor resource Name genw1
Script created with this product On
Monitor Type Synchronous
Normal Return Value 0

Recovery Action

Execute only the final action

Continued on next page
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Table 4.2 — continued from previous page

Monitor resource name

Setting item

Setting value

Recovery Target LocalServer
IP monitor resource Name ipwl
Server to monitor nodel
IP Address 10.5.0.111
Recovery Action Execute only the final action
Recovery Target LocalServer
IP monitor resource Name ipw2
Server to monitor node2
IP Address 10.5.0.110

Recovery Action

Execute only the final action

Recovery Target

LocalServer

Multi target monitor resource Name mtw1
Monitor resource list
genwl
ipwl
ipw2

Recovery Action

Execute only the final action

Recovery Target

LocalServer

4.1. Creation example
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4.2 Configuring Microsoft Azure

1) Creating a resource group

Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a resource group following the steps
below.

1. Select the Resource groups icon on the upper part of the window. If there are existing resource groups,
they are displayed in a list.

L s e et )

~
Azure services
(1] T — =
4 1] o] —

—I_ (%) ;’ o L] & = & -
Create a Resource Network Virtual Subscriptions All resources App Services Storage SQL databases Mare services
resource groups security groups machines accounts

Recent resources
NAME TYPE LAST VIEWED
PES 22 min ago
- 24 min ago
(%) 24 min ago
= 28 min ago
—] 26 min ago
= 27 min ago
= 28 min ago
i3 28 min ago
(0] 28 min ago
[ =} 29 min ago
[ =] 30 min ago
e 32 min ago
Navigate
7]
Subscriptions [#4]  Resource groups 558 Allresources Dashboard
Tools
v
& - 2 = P

2. Select +Add on the upper part of the window.
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E Microsoft Azure O Search resources, services, and docs (G+/)

Home > Resource groups
Resource groups & X
+ add == keditcolumns (O Refresh L Exportto €SV As: (7 Feadback
:} Subscription == all Location == all @) [ g Add filter
Showing 1 to 30 of 30 records.
] name Subscription Ty Location Ty
O @) Japan East 00 -
O® Southeast Asia
O« West US
O South Central Us
O South Central US
O Japan West
O® East Asia
O South Central US
O @) South Central US
O North Europe
O @ South Central US
O® South Central Us
O« Central US
O Japan East
O™ West India
O Japan East
D (%) Japan East e
O Japan East -
—
Previws  Page |1 w|of1 M

3. Specify Subscription, Resource group, and Region, and click Review+Create.

= Microsoft Azure o Search resources, services, and docs (G+/)

Home > Resource groups > Create 3 resource group

Create a resource group X

Basics Tags Review + create
Resource group - A container that holds related resources for an Azure solution. The resource group can include all the
resources for the solution, or only those resources that you want to manage as a group. You decide how you want to

allocate resources to resource groups based on what makes the most sense for your organization. Learn more

Project details

subscription *0 | v ‘

Resource group *(0) | TestGroup1 - ‘

Resource details

Region ¥ | tasia acific) Japan East v

< >

2) Creating a virtual network
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Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a virtual network following the steps
below.

1. Select the +Create a resource icon on the upper part of the window.

= Microsoft Azure 0 Search resources, services, and docs (G+/)
. ~
Azure services
(11 Lo — —
) ] o] —

+ & @ = =@ = S
Create a Resource Network Virtual Subscriptions All resources App Services Storage SQL databases More services
resource groups security groups machines accounts

Recent resources
NAME TYPE LAST VIEWED
4> 22 min ago
=] 24 min ago
(%) 24 min ago
= 26 min ago
= 26 min ago
B 27 min ago
= 28 min ago
i 28 min ago
@ 28 min ago
[ 29 min ago
[ ] 30 min ago
b 4 32 min ago
Navigate
amm
Subscriptions |74]  Resource groups EEE  Allresources Dashboard
Tools
v
o . P S TS .

2. Select Networking and then Virtual network.
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L e e ndden 6

Home > New
New X
[# search the Marketptace ~
Azure Marketplace  Seeall Featured  Seeall
Get started Vﬂua\ netwonf
Quickstart tutorial
Recently created
Al + Machine Learning g Check Point CloudGuard laaS R80.10
Cluster (preview)
Analytics WS Learn more
Blockehain Load Balancer
Compute Learn more
Containers
Application Gateway
Developer Tools
Front Door
oo m
Learn more
Identity
Integration Firewsall
Learn more
Internet of Things
Media Virtual WAN
Learn more
Mixed Reality
IT & Management Tools Network security group
Quickstart tutorial
Software as a Service (SaaS)
ExpressRoute
Security Learn more
Storage
Connection
Web Learn more
4

3. Specify Name, Address space, Subscription, Resource group, Location, Name of Subnet, and Address
range of Subnet, and click Create.

= Microsoft Azure £ Search resources, services, and docs (G+/)

Home > New > Create virtual network

Create virtual network o x
Name * ~
[ et |
Address space *©

[ 10500724 |

10.5.0.0 - 10.5.0.255 (256 addresses)

[] Add an 1Pv6 address space (@

Subscription *

\ v |
Resource group *

‘ TestGroup1 hd |
Create new

Location *

[ (asia Pacific) Japan East M
Subnet

Name *

[ Vnett-1 -]

Address range *©

[ 1050074 ]
10.5.0.0 - 10.5.0.255 (256 addresses)

DDaS protection O

(®) Basic () standard

Service endpoints ©
[P Enabled )

Firewall ©

T

(QEEEEED Enabled ) v

utomationoptios

< >
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3) Creating a virtual machine

Log in to the Microsoft Azure portal (https://portal.azure.com/) and create virtual machines and disks
following the steps below.

Create as many virtual machines as required to create a cluster. Create nodel and then node2.

1. Select the Create a resource icon on the upper part of the window.

= Microsoft Azure O Search resources, services, and docs (G+/)
~
Azure services
[T T — =
—|— ") ;’ n 1] o] — -
I | (] ‘\!" = W
Create a Resource Network Virtual Subscriptions Al resources App Services Storage SQlL databases  More services
resource groups security groups machines accounts
Recent resources
NAME TYPE LAST VIEWED
RN 22 min ago
i! 24 min ago
(%) 24 min ago
= 26 min ago
= 26 min ago
=5 27 min ago
=5 28 min ago
i3 28 min ago
© 28 min ago
[ =] 29 min ago
[ =} 30 min ago
e 32 min ago
Navigate
T
Subscriptions [#4]  Resource groups 5EE  Allresources Dashboard
Tools
v
o _ 4 - .

2. Select Compute and then See all.
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crosoft Azure O Search resources, services, and docs (G+/)

Home > New

New

[0 Search the Marketplace

Azure Marketplace

Get started

Recently created

Al + Machine Learning

Analytics

Blockchain

Containers
Databases
Developer Tools
DevOps

|dentity
Integration
Internet of Things
Media

Mixed Reality

IT & Management Tools

Metworking

Software as a Service (SaaS)

Security
Storage

Web

See all Featured Seeall

®

Kubernetes Service
Quickstart tutorial

Virtual machine
Learn more

SQL Server 2017 Enterprise Windows

Server 2016
Learn more

Reserved VM Instances
Quickstart tutorial

Service Fabric Cluster
Quickstart tutorial

Web App for Containers
Quickstart tutorial

Function App
<’> Quickstart tutorial

@

Batch Service
I uickstart tutorial

Debian 9 "Stretch” with backports

Learn more

Ubuntu Server 16.04 LTS
@ Quickstart tutorial

3. Select CentOS-based 7.6.

e e

Home > New > Create

Create a virtual m

Basics  Disks  Nef

Create a virtual machine
image.

Complete the Basics tab
customization.

Locking for classic Ms?

Project details

Select the subscription tc
your resources

subscription *0

Resource group

Instance details

Virtual machine name *

Region *©

Availability options @

Availability set %0

Image ¥
Azure Spot instance O
size *Q

<

Select an image

Marketplace

My ltems  Preview ltems

Al + Machine Learning (7 comos veeed

Analyties
Blockchain
Compute

Containers

Databases

Developer Tools

DevOps
Identity

Integration

Internet of Things

IT & Management Tools

Media
Mixed Reality
Networking

Security

Software as a Service (SaaS)

Storage

Web

LCRLURL B

CentOS-based 7.3 HPC
Rogue Wave Software (formerly OpenLogic)

This distribution of Linux is based on Cent0S and is provided by Rogue Wave Software.

CentOS-based 7.6
Rogue Wave Software (formerly OpenLogic)

This distribution of Linux is based on CentOs and is provided by Rogue Wave Software.

CentO5-based 6.5 HPC
Rogue Wave Software (formerly OpenLogic)

This distribution of Linux is based on CentOs and is provided by Rogue Wave Software.

Cent0S-based 7.4 HPC
Rogue Wave Software (formerly GpenLogic)

This distribution of Linux is based on Cent0S and is provided by Rogue Wave Software.

CentOS-based 7.7
Rogue Wave Software

This distribution of Linux is based on CentOS and is provided by Rogue Wave Software.

CentOS-based 7.5
Rogue Wave Software (formerly OpenLogic)

This distribution of Linux is based on CentOS and is provided by Rogue Wave Software.

Cent0S 7.6
Rogue Wave Software (formerly OpenLogic)

This distribution of Linux is based on CentOs and is provided by Rogue Wave Software.

CentQ5-based 7 LVM
Rogue Wave Software (formerly OpenLogic)

This distribution of Linux is based on CentOs and is provided by Rogue Wave Software.

CentOS-based 6.8 HPC
Rogue Wave Software (formerly OpenLogic)

This distribution of Linux is based on Cent0S and is provided by Rogue Wave Software.

CentOS-based 7.1 HPC

Rogue Wave Software (formerly OpenLogic)
Thi i nELL bacad e amad ieincd bus 0, " i

4. Click Create.

4.2. Configuring Microsoft Azure
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5. When the Basics tab appears, specify the settings of Subscription, Resource group, Virtual machine
name, Region, Image, Size, Username, Password, and Confirm password.
Select Availability set from Availability options, and click Create new under the Availability set field.
When Create new appears, specify the settings of Name, Fault domains, and Update domains. Then
click OK.

= Microsoft Azure £ Search resources, services, and docs (G+/)

Home > MNew > Create a virtual machine

Create a virtual machine s

Basics Disks Metworking Management Advanced Tags Review + create

Create a virtual machine that runs Linux or Windows. Select an image from Azure or use your own customized
image.

Complete the Basics tab then Review + create to provision a virtual machine with default parameters or review each tab for full
customization.

Locking for classic WMs? Create VW from Azure Marketplace

Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage all
your resources

Subscription *(D ‘ ~ |

Resource group ¥ ‘ TestGroup1 ~ |

Create new

Instance details

Virtual machine name ¥ ‘ nodel - |
Region *(©

egion *© | (asia Pacific) Japan East v
Availability options () ‘ Availzbility set e |
Availability set *O No existing availability sets in current resource group and location. v

Create new
Image *0 -
ge O CentOs-based 7.6 ~

Browse all public and private images

Azure Spot instance () O ves (® No
size ¥Q | Standard D2s v3 v
< >
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= Microsoft Azure 0 Search resources, services, and docs (G+/)

Home > New > Create a virtual machine Create new

Create a virtual machine - .
Group two or mare VMs in an availability set to ensure that at least

one is available during planned or unplanned maintenance events.

Learn more
Basics Disks MNetworking Management Advanced Tags Review + create
Name *
Create a virtual machine that runs Linux or Windows. Select an image from Azure or use your own ‘ AvalabilitySett |
image.

Complete the Basics tab then Review + create to provision 3 virtual machine with default parameters or review each tab for full

. Fault domains
customization.

Looking for classic VMs? Create VM from Azure Marketplace —O | 2 |
Project details Update domains
Select the subscription to manage deployed resources and costs. Use resource graups like folders to organize and manage all ——) [5]
YOur resources,
@
iotion X
Subscription ¥ ‘ v |
R *o
esaurce group ¥ | TestGroup1 v
Create new
Instance details
Virtual machine name *® [ odet -]
Region *(C i
eg b (Asia Pacific) Japan East hd
Availability options (O ‘ Availability set - |
Availability set ¥ No existing availability sets in current resource group and location. v
Create new
Image %0 |
ge "l CentOS-hased 7.6 v

Browse all public and private images

Azure Spot instance (0 O Yes @ No
size *@ | Standard D2s v3
[ oc |
<

6. Click Change size to display Select a VM size.

From the list, choose a size (Standard - A1 in this guide) suitable for your virtual machine and click
Select.

Regarding the Virtual machine name, nodel is for nodel, and node?2 is for node?2.
Click Next: Disks >

7. When the Disks tab appears, go through the following steps to add a disk to be used for a mirror disk
(cluster partition or data partition).

From the DATA DISKS list, click Create and attach a new disk.
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L e e e

Home > Mew > Create a virtual machine

Create a virtual machine X

Basics Disks MNetworking Management Advanced Tags Review + create

Azure VMs have one operating system disk and a temporary disk for short-term storage. You can attach additional data disks.
The size of the VM determines the type of storage you can use and the number of data disks allowed. Leam more

Disk options

0s disk type *© Standard HDD ~

atibility ac No

Ultra Disk compatibility is not available for this vM

Data disks

You can add and configure additional data disks for your virtual machine or attach existing disks. This VM also comes with a
temporary disk.

LUN Name Size (GiB) Disk type Host caching

Create and attach a new disk Attach an existing disk

~  Advanced

oo | [ Nest Networing

8. Create a new disk appears.
Specify the settings of Name, Source type, and Size. Then click OK.
Click Next: Networking >

L e e e e

Home > New > Create a virtual machine > Create a new disk Select a disk size

Create a new disk

Browse available disk sizes and their features.

Create a new disk to store applications and data on your VM. Disk pricin

storage type, and number of transactions. Learn more about Azure Mai  cc0unt type &

Standard HDD hd
Name * | node1_Databisk 0 size Disk tier Max IOPS Max throughput
Source type *0O \ None (empty disk) 32 GiB s4 500 60
size *@ 1024 GiB 64 GiB 56 500 60
Standard 55D 128 Gi 510 500 60
Change size .
256 GiB 515 500 60
512 GiB $20 500 60
1024 GiB 530 500 50
2048 GiB $40 500 60
4096 GiB S50 500 50
8192 GiB 560 1300 300
16384 GiB 70 2000 500
32767 Gig 580 2000 500

Create a custom size
Enter the size of the disk you would like to create. You will be charged the same rate for your provisioned disk, regardless of how much of
the disk space is being used For example, a 200 Gig disk is provisioned on a 256 GiE disk, 50 you would be billed for the 256 GiE

provisioned

Custom disk size (GiB) *

20 v
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9. The Networking tab appears.

Specify the settings of Virtual network, Subnet, NIC Network security group, and Configure
network security group.

Click Create new under the Configure network security group field to display Create network
security group. Specify the setting of Name and then click OK.

Click Next: Management >.

= Microsoft Azure 0 Search resources, services, and docs (G+/)

Home > Mew > Create a virtual machine

Create a virtual machine X

Basics Disks MNetworking Management Advanced Tags Review + create

Define network connectivity for your virtual machine by configuring network interface card (NIC) settings. You can control
ports, inbound and outbound connectivity with security group rules, or place behind an existing lead balancing sclution.
Learn more

Network interface

When creating a virtual machine, a network interface will be created for you.

virtual network *© | vnett v
Create new
Subnet ¥ \ Vnet1-1 (10.5.0.0/24) hd |

Manage subnet configuration

Public 1P | None v

Create new

NIC network security 9roup O () none () Basic (8) Advanced

Cenfigure network security \ (new) node1-nsg ™
group Create new
Accelerated networking (0 ® off

The selected VM size does not support accelerated networking.

Load balancing
You can place this virtual machine in the backend pool of an existing Azure load balancing solution. Learn more
Place this virtual machine (%) ves (@) No

behind an existing load
balancing solution?

<o || Mo Mansgement >

< >

10. The Management tab appears.
Click Create new under the Diagnostics storage account field to display Create storage account.
Specify the settings of Name, Account kind, and Replication. Then click OK.
In the Diagnostics storage account field, the default value is automatically generated and entered.
Click Next: Details >.
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T e e e

Home > New > Create a virtual machine

Create a virtual machine

Basics Disks Metworking Management Advanced Tags —Review + create
Configure monitoring and management options for your VM

Azure Security Center

Azure Security Center provides unified security management and advanced threat protection across hybrid cloud workloads.
Learn more

@  vour subscription is protected by Azure Security Center basic plan.

Monitoring

Boot diagnostics (0 @® on O off

05 guest diagnostics () O on ® off

Diagnostics storage account * ‘ (new) testgroup1diag600 ~
D

Create new

Identity

System assigned managed on (@) off
identity © Oon®

Azure Active Directory

A\ Thisimage does not support Login with AAD.

[ <pronous | [ Nent: Advanced >

< >

e e e s e

Home > New > Create a virtual machine Create storage account X

Create a virtual machine

Name ¥

[ Festgraup1diagaon |

Basics Disks Networking Management Advanced Tags Review + create

«corewindows.net
Configure monitoring and management aptions for your VM Account kind ©
| Storage (general purpase v1) ~ |
Azure Security Center
Azure Security Center provides unified security management and advanced threat protection across hybrid cloud workloads. I:erfﬂrmance@ .
Learn more [(Standard m)
Replication O
@  vour subscription is protected by Azure Security Center basic plan.
| Locally-redundant storage (LRS) v
Monitoring
Boot diagnostics 0 @® on O off
©s guest diagnostics 1) O on @ of
Diagnostics storage account * ‘ (new) testgroup1diag600 ~
©
- Create new
Identity

System assigned managed on (8 off
identity O o ®

Azure Active Directory

credentials o

A\ Thisimage does not support Login with AAD.

[ <pronous | [ Nent: Advanced >

<

11. Click Next: Tags >.
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T e e

Home > Mew > Create a virtual machine

Create a virtual machine

Basics Disks Networking Management Advanced Tags

Extensions

Extensions provide post-deployment configuration and automation.

Extensions O Select an extension to install

Cloud init

packages and write files or to configure users and security. Learn more

@ The selected image does not support cloud init.

Host

of the host. Learn more

Host group ©

@ Dedicated hosts cannot be used with availability sets.

Proximity placement group

Review + create

Add additional configuration, agents, scripts or applications via virtual machine extensions or cloud-init.

Cloud init is a widely used approach to customize a Linux VM as it boots for the first time, You can use cloud-init to install

Azure Dedicated Hosts allow you to provision and manage a physical server within our data centers that are dedicated to your
Azure subscription. A dedicated host gives you assurance that only VMs from your subscription are on the host, flexibility to
chaose VMs from your subscription that will be provisioned on the hast, and the control of platform maintenance at the level

Proximity placement groups allow you to group Azure resources physically closer together in the same region. Learn more

Proximity placement group © | no proximity placement qroups found

<

12. Click Next: Review + create >.

T e asee o

Home > Mew > Create a virtual machine

Create a virtual machine

4 d

multiple resources and resource groups. Learn more about tags

Name () Value ()

Basics Disks  Metworking  Managemen Tags

Review + create

Tags are name/value pairs that enable you to categorize resources and view consolidated billing by applying the same tag to

Mote that if you create tags and then change resource settings on other tabs, your tags will be automatically updated.

Resource

v

e ‘ ‘ 11 selected

Review + create

| <Previous | [ Mext:Review + create >

<

>

13. The Review + create tab appears. Check the contents. If there is no problem, click Create. The deploy-
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ment starts and takes several minutes.

= Microsoft Azure 0 Search resources, services, and docs (G+/)

Home > Mew > Create a virtual machine

Create a virtual machine

/" Validation passed
~
Basics Disks Metworking Management Advanced Tags Review + create
PRODUCT DETAILS
Standard Al v2 Subscription credits apply ©
by Microsoft 6.0500 JPY/hr
Terms of use | Privacy policy Pricing for other VM sizes
TERMS
By clicking “Create”, | (a) agree ta the legal terms and privacy statement(s) associated with the Marketplace offering(s) listed above: (b)
autharize Microsoft to bill my current payment method for the fees associated with the offering(s), with the same billing frequency as
my Azure subscription; and (<) agree that Microsaft may share my centact, usage and transactional infermatien with the providerls] of
the offering(s) for support, billing and cther transactional activities. Microsoft dees not provide rights for third-party offerings. See the
Azure Marketplace Terms for additional details.
Basics
Subscription
Resource group TestGroup1
Virtual machine name nodel
Region (Asia Pacific) Japan East
Availability options Availability set
Availability set (new) AvailabilitySet1
Authentication type Passwordl
Username testlogin
Azure Spot No
Disks
v
05 disk type Standard HDD
< Previous Download a template for automation
< >

4) Setting a private IP address

Log in to the Microsoft Azure portal (https://portal.azure.com/) and change the private IP address setting fol-
lowing the steps below. Since an IP address is initially set to be assigned dynamically, change the setting so that
an IP address is assigned statically. Change the settings of nodel and then node2.

1. Select the Resource groups icon on the upper part of the window.
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L s e e e

~
Azure services
-~ — =
—I_ [ ‘] ;’ n ( == SQL —
Create a Resource Netwark Virtual Subscriptions Al resources App Services Storage SQL databases  More services
resource groups security groups machines accounts
Recent resources
NAME TYPE LAST VIEWED

4> 22 min ago

e 24 min ago

(%) 24 min ago

= 26 min ago

= 26 min ago

= 27 min ago

= 28 min ago

i 28 min ago

@ 28 min ago

[ ] 29 min ago

[ ¢ ] 30 min ago

b 4 32 min ago
Navigate

Subscriptions [ d] Resource groups All resources k] Dashboard
Tools
v
s o - P - TS O -~

2. Select TestGroupl from the resource group list.

3. The summary of TestGroupl is displayed. Select virtual machine nodel or node2 from the item list.

T e i

Home > Resource groups > TestGroupl

[4] TestGroup1 # X

Resourcs group

O Search (Ctri+/) “ -+ Add == Editcolumns  [ii] Delete resource group () Refresh  —» Move |+ Export to CSV Ass

Essentials ¥

More

[ OQverview ~
& niiy o ype ==l ©) ( Locaton =-an ©) (g Ada e

-
Showing 110 13 of 13 records. [ Show hidden types © grouping

A Access control (IAM)

] name Type Ty Location T

® Tags
= Availability set Japan East
Events D - v P

O Virtual machine Japan East
Settings ~

Ooe Network security group Japan East
& Quickstart

D @ Network interface Japan East
I Deployments

Oe Disk Japan East

Policies

D b 4 Disk Japan East
%5 Properties

O Virtual machine Japan East
o Locks »

Ooe Network security group Japan East
B4 Export template

D @ Network interface Japan East
Cost Management Oes Disk Japan East
f@ Costanalysis Oe Disk Japan East
B Costalerts O= Storage account Japan East
2 Budgets [mES Virtual network Japan East

@ Advisor recommendations

Menitoring
@ Insights (preview)

Kl Alerts

Metrics

Previous  Page [ 1 |of1  MNext
& Diagnostic settings v

< >

4.2. Configuring Microsoft Azure 49



EXPRESSCLUSTER X 5.0
HA Cluster Configuration Guide for Microsoft Azure (Linux), Release 2

4. Select Networking.

= Microsoft Azure B Search resources, services, and docs (G+/)

Home > Resource groups > TestGroupl
) TestGroup1 £ X
Resouree group
« -+ Add == ceditcolumns  [ii] Delete resource group () Refresh  —» Move L Export to CsV More
Essentials ¥
4 Overview ~
@ Activitylog [ Fitter by name... | (Type==all @) [ Location == all ©) ( Fz Addfilter
S, Access control (1AM) Showing 110 13 of 13 records. [ Show hidden types @ [Mogrowping ¥
® Tags ] Name Type Ty Location T
fvents Om= Availability set Japan East
D L=} Virtual machine Japan East
settings oe Network security graup Japan East
Quidstart D [ Network interface Japan East
% Deployments Oe Disk Japan East
Policies ODOe Disk Japan East
" Properties D L=} Virtual machine Japan East
8 lods oe Network security graup Japan East
< Bxport emplate D [ Network interface Japan East
Cost Management O= Disk Japan East
@ Costanalysis D= Disk Japan East
B3 Costalerts O= Storage account Japan East
) Budgets (RS Virtual netwark Japan East
@ Advisor recommendations
Monitoring
@ Insights (preview)
ER Alerts
il Metrics N
page [ 1 v |of1
[ Diagnostic settings v —
< >

5. Select a network interface displayed in the list. The network interface name is generated automatically.

6. Select IP configurations.
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E Microsoft Azure O Search resources, services, and docs (G+/)

Home > Resource groups > TestGroupl > nodel - Networking » node1186 - IP configurations

3 node1186 - IP configurations x

Network interface

«
P Search (Ctri+) o Add

@ Overview IP forwarding settings

& sy o 1P forwarcing @D e
"o Access control (1AM) Virtual network Vnetl
® Tags
IP configurations
Settings Subnet * Vnet1-1 (10.5.0.0/24) ~|

IP configurations

0 coard - -
DNS servers -~ search IP configurations |

B Name IP Version Type Private IP address Public IP address
¥ Network security group

ipconfigl IPv4 Primal 10.5.0.4 (Dynamic;
It properties P K v By )
) Locks
B3 Export template
Support + troubleshooting
¥ Effective security rules

& Effective routes

2 New support request

< >

7. Only ipconfigl is displayed in the list. Select it.

8. Select Static for Assignment under Private IP address settings. Enter the IP address to be assigned
statically in the IP address text box and click Save at the top of the window. The IP address of nodel is
10.5.0.110. The IP address of node2 is 10.5.0.111.
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E Microsoft Azure O Search resources, services, and docs (G+/)

Home > Resource groups > TestGroupl > nodel - Networking > node1186 - IP configurations > ipconfigl

ipconfigl o X

node1185

[l save > piscard

The virtual machine associated with this network interface will be restarted to utilize the
new private IP address. The network interface will be reprovisioned and network
configuration settings, including secondary IP addresses, subnet masks, and default
gateway, will need to be manually reconfigured within the virtual machine. Learn more

Public IP address settings
Public IP address
(CETED erabled )

Private IP address settings
Virtual network/subnet
Vnet1/Vnet1-1

Assignment

. )
( Dynamic (EEETED)

1P address *

10.5.0.110 v

< >

9. The virtual machines restart automatically so that new private IP addresses can be used.
5) Creating a DNS zone

Log in to the Microsoft Azure portal (https://portal.azure.com/) and configure the DNS zone following the steps
below.

1. Select the Create a resource icon on the upper part of the window.
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L s e e e

~
Azure services
= — =
—I_ [ ‘] ;’ n ( == SQL —
Create a Resource Netwark Virtual Subscriptions Al resources App Services Storage SQL databases  More services
resource groups security groups machines accounts
Recent resources
NAME TYPE LAST VIEWED
4> 22 min ago
e 24 min ago
(%) 24 min ago
—| 26 min ago
= 26 min ago
= 27 min ago
= 28 min ago
L3 28 min ago
@ 28 min ago
[ ] 29 min ago
[ ¢ ] 30 min ago
b 4 32 min ago
Navigate
Subscriptions [ d] Resource groups All resources k] Dashboard
Tools
v
s o - P - TS O -~
.
2. Select Networking and then See all. Search for DNS zone.
L s e e e
Home > New
New X
~
[ DNszond x
DNS zone
Private DNS zone
Get started VIFLUE! TIEIWOTK
- Quickstart tutorial
Recently created
Al + Machine Learning Check Point CloudGuard laaS R80.10
‘ Cluster (preview)
Analytics BSLED  Learn more
Blockchai
ockenan Load Balancer
Containers
Application Gateway
Databases &> [
Developer Tools
Devops m Front Door
Learn more
|dentity
Integration Firewall
Learn more
Internet of Things
Media Virtual WAN
Le
Mixed Reality & eamn mere
IT & Management Tools Network security group
Networking Quickstart tutorial
Software as a Service (Saa$)
ExpressRoute
Security Learn more
Storage
Connection
Web Learn more
v

3. Create DNS zone is displayed. Specify Subscription, Resource group, and Name, and click Re-
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view+create. Then click Create.

= Microsoft Azure o Search resources, services, and docs (G+/)

Home > Mew > DNSzone > Create DNS zone

Create DNS zone X

Basics

A DNS zone is used to host the DNS records for a particular domain. For example, the domain “centoso.com’ may contain 3
number of DNS records such as 'mail.contoso.com’ (for a mail server) and "‘www.contoso.com® (for a web site). Azure DNS
allows you to hast your DNS zone and manage your DNS records, and provides name servers that will respond to DNS queries
from end users with the DNS records that you create. Learn more

Project details

Subscription * ‘

Resource group * ‘ TestGroup1 > |
Create new

Instance details

*
Name cluster1.zone

Next : Tags > Download a template for automation

< >

6) Configuring virtual machines
Log in to the created nodel and node2 and specify the settings following the procedure below.
Set a partition for the mirror disk resource. Create a file system in the added disk.
Secure an area in the added disk by using the fdisk command and then create a file system.

For details about the partition for the mirror disk resource, see "Partition settings for Mirror disk resource
(when using Replicator)" in "Settings after configuring hardware" in "Determining a system configuration" in
the Installation and Configuration Guide.

1. Check the partition list. In the following example, the last line shows the added disk.

$ cat /proc/partitions
major minor #blocks name

4 £do
31457280 sda
512000 sdal

2 30944256 sda2
16 73400320 sdb
17 73398272 sdbl
32 20971520 sdc

= o O

O 00 0O 00 0 o N

2. Create a cluster partition and data partition in the added disk by using the fdisk command. Allocate 1 GB
(1*1024*1024*1024 bytes) or more to a cluster partition. (If the size is specified as just 1 GB, the actual
size will be larger than 1 GB depending on the disk geometry difference. This is not a problem.) Also, do
not create a file system in a cluster partition.

3. If you select Execute initial mkfs when creating the cluster configuration data by using Cluster WebUI,
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EXPRESSCLUSTER creates a file system automatically. Note that existing data in the partition will be
lost.

7) Adjusting the OS startup time, checking the network setting, checking the root file system, checking the
firewall setting, synchronizing the server time, and checking the SELinux setting.

For each procedure, see "Settings after configuring hardware." in "Determining a system configuration” in the
Installation and Configuration Guide.

8) Installing the Azure CLI

Install the Azure CLI.
The procedure to install the Azure CLI from an npm package is described.
For details about this procedure and other procedures, see the following websites:

Install the Azure CLI:
https://docs.microsoft.com/en-us/cli/azure/install-azure-cli
Log in to the created nodel and node2 and install the Azure CLI following the procedure below.

Be sure to use the following installation procedure. If the Azure CLI is installed in other ways, Azure DNS
resource will not work properly.

$ sudo yum check-update; sudo yum install -y gcc libffi-devel python-devel
—openssl-devel

$ curl -L https://aka.ms/InstallAzureCli | bash -

$ exec -1 S$SHELL

9) Creating a service principal

Create a service principal using the Azure CLI

Azure DNS resource performs login to Microsoft Azure and DNS zone registration and monitoring. When
logging in to Microsoft Azure, Azure login with a service principal is used.

Please note that certificates have an expiration date.
For more details, see the --years option of az ad sp create-for-rbac.
https://docs.microsoft.com/en-us/cli/azure/ad/sp?view=azure-cli-latest#az-ad- sp-create-for-rbac

For details about a service principal and procedure, see the following websites:

Sign in with Azure CLI:
https://docs.microsoft.com/en-us/cli/azure/authenticate-azure-cli

Create an Azure service principal with Azure CLI:
https://docs.microsoft.com/en-us/cli/azure/create-an-azure-service-principal-azure-cli
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1. Log in with an organizational account.
$ az login -u <account_name> -p :<password>x

2. Create and register a service principal. Write down the displayed name and tenant because it is necessary
to set them in the Azure DNS resource settings of Cluster WebUI. In the following example, a service
principal is created in /home/testlogin/tmpbyJ1cK.pem. The valid period of certificates is set to 10 years.

$ az ad sp create-for-rbac --name azure-test —--create-cert --years 10

{
"appId": "XXXXXXXX-XXXX-XXXX-XXXX-XXXXXXXXXXXX",
"displayName": "azure-test",
"fileWithCertAndPrivateKey": "/home/testlogin/tmpbyJlcK.pemn",
"name": "http://azure-test",
"password": null,
"tenant”: "XXXXXXXX-KXXX-XXXX-KXXX-XXXXXXXXXXXX""

}

3. Log out.
$ az logout --u <account_name>

4. Check whether login to Microsoft Azure using the created service principal is possible.

$ az login —--service-principal -u <name_value_in_step 2> —--tenant
—<tenant_value_in_step 2> -p <fileWithCertAndPrivateKey_value_in_
—Step_2>

The following is displayed upon successful sign-in.

[
{
"cloudName": "AzureCloud",
"id": "XXXXXXKK-XKXX-KXXX-XXXK-XXXXXXKXXKXXX",
"isDefault": true,
"name": "xxxxxxxxxx",
"state": "Enabled",
"tenantId": "XXXXXXXX-XXXX-XXXX-KXXX-XXXXXXXXXXKX",
"user": {
"name": "http://azure-test",
"type": "servicePrincipal" }
}
]
5. Log out.
$ az logout --username <name_value_in_ step 4>

When changing the role of the created service principal from the default "Contributor" to another role,
select a role that has access permissions to all of the following operations as the Actions properties. If
the role is changed to a role that does not satisfy this condition, monitoring by the Azure DNS monitor
resource, which are set up later, will fail due to an error.

Microsoft.Network/dnsZones/A/write
Microsoft.Network/dnsZones/A/delete
Microsoft.Network/dnsZones/NS/read

10) Installing EXPRESSCLUSTER
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For the installation procedure, see the Installation and Configuration Guide.
After installation is complete, restart the OS.

11) Registering the EXPRESSCLUSER license

For the license registration procedure, see the Installation and Configuration Guide.
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4.3 Configuring the EXPRESSCLUSTER settings

For the Cluster WebUI setup and connection procedures, see "Creating the cluster configuration data" in the Installation
and Configuration Guide.

This section describes the procedure to add the following resources and monitor resources:
e Mirror disk resource
e Azure DNS resource
¢ Azure DNS monitor resource
¢ Custom monitor resource (for NP resolution)
¢ IP monitor resource (for NP resolution)
* Multi target monitor resource (for NP resolution)

For the settings of other resources and monitor resources, see the Installation and Configuration Guide and the Refer-
ence Guide.

1) Creating a cluster
Start the Cluster generation wizard to create a cluster.
 Creating a cluster

1. .Access Cluster WebUI, and click Cluster generation wizard.

Cluster WebUI <cluster> # Config mode ~ 2 O

e
# = | B8 ¥ » = 2
Cluster generation wizard | Import | Export | Get the Configuration File | Apply the Configuration File | Update Server Data | check the Configuration File

2. Cluster of Cluster generation wizard is displayed.
Enter a desired name in Cluster Name.
Select an appropriate language in Language. Click Next.
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# Cluster generation wizard

Cluster = Basic Settings < Interconnect = NP Resolution < Group = Monitor
Cluster Name”* Clusterl

Comment

Language® English w

Management IP Address

@ Start generating the cluster.

Enter the cluster name, and then select the language (locale) of the environment that runs WebManager.

If using the integrated WebManager to manage multiple clusters, specify a unique cluster name to identify the cluster.

The management IP address is a floating IP address used for a WebManager connection. If establishing connections by specifying each server IP address, the
management IP address can be omitted.

To continue, click [Next].

«Back Next » Cancel

3. Basic Settings is displayed.
The instance connected to Cluster WebUI is displayed as a registered master server.

Click Add to add the remaining instances (by specifying the private IP address of each
instance). Click Next.

Add server
Server Name or IP Address® 10.5.0.111

© Enter an IP address or a server name.

When entering a server name, name resclution is necessary.

Both IPv4 and IPv6 for IP address can be used.

When entering an IP address, the server name Is automatically acquired.

oK Cancel

# Cluster generation wizard

Cluster @ = Basic Settings =» Interconnect < NP Resolution = Group = Monitor
Add Remove

Server Definitions

Order Name
Master server nodel
1 node2
T~ b
Server Group Definition Settings

@ Click "Add" to add servers constructing the cluster.
Click 1] or [¥] to change the server priority.
Click "Settings" to configure the server group when using the server group.

4 Back Next » Cancel

4. The Interconnect window is displayed.

Specify the IP addresses (IP address of each instance) to be used for interconnect. In addition,
select mdc1 for MDC as a communication path of a mirror disk resource to be created later.
Click Next.
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# Cluster generation wizard

Server
Cluster @ = Basic Settings @ = Interconnect - NP Resolution < Group = Monitor
Properties Add Remove
Interconnect List
Priority Type MDC nodel node2

1 Kemnel Mode v | mdcl v | 105.0.110 v | 1050111 v
T~ v

@ Configure the interconnect among the servers constructing the cluster.Click "Add" to add interconnect and select the type.

For "Kernel mode", "User mode"”, "BMC", "DISK", "Witness HB" and "COM" settings, configure the route which is used for heartbeat. For "Mirror Communication
Only" setting, configure the route which is used only for data mirroring communication.

Configuring more than one routes is recommended.

For "Kernel mode" ", "User mode, "DISK" and "COM" settings, click each server column cell and set an IP address or device.

For "Witness HB" setting, click each server column cell to set "Use" or "Do not use", and then click "Properties” to set detailed settings.

Click " T" or " |." to configure the priority to preferentially use the LAN only for the communication among the cluster servers.

For "Mirror Communication Only" settings, click each server column cell to configure IP addresses.

For the communication route which is used for data mirroring communication, select the mirror disk connect name to be allocated to the communication route in
MDC column.

4 Back Next» Cancel

5. The NP Resolution window is displayed.

Note that NP resolution is not configured on this window. The equivalent feature is achieved
by adding the IP monitor resource, custom monitor resource, and multi target monitor
resource. Configure NP resolution in "3 Adding a monitor resource."

You need to examine the NP resolution destination and method depending on the location of
clients accessing a cluster system and the condition for connecting to an on-premise
environment (for example, using a dedicated line). There is no NP resolution destination nor
method to recommend. Additionally, you can use network partition resolution resources for
NP resolution.

Click Next.

# Cluster generation wizard

Server

Cluster @ = Basic Settings @ = Interconnect @ = NP Resolution = Group = Monitor
Properties Add Remove

NP Resolution List

Type Target nodel node2
No NP resolutions

Tuning

@ Configure network partition (NP) resolution function.
Click "Add" to add NP resolution resource and select the type.
For "Ping" setting, click Target column cell to configure IP address of Ping destination, and then click each server column cell to configure "Use” or "Do not use".

For "HTTP" setting, click Target column cell to configure HTTP packet destination, and then click each server column cell to configure "Use" or "Do not use".
The detailed settings can be verified and changed by clicking "Properties".
Click "Tuning" to configure the actions at NP occurrence.

4 Back Next » Cancel

2) Adding a group resource
* Defining a group
Create a failover group.

1. The Group List window s displayed.
Click Add.
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# Cluster generation wizard

Cluster @ =» Basic Settings @ = Interconnect @ -» NP Resolution® = Group = Monitor
Properties Add Remove

Group List

Name Type

Group Resource

No groups

@ Configure failover group to be a unit of fail over.

Click "Add" to add a group.

Click "Properties” to configure the properties of the selected group.
Click "Group Resource" to add resource to the selected group.

4 Back Next » Cancel

2. The Group Definition window is displayed.
Specify a failover group name (failoverl) for Name. Click Next.

Group Definition

failover

Basic Settings -» Startup & =» Group Attributes = Group Resource

Type* failover v
Name” failoverl
Comment

@ Select group type.

"Failover".
If using server group, check the "Use Server Group”.

4 Back

If using virtual machine resources to cluster virtual machines, select "Virtual machine” as the type. In other cases, select

Next » Cancel

3. The Startup Servers window is displayed.
Click Next without specifying anything.

4. The Group Attributes window is displayed.
Click Next without specifying anything.

5. Group Resource List is displayed.

On this page, add a group resource following the procedure below.

Group Definition

Basic Settings @ = Startup Servers @ = Group Attributes @ <  Group Resource
Properties Add Remove

Group Resource List

Name Type

MNo resources

© Click "Add" to add resources.
Click "Properties" to configure the properties of the selected resource.

1 Back
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e Mirror disk resource

Create a mirror disk resource.
For details, see "Understanding mirror disk resources” in the Reference Guide.

1. Click Add on the Group Resource List page.

2. The Resource Definition of Group | failover1 window is displayed.

Select the group resource type (Mirror disk resource) from the Type box and enter the group name (md)
in the Name box. Click Next.

Resource Definition of Group | failover1

Info < Dependency <» Recovery Operation = Details

Type* Mirror disk resource v
Name”* md

Comment

Get License Info

@ Select the type of group resource and enter its name.

4 Back Next » Cancel

3. The Dependency window is displayed.
Click Next without specifying anything.

4. The Recovery Operation window is displayed.
Click Next.

5. The Details window is displayed.
Enter the device name of the partition created in "6. Configuring virtual machines" in Data Partition
Device Name and Cluster Partition Device Name. Specify Mount Point and File System. Click Finish
to finish setting.

Resource Definition of Group | failover1

Info @ = Dependency @ -=» Recovery Operation @ -» Details
Common nodel node2
Mirror Partition Device Name* [dev/NMPL
Mount Point* Jmnt/md
Data Partition Device Name* [dev/sdc2 W
Cluster Partition Device Name* Jdev/sdcl W
File System* ext4 v
Mirror Disk Connect Select
Tuning
4 Back Cancel

62 Chapter 4. Cluster Creation Procedure (for an HA Cluster Using Azure DNS)



EXPRESSCLUSTER X 5.0
HA Cluster Configuration Guide for Microsoft Azure (Linux), Release 2

¢ Azure DNS resource

Provides a mechanism to register or unregister a record to or from Azure DNS.
For details about the Azure DNS resource, see "Understanding Azure DNS resources” in the Reference Guide.

1. Click Add on the Group Resource List page.

2. The Resource Definition of Group | failover1 window is displayed. Select the group resource type (Azure
DNS resource) from the Type box and enter the group name (azuredns1) in the Name box. Click Next.

Resource Definition of Group | failoverl azuredns
Info = Dependency = Recovery Operation = Details

Type* Azure DNS resource W

Name* azurednsl

Comment

Get License Info

©® Select the type of group resource and enter its name.

1 Back Next » Cancel

3. The Dependency window is displayed.
Click Next without specifying anything.

4. The Recovery Operation window is displayed.
Click Next.

5. Enter the values for each of the following: Record Set Name, Zone Name, IP Address, Resource
Group Name, User URI, Tenant ID, File Path of Service Principal, Thumbprint of Service Principal
, Azure CLI File Path. When using the IP address of each server, enter the IP address in the tab for each
server. When setting up the servers separately, enter any IP address of the servers in the Common tab and
then make settings for other servers. Only when using Azure CLI 1.0 (Azure classic CLI), enter
Thumbprint of Service Principal. For User URI and Tenant ID, specify respectively the name and the
tenant you wrote down at "9. Creating a service principal".
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Resource Definition of Group | failoverl azuredns

Info @ = Dependency @ -» Recovery Operation @ -» Details

Common nodel node2

Record Set Name* test-record1

Zone Name* clusterl.zone

IP Address” 10.5.0.110

TTL® 3600 sec
Resource Group Name* TestGroupl

Account

User URT* http://azure-test

Tenant ID* OCO000C-XC00-X0O-)000(- X0

File Path of Service Principal* /home/testlogin/tmpbyl1ck.

Thumbprint of Service Principal

Azure CLI File Path*® fusr/binfaz

Delete a record set at deactivation %]

Tuning

1 Back Cancel

6. Click Finish.
3) Adding a monitor resource

e Azure DNS monitor resource

The mechanism to check the record sets registered to the Azure DNS and whether the name resolution is
available is provided.

For details about Azure DNS monitor resources, see "Reference Guide" > "Understanding Azure DNS monitor
resources”

Adding one Azure DNS resource creates one Azure DNS monitor resource automatically.

¢ Custom monitor resource

Sets a script to monitor whether communication with the Microsoft Azure Service Management API is
possible, and also to monitor health of communication with an external network.

For details about the custom monitor resource, see "Understanding custom monitor resources” in the Reference
Guide.

1. Click Add on the Monitor Resource List page.

2. Select the monitor resource type (Custom monitor) from the Type box and enter the monitor resource
name (genw1) in the Name box. Click Next.
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Monitor Resource Definition

Info - Monitor(common) =» Monitor(special) < Recovery Action
Type® Custom monitor v
Name* genwl

Comment

Get Licence Info

© Select the type of monitor resource and enter its name.

4 Back

Next b Cancel

3. The Monitor (common) window is displayed.
Confirm that Monitor Timing is Always and click Next.

Monitor Resource Definition

Info @ - Monitor(common) -» Monitor(special) -» Recovery Action
Interval* 60 sec
Timeout* 120 sec
Do Not Retry at Timeout Occurrence O

Retry Count* 0 time
Wait Time to Start Monitoring® 0 sec

Monitor Timing

® Always
O Active

Target Resource

Nice Value
1 | |

Choose servers that execute monitoring Server

1 Back

Next » Cancel

4. The Monitor (special) window is displayed.
Select Script created with this product.
The following shows the sample of a script to be created.

#! /bin/sh

<EXPRESSCLUSTER-installation-path>/bin/clpazure_port_checker -h

—management .core.windows.net -p 443
exit $°?

Select Synchronous for Monitor Type. Click Next.

[}
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Monitor Resource Definition

Info @ = Monitor(common) @ = Monitor(special) - Recovery Action

O User Application
® Script created with this product

File genw.sh

Monitor Type ® Synchronous

O Asynchronous
Log Output Path
Rotate Log O
Normal Return Value® 0
Wait for activation monitoring to stop before stopping O

the cluster

Edit View Replace

1 Back Next » Cancel

5. The Recovery Action window is displayed.
Select Execute only the final action for Recovery Action, LocalServer for
operation for Final Action.

Monitor Resource Definition

Recovery Target, and No

Info @ = Monitor(common) @ <» Monitor(special) @ -» Recovery Action
Recovery Action Execute only the final action

Recovery Target * LocalServer

Execute Script before Final Action O

Final Action No operation v

Browse

Script Settings

1 Back Cancel
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6. Click Finish to finish setting.

¢ IP monitor resource

Creates an IP monitor resource to monitor communication between clusters that are configured with virtual
machines, and also to monitor whether communication with an internal network is health.

For details about the IP monitor resource, see Understanding IP monitor resources in the Reference Guide.

1. Click Add on the Monitor Resource List page.

2. Select the monitor resource type (IP monitor) from the Type box and enter the monitor resource name
(ipw1) in the Name box. Click Next.

Monitor Resource Definition

Info - Monitor(common) <= Monitor(special) < Reco

Type® IP monitor v
Name* ipwl

Comment

Get Licence Info

@ Select the type of monitor resource and enter its name.

1 Back Next » Cancel

3. The Monitor (common) window is displayed.
Confirm that Monitor Timing is Always.
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Monitor Resource Definition

Info @ - Monitor(common) - Monitor(s

Interval* 30 sec
Timeout* 30 sec
Collect the dump file of the monitor process at timeout O

occurrence

Do Not Retry at Timeout Occurrence O

Retry Count* 0 time
Wait Time to Start Monitoring® 0 sec

Monitor Timing
® Always
O Active

Target Resource Brow

[}
[l

Nice Value 0
. ! [ |

Choose servers that execute monitoring Server

1 Back Next » Cancel

Select one available server for Choose servers that execute monitoring.

Failure Detection Server

O all servers
® select
Servers that can run the Group Available Servers
Name < Name
nodel Add node2
_)
Remove
OK Cancel Apply
Click Next.

4. The Monitor (special) window is displayed.
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Monitor Resource Definition

Info @ = Monitor(common) @ = Monitor(special) - Recovery Action
Common nodel node2
Edit Add Remove

IP Address List
IP Address

Mo Ip Address

1 Back Next » Cancel

On the Common tab, select Add of IP Address and set an IP address of a server other than the server
selected in step 3. Click Next.

IP Address Settings

IP Address® 10.5.0.111

8] 4 Cancel

Monitor Resource Definition

Info @ = Monitor(common) @ <» Monitor(special) -» Recovery Action
Common nodel node2
Edit Add Remove

IP Address List
IP Address

10.5.0.111

1 Back Next » Cancel

5. The Recovery Action window is displayed.

Select Execute only the final action for Recovery Action, LocalServer for Recovery Target, and No
operation for Final Action.
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10.

11.

12.

Monitor Resource Definition

Info @ = Monitor(common) @ <> Monitor(special) @ <> Recovery Action
Recovery Action Execute only the final action W
Recovery Target * LocalServer Browse
Execute Script before Final Action O
Final Action No operation ~
Script Settings
1 Back Cancel

Click Finish to finish setting.
Then, create a monitor resource on the other server. Click Add on the Monitor Resource List page.

Select the monitor resource type (IP monitor) from the Type box and enter the monitor resource name
(ipw2) in the Name box. Click Next.

. The Monitor (common) window is displayed.

Confirm that Monitor Timing is Always.
Select one available server for Choose servers that execute monitoring.
Click Next.

The Monitor (special) window is displayed.
On the Common tab, select Add of IP Address and set an IP address of a server other than the server
selected in step 9. Click Next.

The Recovery Action window is displayed.

Select Execute only the final action for Recovery Action, LocalServer for Recovery Target, and No
operation for Final Action.

Click Finish to finish setting.

* Multi target monitor resource

Creates a multi target monitor resource to check the statuses of both the custom monitor resource monitoring
communication to Microsoft Azure Service Management API and the IP monitor resource between clusters
that are configured with virtual machines.
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If the statuses of both monitor resources are abnormal, execute the script in which the processing for NP

resolution is described.

For details about the multi target monitor resource, see Understanding multi target monitor resources in the

Reference Guide.

1. Click Add on the Monitor Resource List page.

2. Select the monitor resource type (Multi target monitor) from the Type box and enter the monitor resource

name (mtw1) in the Name box. Click Next.

Monitor Resource Definition

Get Licence Info

@ Select the type of monitor resource and enter its name.

Info - Monitor(common) <» Monitor(special) < Recovery Action
Type® Multi target monitor v
Name* mtwl

Comment

4 Back

MNext »

Cancel

3. The Monitor (common) window is displayed.
Confirm that Monitor Timing is Always and click Next.

Monitor Resource Definition

Info @ = Monitor(common) - Monitor(sp

( T_)

Interval® 30
Timeout”* 30

Collect the dump file of the monitor process at timeout O
occurrence

Retry Count* 0
Wait Time to Start Monitoring® 0
Monitor Timing

® Always

O Active

Target Resource

Nice Value
1 | |

4. The Monitor (special) window is displayed.

cial) =» Recovery A

time

SeC

4 Back

Browse

Mext »

Cancel
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From Available Monitor Resources, select the custom monitor resource (genw1) for checking
communication with Service Management API and two IP monitor resources (ipw1 and ipw?2) that are set
to both servers. Then, click Add to add them to Monitor Resource List. Click Next.

Monitor Resource Definition

Info @ = Monitor(common) @ < Monitor(special) - Re

Monitor Resources

covery Action

Available Monitor Resources

Monitor Resource Type €« Monitor Resource Type
genwl genw Add Mo Available Monitor Resources

ipwl ipw >

. ; Remove

ipw2 ipw

Tuning

41 Back MNext » Cancel

5. The Recovery Action window is displayed.

Specify Execute only the final action for Recovery Action, LocalServer for Recovery Target, and
Stop the cluster service and shutdown OS for Final Action.

Monitor Resource Definition

Recovery Action

Recovery Target *

Execute Script before Final Action

Final Action

Info @ < Monitor(common) @ =

Monitor(special) @ < Recovery Action

|

Execute only the final action

LocalServer

Stop the cluster service and shutdown OS5 v

Browse

Script Settings

1 Back Cancel

6. Click Finish.
4) Setting the cluster properties

For details about the cluster properties, see "Cluster properties” in the Reference Guide.
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* Cluster properties
Configure the settings in Cluster Properties to link Microsoft Azure and EXPERSSCLUSTER.
1. Enter Config Mode from Cluster WebUI, click the property icon of a cluster name.

Cluster Name Cluster1
Comment
Language English W

0K Cancel Apply

2. Select the Timeout tab. For Timeout of Heartbeat, specify a value calculated by "A+B+C" as
described below.

— A: Interval of the monitor resource being monitored by the multi target monitor resource
for NP resolution x (Retry Count+1)

* Among three monitor resources, select the monitor resource whose calculation result is the
largest.

— B: Interval of the multi target monitor resource x (Retry Count+1)

— C: 30 seconds (Waiting time for heartbeat not to time out before the multi target monitor
resource detects an error. The time can be changed accordingly.

Note: If Timeout of Heartbeat is shorter than the time that it took for the multi target monitor
resource to detect an error, a heartbeat timeout will be detected before starting the NP resolution
processing. In this case, the same service may start doubly in the cluster because the service
also starts on the standby server.

Server Sync Wait Time* 5 min
Heartbeat

Interval® 3 sec

Timeout* 120 sec

Server Internal Timeout® 180 sec
Initialize

0K Cancel Apply

3. Click OK.

5) Applying the settings and starting the cluster

1.

Click Apply the Configuration File on the File in the config mode of Cluster WebUI.
If the upload succeeds, the message saying "The application finished successfully."

. Select the Operation Mode on the drop down menu of the toolbar in Cluster WebUI to switch to the operation

mode.

. The procedure depends on the resource used. For details, refer to the following:Installation and Configuration

Guide -> How to create a cluster
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4.4 Verifying the created environment

Verify whether the created environment works properly by generating a monitoring error to fail over a failover group.

If the cluster is running normally, the verification procedure is as follows:

. Start the failover group (failoverl) on the active node (nodel). In the Status tab on the Cluster WebUI, confirm

that Group Status of failoverl of nodel is Normal.

. Log in to the Microsoft Azure portal, select clusterl.zone on the DNS zone, and then select Summary. Check

the DNS servers displayed on the upper right of the window (name server 1, name server 2, name server 3, and
name server 4 in the window example).

. Confirm that the relevant record set exists in the DNS servers checked in the above step by executing the

nslookup command as follows:

$ nslookup test-recordl.clusterl.zone <DNS_servers_checked in_ the_above_
—Step>

. On the Microsoft Azure portal, delete an A record from the DNS zone. This causes azurednswl to detect a

monitoring error. On the DNS zone, select clusterl.zone and then Summary.

. Select the record you want to delete and click Delete. When the deletion confirmation dialog box is displayed,

select Yes.

. When the time specified for Interval of azurednsw1 elapses, the failover group (failoverl) enters an error status

and fails over to node2. In the Status tab on the Cluster WebUI, confirm that Group Status of failoverl of
node2 is Normal.

. Confirm that the relevant record set exists in the DNS servers checked in the above step by executing the

nslookup command as follows:

$ nslookup test-recordl.clusterl.zone <DNS_servers_checked in the above_
—~Step>

Verifying the failover operation when an A record is deleted from the DNS server is now complete. Verify the opera-
tions in case of other failures if necessary.
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CHAPTER
FIVE

CLUSTER CREATION PROCEDURE (FOR AN HA CLUSTER USING A
PUBLIC LOAD BALANCER)

5.1 Creation example

This guide introduces the procedure for creating a 2-node unidirectional standby cluster using EXPRESSCLUSTER
on Microsoft Azure. This procedure is intended to create a mirror disk type configuration in which nodel is used as
an active server.

The following tables describe the parameters that do not have a default value and the parameters whose values are to
be changed from the default values.

* Microsoft Azure settings (common to nodel and node2)

Setting item | Setting value
Resource group setting

TestGroupl
— Resource group

(Asia Pacific) Japan East
— Region

Virtual network setting

Vnetl
— Name

10.5.0.0/24
— Address space

Vnetl-1
— Subnet Name

10.5.0.0/24
— Subnet Address range

TestGroupl

Resource group

(Asia Pacific) Japan East
Location

Continued on next page
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Table 5.1 — continued from previous page
Setting item | Setting value
Load balancer setting

TestLoadBalancer
— Name
Public
— Type
TestLoadBalancerPublicIP
— Public IP address
Static
— Public IP address: Assignment
TestGroupl

Resource group

(Asia Pacific) Japan East

Region

TestBackendPool

Backend pool: Name

Availability set
Associated to

nodel
— Target virtual machine node2
10.5.0.110
— Network IP configuration 10.5.0.111
TestHealthProbe
— Health probe: Name
26001

Health probe: Port

TestLoadBalancingRule

Load balancing rule: Name

80 (Port number offering the operation)

Load balancing rule: Port

8080 (Port number offering the operation)

Load balancing rule: Backend port

Inbound security rule setting

TestHTTP
— Name

Continued on next page
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Table 5.1 — continued from previous page
Setting item Setting value
TCP

— Protocol

8080 (Port number offering the operation)
— Destination Port range

* Microsoft Azure settings (specific to each of nodel and node2)
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Setting item Setting value
node1 [node?
Virtual machine setting
i Standard HDD
— Disk type
— User name testlogin
— Password PassWord_123

TestGroupl

Resource group

(Asia Pacific) Japan East

Region

Network security group setting

del- de2-
— Name nodel-nsg node2-nsg
Availability set setting
AvailabilitySet1
— Name vailabilitySe
. 5
— Update domains
2

— Fault domains

Diagnostics storage account setting
Automatically generated

— Name
— Performance Standard
— Replication Locally-redundant storage (LRS)

IP configuration setting

— 1P address 10.5.0.110 10.5.0.111
Disk setting
nodel_DataDisk_0 node2_DataDisk_0
— Name
N ty disk
— Source type one (empty disk)
Standard HDD
— Account type
20
— Size
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* EXPRESSCLUSTER settings (cluster properties)

Setting item Setting value
node1 | node2
1 1

— Cluster Name Cluster

— Server Name nodel node2
120

— Timeout Tab:  Heartbeat

timeout

* EXPRESSCLUSTER settings (failover group)

Resource name Setting item Setting value
Mirror disk resource Name md
Details Tab: Mount Point /mnt/md
Details Tab: Data Partition Device | /dev/sdc2
Name
Details Tab: Cluster Partition De- | /dev/sdcl
vice Name
Details Tab: File System ext4
Mirror Tab: Execute the initial | On
mirror construction
Mirror Tab: Execute initial mkfs On
Azure probe port resource Name azureppl

Probe port

26001 (Value specified for Port of
Health probe)

* EXPRESSCLUSTER settings (monitor resource)

Monitor resource name Setting item Setting value
Mirror disk monitor resource Name mdw1
Azure probe port monitor re- | Name azureppw 1
source

Recovery Target azureppl
Azure load balance monitor re- | Monitor resource name aurelbwl
source

Recovery Target azureppl
Custom monitor resource Name genw1

Script created with this product On

Monitor Type Synchronous

Normal Return Value 0

Recovery Action

Execute only the final action

Recovery Target

LocalServer

IP monitor resource Name ipwl
Server to monitor nodel
IP Address 10.5.0.111

Recovery Action

Execute only the final action

Continued on next page
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Table 5.3 — continued from previous page

Monitor resource name Setting item Setting value
Recovery Target LocalServer
IP monitor resource Name ipw2
Server to monitor node2
IP Address 10.5.0.110
Recovery Action Execute only the final action
Recovery Target LocalServer
Multi target monitor resource Name mtw1
Monitor resource list
genwl
ipwl
ipw?2
Recovery Action Execute only the final action
Recovery Target LocalServer
Execute Script before Final Ac- | On
tion
Timeout 30
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5.2 Configuring Microsoft Azure

1. Creating a resource group

Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a resource group following the
steps below.

1. Select the Resource groups icon on the upper part of the window. If there are existing resource
groups, they are displayed in a list.

s e e e

~
Azure services
(11} L — —
°) mmm o] —

+ [ ;, o ans & = = —
Createa Resource Network Virtual Subscriptions Al resources  App Services Storage SQL databases  More services
resource groups security groups machines accounts

Recent resources
NAME TYPE LAST VIEWED
4> 22 min ago
? 24 min ago

%) 24 min ago

= 26 min age

= 26 min age

= 27 min ago

= 28 min ago

L3 28 min ago

(0] 28 min ago

[ e ] 29 min ago

[ 30 min age

b4 32 min ago
Navigate
mm
Subscriptions [74]  Resource groups EEE Al resources Dashboard
Tools
v
g = 1 - N

2. Select +Add at the upper part of the window.
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e e e e

Home > Resource groups
Resource groups 2 X
+ Add == Editcolumns (D Refresh | Exportto CSV 7 Feedback
E Subscription == all Location == all @ +v Add filter
Showing 1 o 30 of 30 records. [ Nogrouping V|
[] Name © Subscription T Location Ty
O Japan East o0
O® Southeast Asia
O® West US
O South Central US
O South Central US
O Japan West
O® East Asia
O® South Central US
O® South Central US
O North Europe
O South Central US
O South Central US
O® Central US
O® Japan East
O® West India
O®E Japan East
O® Japan East
D (=) Japan East ‘v
I R
page [ 1 |of1

3. Specify Subscription, Resource group, and Region, and click Review+Create.

e e e e

Home > Resource groups > Create a resource group

Create a resource group ps

Basics Tags Review + create
Resource group - A container that holds related resources for an Azure solution. The resource group can include all the
resources for the solution, or only those resources that you want to manage as a group. You decide how you want to

allocate resources to resource groups based on what makes the most sense for your organization. Learh more

Project details

subscription ¥ [ M

Resource group *© [ Testaroupt /]

Resource details

Region *© [ casia pacific) Japan East ]

< >

2. Creating a virtual network

Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a virtual network following the
steps below.
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1. Select the Create a resource icon on the upper part of the window.

L e e servees and o 52

Azure services

+ —

(%) )

Create a Resource Network Virtual Subscriptions All resources
resource groups securitygroups  machines
Recent resources
NAME TYPE
o>
(%)
L
Navigate
Subscriptions [14]  Resource groups EEE Al resources
HH

Tools

—

More services

— sl

.
@

App Services Storage SQL databases

accounts

LAST VIEWED
22 min ago
24 min ago
24 min ago
26 min ago
26 min ago
27 min ago
28 min ago
28 min ago
28 min ago
29 min ago
30 min ago

32 min ago

Ll Dashboard

2. Select Networking and then Virtual network.

= Microsoft Azure

£ Search resources, services, and docs (G+/)

Home > New

New

|2 search the Marketplace

See all See all

Featured

Azure Marketplace

Virtual network
Quickstart tutorial

Get started
Recently created

Check Point CloudGuard lzaS R80.10
Cluster (preview)

Al + Machine Learning

Analytics

Learn more
Blockchain

Load Balancer
Compute Learn more
Containers

Application Gateway
& e
Developer Tools

Front Door
DevOps

Learn more
Identity
Integration Firewall

Learn more

Internet of Things

Media Virtual WAN

Learn more

Mixed Reality

IT & Management Tools

Network security group
Quickstart tutorial

Software as a Service (SaaS)

ExpressRoute
Security Learn mare
Storage

Connection
Web Learn more

3. Specify Name, Address space, Subscription, Resource group, Location, Name of Subnet, and

Address range of Subnet, and click Create.
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= Microsoft Azure A2 Search resources, services, and docs (G+/)

Home > Mew > Create virtual network

Create virtual network o x
Name ¥ ~
[ Vnett |
Address space ¥©

[10500/24 |

10.5.0.0 - 10.5.0.255 (256 addresses)

(7] add an 1Pv6 address space ©

Subscription ¥

\ M
Resource group *

[ Testroupt M
Create new

Location *

[ (asia Pacificy 1apan East v |
Subnet

Name *

[ Vnet1-1 B

Address range *@

[10500/24 -]
105.0.0 - 10.5.0.255 (256 addresses)

DDos protection O

(®) Basic () Standard

Service endpoints O
[(oicabi-d JETTD)]

Firewall ©

[(Cisabled JERTTTD v

Automation options

< >

3. Creating a virtual machine

Log in to the Microsoft Azure portal (https://portal.azure.com/) and create virtual machines and disks
following the steps below.

Create as many virtual machines as required to create a cluster. Create nodel and then node2.

1. Select the Create a resource icon on the upper part of the window.

e e e

~
Azure services
11} Lo — —

+ (%) ¢ a EHH @ = T -
Createa Resource Network Virtual Subscriptions Al resources  App Services Storage SCL databases  More services
resource groups security groups machines accounts

Recent resources
NAME TYPE LAST VIEWED
& 22 min ago
‘,- 24 min age

(%) 24 min ago

= 26 min age

= 26 min ago

= 27 min ago

[~ ] 28 min ago

Iy 28 min ago

(o] 28 min ago

[} 29 min ago

0 30 min ago

s 32 min ago

Navigate
Subscriptions [“4]  Resource groups Al resources Dashboard
Tools
v
o ~_ . S
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2. Select Compute and then See all.

Microsoft Azure R Search resources, services, and docs (G+/)

Home > New

New

[0 Seardh the Marketplace

Azure Marketplace ~ Seeall Featured Seeall

Get started Virtual machine
Learn more

Recently created

Al + Machine Learning

Server 2016
Analytics Learn more
Blockehain Reserved VM Instances
Containers

Kubernetes Service
Databases

Quickstart tutorial

Developer Tools

Service Fabric Cluster

DevO)
eops Quickstart tutorial

Identity

Integration Web App for Containers

Quickstart tutorial
Internet of Things

Media Function App
’> Quickstart tutorial

(SHoRel s

Mixed Reality

IT & Management Tools Batch Service

Networking Quickstart tutorial

Software as a Service (Saa$)

Security kernel
Learn more

Storage

Web Ubuntu Server 16.04 LTS

Quickstart tutorial

3. Select CentOS-based 7.6

5QL Server 2017 Enterprise Windows

Debian 9 "Stretch” with backports

L Seareh ourees servces ard dos &)

Home > New » Creste  Select an image

Create a virtual v

Marketplace My ltems  Preview ltems

Basics  Disks  Net Al + Machine Learning [ Contos based]

Create avirtual machine ~ Analytics
image. i
Complete the Basics tab Blockchain
customization. Compute
Looking for classic VMs?

Containers
Project details

Databases
Select the subscription
your resources. Developer Tools
Subscription *(© DevOps

Identity

Resource group
Integration

Internet of Things

Instance details
IT & Management Tools

Virtual machine name *
Media
Region *@
¢ Mixed Reality
Availability optiens (O Networking
Security

Availability set ¥
Software as a Service (SaaS)

Image *© Storage

Web
Azure Spot instance (0
Size *@

<

WO W RN W R W

CentOS-based 7.3 HPC
Rogue Wave Software (formerly OpenLogic)

This distribution of Linux is based on CentOS and is provided by Rogus Wave Software.

CentOS-based 7.6
Rogue Wave Software (formerly OpenLogic)

This distribution of Linux is based on CentOS and is provided by Rogue Wave Software.

CentOS-based 6.5 HPC
Rogue Wave Software (formerly OpenLogic)

This distribution of Linux is based on CentOS and is provided by Rogue Wave Software.

CentOS-based 7.4 HPC
Rogue Wave Software (formerly OpenLogic)

This distribution of Linux is based on CentOS and is provided by Rogus Wave Software.

CentOS-based 7.7
Rogue Wave Software

This distribution of Linux is based on CentOS and is provided by Rogue Wave Software.

CentOS-based 7.5
Rogue Wave Software (formerly OpenLogic)

This distribution of Linux is based on CentOS and is provided by Rogue Wave Software.

CentOS 7.6
Rogue Wave Software (formerly OpenLogic)

This distribution of Linux is based on CentOS and is provided by Rogus Wave Software.

CentOS-based 7 LVM
Rogue Wave Software (formerly OpenLogic)

This distribution of Linux is based on CentOS and is provided by Rogue Wave Software.

CentOS-based 6.8 HPC
Rogue Wave Software (formerly OpenLogic)

This distribution of Linux is based on CentOS and is provided by Rogue Wave Software.

CentOS-based 7.1 HPC

Rogue Wave Software (formerly OpenLagic)
. i i ie ol " st b " £

4. Click Create.

5. When the Basics tab appears, specify the settings of Subscription, Resource group, Virtual
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machine name, Region, Image, Size, Username, Password, and Confirm password.

Select Availability set from Availability options, and click Create new under the Availability set
field. When Create new appears, specify the settings of Name, Fault domains, and Update
domains. Then click OK.

L o e servees and o (6

Home > New > Create a virtual machine
Create a virtual machine bs
~
Basics Disks Networking Management Advanced Tags Review + create
Create a virtual machine that runs Linux or Windows. Select an image from Azure marketplace or use your own customized
image.
Complete the Basics tab then Review + create to provision a virtual machine with default parameters or review each tab for full
customization.
Looking for classic VMs? Create VM from Azure Marketplace
Project details
Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage all
your resources.
subscription *(0) [ - ‘
Resource group ¥ [ Testaroupt ~ |
Create new
Instance details
Virtual machine name *© [ node1 ]
Region *@ i
eg) © (Asia Pacific) Japan East ~
Availability options 0 [Availabilty set ~
Availability set *© [ No existing availability sets in current resource group and location. ~
Create new
image ¥© [ centos-based 7.6 v |
Browse all public and private images
Azure Spot instance O ves ® no
size *@ | Standard D25 v3 Y
< >
S e e e o
Home > New > Create a virtual machine Create new X

Create a virtual machine

Basics Disks Networking Management Advanced Tags Review + create

Create a virtual machine that runs Linux or Windows. Select an image from Azure marketplace or use your own customized
image.

Complete the Basics tab then Review + create to provision a virtual machine with default parameters o review each tab for full
customization

Looking for classic VMs? Create VM from Azure Marketplace

Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage all
your resources,

Subscription ¥ [ " .~ ~ ‘
Resource group ¥ [ TestGroupt hd ‘
Create new

Instance details

Virtual machine name %O [(poger ]

Region ¥ i

eg © (Asia Pacific) Japan East v

Availability options O \ Availability set v ‘

Availability set ¥ [ No existing availability sets in current resource group and location. v
Create new

Image *() | centos-based 7.6 ~ ‘
Browse all public and private images

Azure Spot instance () O ves ® no

Size *@ | Standard D25 v3

<

Group two or more VMs in an availability set to ensure that at least
one is available during planned or unplanned maintenance events.
Learn more

Name *

[ AvailabilitySet1 |

Fault domains ©
—_—0 E
Update domains @
—_— E

disks @

Use mar

6. Click Change size to display Select a VM size.
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From the list, choose a size (Standard - A1 in this guide) suitable for your virtual machine and
click Select.

Regarding the Virtual machine name, nodel is for nodel, and node?2 is for node2.
Click Next: Disks >

7. When the Disks tab appears, go through the following steps to add a disk to be used for a mirror
disk (cluster partition or data partition).

From the DATA DISKS list, click Create and attach a new disk.

P e e e e

Home > New > Create a virtual machine

Create a virtual machine X

Basics Disks Networking Management Advanced Tags Review + create

Azure VMs have one operating system disk and a temporary disk for short-term storage. You can attach additional data disks.
The size of the VM determines the type of storage you can use and the number of data disks allowed. Learn more

Disk options
0s disk type ¥ Standard HDD ~
©
Data disks
You can add and configure additional data disks for your virtual machine or attach existing disks. This VM also comes with a
temporary disk.

LUN Name Size (GiB) Disk type Host caching

Create and attach a new disk Attach an existing disk

~ Advanced

e e

rd ~

8. Create a new disk appears.
Specify the settings of Name, Source type and Size. Then click OK.
Click Next: Networking >.
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e S

Home > New > Create a virtual machine > Create a new disk

Select a disk size
Create a new disk

Browse available disk sizes and their features.

Create a new disk to store applications and data on your WM. Disk pricin .
- Account type
storage type, and number of transactions. Leam more about Azure Mal

standard HDD ~
Name * [ nodet patapisk 0 size Disk tier Max I0PS Max throughput
Source type *O | Nene empty disk) 32 GiB 54 500 60
size *@ 1024 GiB 64 GiB s6 500 60
Standard SSD 128 Gig s10 500 60
Change size -
256 GiB s15 500 60
512 GiB 520 500 60
1024 GiB 530 500 60
2048 GiB 540 500 60
4096 GiB 550 500 60
8192 GiB 60 1200 200
16384 Gig s70 2000 500
32767 Gig s80 2000 500

Create a custom size

Enter the size of the disk you would like to create. You will be charged the same rate for your provisioned disk, regardless of how much of
the disk space is being used For example, a 200 GiB disk is provisioned on a 256 GiE disk, so you would be billed for the 256 GiB
provisioned.

Custom disk size (i) *
20

<

9. The Networking tab appears.

Specify the settings of Virtual network, Subnet, NIC Network security group, and Configure
network security group.

Click Create new under the Configure network security group field to display Create network
security group. Specify the setting of Name and then click OK.

Click Next: Management >.
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L o e servees and o (6

Home > Mew > Create a virtual machine

Create a virtual machine X

Basics Disks Networking Management Advanced Tags Review + create
Define network connectivity for your virtual machine by configuring network interface card (NIC) settings. You can control

ports, inbound and outbound connectivity with security group rules, or place behind an existing load balancing solution.
Learn more

Network interface

When creating a virtual machine, a network interface will be created for you.

Virtual network *© [ vnet1 ~]
Create new
subnet ¥® [ vneti-1 (105.00724) M

Manage subnet configuration

Public IP () [ hone v

Create new

NIC network security group O () wone () Basic (8) Advanced

Configure network security ‘ (new) node1-nsg ~
group Create new
Accelerated networking ©) on @ off

The selected VM size does not support accelerated networking.

Load balancing
You can place this virtual machine in the backend pool of an existing Azure load balancing solution. Learn more

Place this virtual machine
Yes (@) No
behind an existing load O C

balancing solution?

B [T —

< >

10. The Management tab appears.
Click Create new under the Diagnostics storage account field to display Create storage account.
Specify the settings of Name, Account kind, and Replication. Then click OK.
In the Diagnostics storage account field, the default value is automatically generated and entered.
Click Next: Details >.

L e e e O

Home > New > Create a virtual machine
Create a virtual machine
~
Basics Disks Networking Management Advanced Tags Review + create
Configure monitoring and management options for your VM.
Azure Security Center
Azure Security Center provides unified security management and advanced threat protection across hybrid cloud workloads.
Learn more
@ vour subseription is protectad by Azure Security Center basic plan.
Monitoring
Boot diagnostics 0 ® on O off
05 guest diagnostics O O on @ off
Diagnostics storage account * ‘ (new) testgroup1diags00 -
o
- Create new
Identity
System assigned managed on ® off
identity Qon ®
Azure Active Directory
) credentials on
A\ Thisimage does not support Login with AAD.
v
<Previous | | Next:Advanced >
< >
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Microsoft Azure A2 Search resources, services, and docs (G+/)

Home > New > Create a virtual machine Create storage account x

Create a virtual machine

Name *

[ Festgroup1diagsn |
coremindows.net

Basics Disks Networking Management Advanced Tags Review + create

Configure monitoring and management options for your VIV, Account kind O

‘ Storage (general purpose v1) v ‘
Azure Security Center
Azure Security Center provides unified security management and advanced threat pratection across hybrid cloud workloads. performance O
Learn more

Replication ()
@ vour subscription is protected by Azure Security Center basic plan.

Locally-redundant storage (LRS) v

Monitoring
Boot diagnostics ® on O off
05 guest diagnostics (O O on
Diagnostics storage account * \ (new) testgroup1diag600 ~
o
u Create new
Identity

System assigned managed on @® off
identity © Qo ®
Azure Active Directory

1 with AAD

©

tials o

A\ This image does not support Login with AAD.

| <Previous | [ Next:Advanced »

<

11. Click Next: Tags >.

Microsoft Azure P Search resources, services, and docs (G+/)

Home > Mew > Create a virtual machine

Create a virtual machine

Basics Disks Networking Management Advanced Tags Review + create
Add additional configuration, agents, scripts or applications via virtual machine extensions or cloud-init.

Extensions

provide post-depl E and

Extensions O Select an extension to install

Cloud init

Cloud init s a widely used approach to customize a Linux VM as it boots for the first time. You can use cloud-init to install
packages and write files or to configure users and security. Learn more

@ The selected image does not support cloud init.

Host

Azure Dedlicated Hosts allow you to provision and manage a physical server within our data centers that are dedicated to your
Azure subscription. A dediicated host gives you assurance that only VMs from your subscription are on the host, flexibility to
choose VMs from your subscription that will be provisioned on the host, and the control of platform maintenance at the level
of the host. Learn more

Host group © ~

@ Dedicated hosts cannot be used with availability sets.

Proximity placement group

Proximity placement groups allow you to group Azure resources physically closer together in the same region. Learn more

Proximity placement group © | o proximity placement aroups found v

< >

12. Click Next: Review + create >.
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Microsoft Azure A2 Search resources, services, and docs (G+/)

Home > New > Create a virtual machine

Create a virtual machine

Basics Disks Networking Management Advanced Tags Review + create
Tags are namevalue pairs that enable you to categorize resources and view cansolidated billing by applying the same tag to
multiple resources and resource groups. Leam more about tags
Note that if you create tags and then change resource settings on other tabs, your tags will be automatically updated.
Name () Value () Resource
M v | [[11 selected ~
<Previous | | Next:Review + create >
< >

13. The Review + create tab appears. Check the contents. If there is no problem, click Create. The

deployment starts and takes several minutes.

o e e e o)

Home > New > Create a virtual machine

Create a virtual machine

/ Validation passed
~
Basics Disks Networking Management Advanced Tags Review + create
PRODUCT DETAILS
Standard Al v2 Subscription credits apply ©
by Microsoft 6.0500 JPY/hr
Terms of use | Privacy policy Pricing for other VM sizes
TERMS
By clicking “Create”, | (a) agree to the legal terms and privacy statement(s) associated with the Marketplace offering(s) listed above: (b]
authorize Microsoft to bill my current payment method for the fees sssociated with the offering(s), with the same billing frequency as
my Azure subscription; and (¢) agree that Microsoft may share my contact, usage and transactional information with the provider(s) of
the offering(s) for support, billing and other transactional activities. Microsoft does nat provide rights for third-party offerings. See the
Azure Marketplace Terms for additional details.
Basics
Subscription
Resource group TestGroup
Virtual machine name nodel
(Asia Pacific) Japan East
Availabiity set
Availability set [new AvailabiltySetd
Authentication type Password
Username testlogin
Azure Spot No
Disks
v
05 disk type Standard HDD
< Previous Next Download a template for automation
< >

4. Setting a private IP address

Log in to the Microsoft Azure portal (https://portal.azure.com/) and change the private IP address setting
following the steps below. Since an IP address is initially set to be assigned dynamically, change the
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setting so that an IP address is assigned statically. Change the settings of nodel and then node?2.

1. Select the Resource groups icon on the upper part of the window.

o e e e o)

~
Azure services
- — =
+ & 9 = @ = g -
Create a Resource Network Virtual Subscriptions all resources App Services Storage SQL databases  More services
resource groups security groups machines accounts
Recent resources
NAME TVPE LAST VIEWED

&> 22 min ago

‘, 24 min ago

(%) 24 min ago

= 26 min ago

= 26 min ago

[~ ] 27 min ago

=B 28 min ago

L3 28 min ago

(0] 28 min ago

(=] 29 min ago

(=] 30 min ago

s 32 min ago
Navigate

ann
Subscriptions [14]  Resource groups EEE Al resources Dashboard
Tools
v
g - i - i .

2. Select TestGroupl from the resource group list.

3. The summary of TestGroupl is displayed. Select virtual machine nodel or node2 from the item list.

L e e e O

Home > Resource groups > TestGroupl
(%) TestGroup1 2 X
Resource group
« + Add == Editcolumns  [il] Delete resource group () Refresh  —> Move | Exportto CSV More
Essentials ¥
4 Overview ~
& Actitylog [ Filter by name... | (Type=-an @ Location == all @) ( ¥ Add filter
8 Access control (M) Showing 1 to 13 of 13 records. ] Show hidden types @ (Nogouping V]
(] Name Type T4 Location Ty,
® Tags
events O®= Availability set Japan East
O virtual machine Japan East
Settings Oe Network security group Japan East
# Quickstart O Network interface Japan East
T Deployments Oe Disk Japan East
Policies D e Disk Japan East
= Properties O Virtual machine Japan East
B tods Ow Network security group Japan East
= Bxporttemplate O Network interface Japan East
Cost Management D s Disk Japan East
& Cost analysis O= Disk Japan East
B3 Costalerts O= Storage account Japan East
9 Budgets O «» Virtual network Japan East
@ Advisor recommendations
Monitoring
@ Insights (preview)
W Alerts
@ Metrics E—
page [ 1~ |of1
[ Diagnostic settings v o
< >
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4. Select Networking.

icrosoft Azure A2 Search resources, services, and docs (G+/)

Home > Resource groups > TestGroupl
[‘] TestGroup1 2 X
Rescurce group
“ + Add == edit columns il Delete resource group () Refresh  —> Move | Exportto Csv More
Essentials ¥
(4 Overview
(=) ~
. Showing 1 to 13 of 13 records, L] Show hidden types @ Srodping
" Access contral (1AM)
] mame ™ Type Ty Location T
® Tags
event: Om= Availability set Japan East
vents E
—_ virtual machine Japan East
p
Settings B
Oe Network security group Japan East
& Quickstart
O Network interface Japan East
I, Deployments
O= Disk Japan East
Policies
O= Disk Japan East
25 Properties
O Virtual machine Japan East
£ Locks ;
Oe Network security group Japan East
E3 Export template
O Network interface Japan East
Cost Management Oe Disk Japan East
@ Costanalysis O= Disk Japan East
&3 costalerts O= Storage account Japan East
9 Budgets [HES) Virtual network Japan East
@ Advisor recommendations
Monitoring
@ Insights (preview)
W Alerts
4 Metrics
Previous  Pagy of 1 Next
[ Diagnostic settings v
< >

5. Select a network interface displayed in the list. The network interface name is generated automati-
cally.

6. Select IP configurations.

icrosoft Azure A2 Search resources, services, and docs (G+/)

Home > Resource groups > TestGroupl > nodel - Networking > node1136 - IP configurations
-] node1186 - IP configurations X
Neowort intertace
o « +add [ X Discard
& overview IP forwarding settings
© Activity log 1P forwarding Enabled )
Ao Access control (1AM) Virtual network Vnet1
® Tags
IP configurations
Settings Subnet ¥ Vneti-1 (10.5.0.0/24) ~
& IP configurations
= DNS servers [ search P con |
@ Networksecurty group Name 1P Version Type Private IP address Public IP address
8t Properties ipconfigt 1Pva primary 10.5.04 (Dynamic) -
&) Locks
B3 Export template
Support + troubleshooting
Y Effective security rules
& Effective routes
2 New support request
< >
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7. Only ipconfigl is displayed in the list. Select it.

8. Select Static for Assignment under Private IP address settings. Enter the IP address to be assigned
statically in the IP address text box and click Save at the top of the window. The IP address of nodel
is 10.5.0.110. The IP address of node2 is 10.5.0.111.

= Microsoft Azure £ Search resources, services, and docs (G+/)

Home > Resource groups > TestGroupT > nodel - Networking > node1186 - IP configurations > ipconfig1

ipconfigl 0 x

nodatizs

Elsave X piscard

The virtual machine associated with this network interface will be restarted to utilize the
new private IP address. The network interface will be reprovisioned and network
configuration settings, including secondary IP addresses, subnet masks, and default
gatewsy, will need to be manually reconfigured within the virtual machine, Learn more:

Public IP address settings
Public IP address
[(Cisabled JET D)

Private IP address settings
Virtual network/subnet
Vnet1/Vnet1-1

Assignment

(oyrami- QEETE)

1P address *
1050110 v

< >

9. The virtual machines restart automatically so that new private IP addresses can be used.
5. Configuring virtual machines

Log in to the created nodel and node2 and specify the settings following the procedure below.
Set a partition for the mirror disk resource. Create a file system in the added disk.
Secure an area in the added disk by using the fdisk command and then create a file system.

For details about the partition for the mirror disk resource, see "Partition settings for Mirror disk resource
(when using Replicator)." in "Settings after configuring hardware" in "Determining a system
configuration".in the Installation and Configuration Guide.

1. Check the partition list. In the following example, the last line shows the added disk.

$ cat /proc/partitions
major minor #blocks name

4 £do
31457280 sda
512000 sdal

2 30944256 sda2
16 73400320 sdb
17 73398272 sdbl
32 20971520 sdc

= o O

O 00 0O 00 0 0 N

2. Create a cluster partition and data partition in the added disk by using the fdisk command. Allocate
1 GB (1¥1024*1024*1024 bytes) or more to a cluster partition. (If the size is specified as just 1 GB,

94 Chapter 5. Cluster Creation Procedure (for an HA Cluster Using a Public Load Balancer)



EXPRESSCLUSTER X 5.0
HA Cluster Configuration Guide for Microsoft Azure (Linux), Release 2

the actual size will be larger than 1 GB depending on the disk geometry difference. This is not a
problem.) Also, do not create a file system in a cluster partition.

3. If you select Execute initial mkfs when creating the cluster configuration data by using Cluster
WebUI, EXPRESSCLUSTER creates a file system automatically. Note that existing data in the
partition will be lost.

6. Configuring a load balancer

Log in to the Microsoft Azure portal (https://portal.azure.com/) and add a load balancer following the
steps below.
For details, see the following websites:

* Load Balancer documentaion:
https://docs.microsoft.com/en-us/azure/load-balancer/

1. Select the Create a resource icon on the upper part of the window.

= Microsoft Azure P Search resources, services, and docs (G+/)

Azure services

- = =
] o]
+ (%) ¢ i - & = & -
Create a Resource Network virtual Subscriptions  All resources  App Services Storage SQL databases  More services
resource groups security groups  machines accounts

Recent resources

NAME TYPE LAST VIEWED

A
¥

22 min ago

24 min ago

-~

[ 24 minago
26 min ago

26 min ago

I

27 min ago

I

28 min ago
28 min ago
28 min ago
29 min ago

30 min ago

whge =

32 min ago

Navigate

subscriptions [#4]  Resource groups 525 Allresources Dashboard

Tools

- = o

2. Select Networking and then Load Balancer.

3. The Create load balancer blade is displayed. Specify Name. Select Public for Type and Basic
for SKU, respectively.

4. Specify Create new, Public IP address Name and Assignment for Public IP address.

5. Specify Subscription, Resource group, and Region, and click Review+create. Then click
Create. Deploying the load balancer starts. This processing takes several minutes.
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Home > New > Create load balancer

Create load balancer x

Basics Tags Review + create

Azure load balancer is a layer 4 load balancer that distributes incaming traffic among healthy virtual machine instances. Load
balancers uses a hash-based distribution algorithm. By default, it uses a S-tuple (source IP, source port, destination Ip,
destination port, protocol type) hash to map traffic to available servers. Load balancers can either be internet-facing where it is
accessible via public IP addresses, or intemal where it is only accessible from a virtual network. Azure load balancers also
support Network Address Translation (NAT) te route traffic between public and private IP addresses. Leamn more.

Project details

Subscription * [ M

Resource group ¥ | TestGroup1 M

Create new

Instance details

Name * [ TestLoadsalancer v]
Region * | (asia Pacific) Japan East v
*0
Type ¥ O intemal () Public
*
sku*@ (®) easic () standard

Public IP address

Public IP address ¥

(®) createnew () Use existing

Public IP address name *

[ TestLoadBalancerPubliclp v
Public IP address SKU Basic
" * .
Assignment O Dynamic (®) static ©
previous | Next:Tags> | Download a template for automation
< >

7. Configuring a load balancer (configuring a backend pool)

1. Associate a virtual machine registered to the availability set to the load balancer. After the load balancer has
been deployed, select the Resource groups icon on the upper part of the window.

o e e e e

~
Azure services
-~
+ @& 9 = @ = N
Create a Resource Network Virtual Subscriptions All resources App Services Storage 5QL databases More services
resource groups. security groups machines accounts
Recent resources
NAME TYPE LAST VIEWED
L 22 min ago
] 24 min ago
(%] 24 min ago
—] 26 min ago
—1 26 min ago
B 27 min ago
= 28 min ago
28 min ago
(one ] 28 min ago
[ =] 29 min ago
[ =] 30 min ago
b 4 32 min ago
Navigate
Subscriptions [4]  Resource groups Al resources [ Dpashboard
Tools
v
v 1 = ot e _ 5 - > s
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2. Select the resource group to which the created load balancer belongs from the resource group list.

3. The summary of the selected resource group is displayed. Select the created load balancer from the item list.

2 Search resources, services, and docs (G+/)

Home > Resource groups > TestGroupl
[14] TestGroupl # X
Resource group
‘/r) Search (Ctrl+/) ‘ « + Add Edit columns ]Tif[ Delete resource group O Refresh  —> Move i Export to CSV Assign tags Delete Export template
. Essentials ¥
* Owverview A
i == == +
B Activity log |H\terk)y$| Type ==all @ Location ==all @ < Add filter
A Access control (IAM) Showing 1 to 18 of 18 records. D Show hidden types @ No grouping v
@ Tags [] Name Type 1. Location T
Events

O = Availability set Japan East .
Settings Oe DNS zone global
& Quickstart O= Public IP address Japan East
T, Deployments D = Public IP address Japan East

Policies O Virtual machine Japan East
£o Properties Oe Netwaork security group Japan East
) Lacks Oa Network interface Japan East
&1 Export template Oe Disk Japan East
Cost Management Os Disk Japan East
@ Cost analysis D 3 Virtual machine Japan East
]

Bl Costalerts D w Metwark security group Japan East
© Budgets D [ ] Network interface Japan East
@ Advisor recommendations D 2 Disk Japan East

D 4 Disk Japan East
Monitoring

O= Storage account Japan East
@ Insights (preview)

D 4} TestLoadBalancer Load balancer Japan East wee
KN Alerts ~

[T 87 trrst AmdDalnmearnklicn Bushlic ID adrirace tanan Fact
40 Metrics

Page | 1 v |of1
& Diagnostic settings v —
< >

4. Select Backend pools.
5. Click Add.
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= Microsoft Azure P Search resources, services, and docs (G+/)

Home > TestLoadBalancer - Backend pools

'y, TestloadBalancer - Backend pools had

...... Load balancer

[2search (cti+n |« add (D Refresh

& Overview
i i Virtual machine Virtual machine status Network interface Private IP address
E  Activity log
; i Mo results
s Access control (IAM) H

® Tags

£? Diagnose and solve problems
Settings

2 Frontend IP configuration

% Backend pools

1" Health probes

Load balancing rules

£ Inbound NAT rules

i Properties

) Lacks

2 Export template
Monitoring

& Diagnostic settings
® Logs

Support + troubleshooting

2 New support request

6. Add backend pool is displayed. Specify Name.
7. Select Virtual machine for Associated to.

8. Specify Virtual machine and IP address for the virtual machine you want to associate. Repeat this procedure
for the rest of such virtual machines.

9. Then click Add.
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O search resources, services, and docs (G+/)

Home > TestGroupl > TestloadBalancer - Backend pools

i, TestloadBalancer - Backend pools

Load balancer
N
[2 search (ciri+/) | « Add () Refresh
€ Overview
Virtual machine
& Activity log

No results
" Access control (IAM)

® Tags

/® Diagnose and solve problems
Settings

B Frontend IP configuration

% Backend pools

t Health probes

— Load balancing rules

& Inbound MAT rules

1! Properties

5 Locks

3 Export template

Support + troubleshooting

2 New support request

8. Configuring a load balancer (configuring a health probe)

1. Select Health probes.

Virtual machine status

Add backend pool X

TestLoadBalancer

Name ¥

TestBackendPool hl

Virtual network ©
Vnet1

IP versi

(" ipva e )

Associated to (O

‘ Virtual machine ha

Virtual machines

Virtual Machines must be in same location as Load Balancer. Only IP configurations that have
the same SKU (Basic/Standard) as the Load Balancer can be selected. All of the IP
configurations have to be in the same Virtual Network.

Virtual machine IP address

nodel ipconfigl (10.5.0.110) [m]

node2 ipconfigl (10.5.0.111) 8]
] v

O Search resources, services, and docs (G+/)

Home > TestGroupl > TestlLoadBalancer - Health probes

'T TestLoadBalancer - Health probes

Load balancer

[2 search ctrien | « Add

< Overview |}7 Search probes

E Activity log Name

Fo Access control (IAM) No results.
® Tags

Z? Diagnose and solve problems
Settings

& Frontend IP configuration

% Backend pools

t  Health probes

= Load balancing rules

& Inbound MAT rules

I Properties

) Locks

B3 Export template
Meonitoring

& Diagnostic settings

i® Logs

Support + troubleshooting

5 New support request

1, Protocol

Ty Port T, Used By o
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2. Click Add.
3. Add health probe is displayed. Specify Name.
4. Specify Protocol and Port, and click OK.

O search resources, services, and docs (G+/)

Home > TestGroupl > TestLoadBalancer - Health probes > Add health probe

Add health probe X

TestloadBalancer

Name *
| TestHealthProbe v ‘

Protocol ©

[ Ter v

port ¥
[ 26001 |

Interval ¥ ©
[s |

Unhealthy threshold * @
[2 |
consecutive failures

€ >

9. Configuring a load balancer (setting the load balancing rules)

1. Select Load balancing rules.
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= Microsoft Azure J Search resources, services, and docs (G+/)

Home > TestGroup1 > TestLoadBalancer - Load balancing rules

TestLoadBalancer - Load balancing rules
Load balancer

[2 search ctr+p |« oadd

€ Overview [}3‘

B Activity log

No results.

0

Access control (IAM)

® Tags
/? Diagnose and solve problems
Settings

B2 Frontend IP configuration
% Backend pools

1t Health probes

Load balancing rules

& Inbound NAT rules

+' Properties

&) Locks

2 Export template
Monitoring

& Diagnostic settings

® Logs

Support + troubleshooting

' New suppart request

<

2. Click Add.

3. The Add load balancing rule blade is displayed. Specify Name.

4. Specify Port and Backend port, and click OK.

Name 1, Load balancing rule

™

Backend pool

1,  Health probe Ty
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O search resources, services, and docs (G+/)

Home > TestGroupl > TestLoadBalancer - Load balancing rules > Add load balancing rule

Add load balancing rule X

TestloadBalancer

Name *

| TestLoadBalancingRule

IP Version ¥
(®) 1pva () 1pve
Frontend IP address * (0
52.185.154.20 (LoadBalancerFrontEnd) ~
Protocol
() TP () uDP
port ¥
[=0 |

Backend port ¥ O
[ s0s0 /]

Backend pool (0

| TestBackendPoal v ‘

Health probe @

| TestHealthProbe (TCP:26001) ~ ‘

Session persistence (0

| None ~ ‘

Idle timeout (minutes) (0
o [ 2]

Floating IP (direct server return) O
(EETED enabled )

< >

10. Setting the inbound security rules

Log in to the Microsoft Azure portal (https://portal.azure.com/) and set the inbound security rules follow-
ing the steps below.

1. Search for Network security group.

2. Select Network security groups.
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£ Network secuity group]

. Services Sezal Marketplace
Azure servic
@ Network security groups 4 Network security group
+ 1@ Network security groups (classic) {4 Azure Netwerk Security Group Analytics
Create a > virtual networks Documentation
resource
Application securi roups
@ 2 "y group: Deploy Azure Multi-Factor Authentication - Azure Active ..
Ja Groups
Resource Groups
Recent resol i Network interfaces
N results were found
5 Network Watcher
Name
£ Host groups
& Testloadbale (%) Management groups
a [+4] Resource groups
L Resources
e Availabilityse No results were found.
@ Cluster!.Zone  searching all subscriptions. Change
[%4) TestGroup1 Resource group 1
[ TestLoadgalancerPubliclP Public IP address 1
[« Virtual machine 4
(- virtual machine 4
(= virtual machine 4
@ - Network interface 4
@ Network interface 4
Navigate
Subscriptions [“4]  Resource groups Al resources Dashbo
Tools

—

More services

atabases

Viewed
in ago
g0
g0
go
go

hago

hago
dago
dago
dago
dago

dago

ard

3. From the network security group list, select nodel-nsg for nodel or node2-nsg for node2.

4. The summary is

displayed.

Microsoft Azure

R Search resources, services, and docs (G+/)

nodel-nsg

Netwark security group

L

]
-]
" Access contral (JAM)

L]

Overview

Activity log

Tags

settings

“ Inbound security rules

. Outbound security rules

4 Network interfaces
Subnets

11! Properties

5 Locks

E3 Export template

Monitoring
& Diagnostic settings
® Logs

B NSG flow logs

Support + troubleshooting

. Effective security rules

2 New support request

Home > Network security groups

P Search (Ctrl+)) «

/? Diagnose and solve prablems

nodel-nsg
#ox

—> Move [i] Delete () Refresh
Essentials ¥
Inbound security rules

Priority Name Port Protocol Source Destination Action

1000 4 default-allow-ssh 22 TP Any Any @ Allow
65000 AllowVnetinBound Any Any VirtualNetwork VirtualNetwork @ Allow
65001 AllowAzureloadBalancerinBound  Any Any AzureloadBalancer  Any @ Allow
65500 Denyallingound Any Any Any any @ Deny
Outbound security rules

Priority Name Port Protocol Source Destination Action

65000 AllowVnetOutBound Any Any VirtualNetwork VirtualNetwork @ Allow
65001 AllowInternetOutBound Any Any Any Internet @ Allow
65500 DenyAllOutBound Any Any Any Any © Deny

>

5. Select Inbound
6. Click Add.

security rules.

5.2. Configuring Microsoft Azure

103



EXPRESSCLUSTER X 5.0
HA Cluster Configuration Guide for Microsoft Azure (Linux), Release 2

7. The Add inbound security rule blade is displayed. Specify Name.
8. Specify Destination port range and Protocol, and click Add.

Microsoft Azure P Search resources, services, and docs &
Home > Network security groups > NetsecGroupt - Inbound security rules Add inbound security rule X
Create a resource Network security grou... « % X ¥ NetSecGroup1 - Inbound sec )
. FEDF AL RO PEG o Basic
Home
+ add  EZ edit columns +* More Search (Coln “« 4
¥ Dashboard * Source ©
All services @ oveniiew Any v
FAVORITES NAME W Activity log *
- N 38 Access control (1AM)
ez ¢ o *Destnsion @
5} Any -
@ App services X Diagnose and solve problems
9 + Destination port ranges @
#> Function Apps v Settings w080
= SOl databases ) * Inbound security rules
& Azure Cosmos DB e . Qutbound security rules TcP uDP
I8 virtual machines e B Network interfaces * A
@ Load balancers o Subnets Aow [T
B Storage accounts b properties * Priority @
@ NetsecGroupt o0
Virtual networks ) Q Locks
@ Azure Active Direcc * Name
ure Active Directory £ Automation script
%] TestHTTP v
@ Monitor
O Menitoring Description
@ Advisor
O B Diagnostic settings
W security Center
O B NSGflow logs
© Cost Management + Bill...
- ) Support + troubleshooting
54 Help + support
) . Effective security rules
¥ Ssubscriptions.
) e soppart s [ |

@ App registrations

Then, check <Load_balancer_frontend_IP(public_IP_address)> specified in the script before recovery
action of the multi target monitor resource that is set in "3. Adding a monitor resource". Write down

the confirmatory result.

1. Select the Resource groups icon on the upper part of the window.

= Microsoft Azure

~
Azure services
11} Lo — —
") umm o] —

+ (%) ¢ L & = [ -
Createa Resource Network Virtual Subscriptions Al resources  App Services Storage SQL databases  More services
resource groups security groups machines accounts

Recent resources
NAME. TYPE LAST VIEWED

> 22 min ago

5] 24 min ago

[#) 24 min ago

= 26 min ago

= 26 min ago

= 27 min ago

= 28 min ago

& 28 min ago

(5] 28 min ago

[ =] 29 min ago

[} 30 min ago

= 32 min ago

Navigate
Subscriptions [#4]  Resource groups All resources Dashboard
Tools
v
o ~_ .

5 search resources, services, and docs (G+/)

2. Select the resource group to which the created load balancer belongs from the resource group list.
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3. The summary of the selected resource group is displayed. Select the created load balancer from the

item list.

Home > Resource groups > TestGroupl
(%) TestGroupl *
Rescurce group
« - Add Edit columns  [i Delete resource group () Refresh —> Move & Exportto CSV Assign tags Delete Export template
. Essentials v
Overview ~
ol == == +
& Activitylog [ Fitter by name. | type==all ® [ Location==all @) | * addfiiter
o Access contral (IAM) Showing 1 to 18 of 18 records. | Show hidden types @ No grouping v
@ Tags ] Name 7, Type T Location Ty
Events iy
Om= Availability set Japan East (e
Settings Oe DNS zone global -
# Quickstart Os Public IP address Japan East .
I, Deployments Os public IP address Japan East .
Policies O= Virtual machine Japan East .
25 Properties Oe Network security group Japan East -
) Locks O Network interface Japan East .
&1 Export template O= Disk Japan East .
Cost Management Oe Disk Japan East -
& Costanalysis O= Virtual machine Japan East .
i .
| costalerts Oe Network security group Japan East
3 Budgets O Network interface Japan East o
@ Advisor recommendations Os pisk Japan East .
O= Disk Japan East e
Monitoring
O= Storage account Japan East .
@ Insights (preview)
[ ¢ TestLoadBalancer Load balancer Japan East .
W Alerts
[T 82 Taret AmDAlammnrnlinin Buhlir 1B arrirace lanan Eact .
il Metrics o
page | 1 [ot1
i Diagnostic settings v I
<

4. The summary of the load balancer is displayed. Select Public IP address from the item list.

Microsoft Azu P Search resources, services, and docs (G+/)

Home > Resource groups > TestGroupl > TestloadBalancer

TestLoadBalancer

Load balancer
O Search (Ctrl+) «| > move il Delete () Refresh
& Overview Resource group {change) : TestGroup1 Backend pool .-
Location : Japan East Health probe :-
B Activity log
Subscription (change) Load balancing rule : -
Ao Access control (1AM) _ .
Subscription ID E NAT rules : 0 inbound
® Tags SKU : Basic Public IP address  : 52.185.154.20 (TestLoadBalancerPubliciP)
&” Diagnose and solve problems Tags {change) : Click here to add tags
Settings .
& Frontend IP configuration Configure high availability and scalability for your applications

Create highly-available and scalable applications in minutes by using buili-in load balancing for cloud services and virtual
machines. Azure Load Balancer supparts TCP/UDP-based protacols and protocols used for real-time voice and video
messaging applications. Learn more

@ Backend pools
7 Health probes
Load balancing rules

& Inbound NAT rules =

1! Properties
Balance IPv4 and IPv6 addresses Build highly reliable applications
Native dual-stack endpoints help meet regulatory i
3 Locks ) Load Balancer improvas application uptime by
and address the fast-growing number
routing traffic to healthy nades. Learn more
B Export template of devices in mobile and laT.

Monitoring View frontend IP configuration Viev eslih probes

. View load bal I
&l Diagnostic settings View backend pools i e

® Logs
Ssupport + troubleshooting =
Secure your networks

Control network traffic and protect private networks
using built-in network address translation (NAT).

Vi inbound NAT rules

2 New support request

11. Adjusting the OS startup time, checking the network setting, checking the root file system, checking the

firewall setting, synchronizing the server time, and checking the SELinux setting.
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For each procedure, see "Settings after configuring hardware" in "Determining a system configuration" in
the Installation and Configuration Guide.

12. Installing EXPRESSCLUSTER

For the installation procedure, see the Installation and Configuration Guide.
After installation is complete, restart the OS.

13. Registering the EXPRESSCLUSER license

For the license registration procedure, see the Installation and Configuration Guide.
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5.3

Configuring the EXPRESSCLUSTER settings

For the Cluster WebUI setup and connection procedures, see "Creating the cluster configuration data" in the Installation
and Configuration Guide.

This section describes the procedure to add the following resources and monitor resources:

Mirror disk resource

Azure probe port resource

Azure probe port monitor resource

Azure load balance monitor resource
Custom monitor resource (for NP resolution)
IP monitor resource (for NP resolution)

Multi target monitor resource (for NP resolution)

For the settings of other resources and monitor resources, see the Installation and Configuration Guide and the Refer-
ence Guide.

1y

Creating a cluster
Start the Cluster generation wizard to create a cluster.
* Creating a cluster

1. Access Cluster WebUI, and click Cluster generation wizard.

Cluster WebUI <cluster> # Config mode ~

(C]
B -
P = |8 n + = 3

Cluster generation wizard | Import | Export | Get the Configuration File | Apply the Configuration File f| Update Server Data | Check the Configuration File

2. Cluster of Cluster generation wizard is displayed.

Enter a desired name in Cluster Name.
Select an appropriate language in Language. Click Next.
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# Cluster generation wizard

Cluster = Basic Settings < Interconnect = NP Resolution < Group = Monitor
Cluster Name”* Clusterl

Comment

Language® English w

Management IP Address

@ Start generating the cluster.
Enter the cluster name, and then select the language (locale) of the environment that runs WebManager.
If using the integrated WebManager to manage multiple clusters, specify a unique cluster name to identify the cluster.

The management IP address is a floating IP address used for a WebManager connection. If establishing connections by specifying each server IP address, the
management IP address can be omitted.
To continue, click [Next].

«Back Next » Cancel

3. The Basic Settings window is displayed.
The instance connected to Cluster WebUI is displayed as a registered master server.

Click Add to add the remaining instances (by specifying the private IP address of each
instance). Click Next.

Add server

Server Name or IP Address® 10.5.0.111

© Enter an IP address or a server name.

When entering a server name, name resclution is necessary.

Both IPv4 and IPv6 for IP address can be used.

When entering an IP address, the server name Is automatically acquired.

oK Cancel

# Cluster generation wizard

Cluster @ = Basic Settings =» Interconnect < NP Resolution = Group = Monitor
Add Remove

Server Definitions

Order Name
Master server nodel
1 node2
T~ b
Server Group Definition Settings

@ Click "Add" to add servers constructing the cluster.
Click 1] or [¥] to change the server priority.
Click "Settings" to configure the server group when using the server group.

4 Back Next » Cancel

4. The Interconnect window is displayed.

Specify the IP addresses (IP address of each instance) to be used for interconnect. In addition,

select mdc1 for MDC as a communication path of a mirror disk resource to be created later.
Click Next.
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# Cluster generation wizard

Server

Cluster @ = Basic Settings @ = Interconnect - NP Resolution < Group = Monitor
Properties Add Remove

Interconnect List

Priority Type MDC nodel node2

1 Kernel Mode v mdcl v 10.5.0.110 v 10.5.0.111

T~

@ Configure the interconnect among the servers constructing the cluster.Click "Add" to add interconnect and select the type.

For "Kernel mode", "User mode"”, "BMC", "DISK", "Witness HB" and "COM" settings, configure the route which is used for heartbeat. For "Mirror Communication
Only" setting, configure the route which is used only for data mirroring communication.

Configuring more than one routes is recommended.

For "Kernel mode" ", "User mode, "DISK" and "COM" settings, click each server column cell and set an IP address or device.

For "Witness HB" setting, click each server column cell to set "Use" or "Do not use", and then click "Properties” to set detailed settings.

Click " T" or " |." to configure the priority to preferentially use the LAN only for the communication among the cluster servers.

For "Mirror Communication Only" settings, click each server column cell to configure IP addresses.

For the communication route which is used for data mirroring communication, select the mirror disk connect name to be allocated to the communication route in
MDC column.

4 Back Next» Cancel

5. The NP Resolution window is displayed.

Note that NP resolution is not configured on this window. The equivalent feature is achieved
by adding the IP monitor resource, custom monitor resource, and multi target monitor
resource. Configure NP resolution in "3. Adding a monitor resource".

You need to examine the NP resolution destination and method depending on the location of
clients accessing a cluster system and the condition for connecting to an on-premise
environment (for example, using a dedicated line). There is no NP resolution destination nor
method to recommend. Additionally, you can use network partition resolution resources for
NP resolution.

Click Next.

# Cluster generation wizard

Server

Cluster @ = Basic Settings @ = Interconnect @ = NP Resolution = Group = Monitor
Properties Add Remove

NP Resolution List

Type Target nodel node2
No NP resolutions

Tuning

@ Configure network partition (NP) resolution function.
Click "Add" to add NP resolution resource and select the type.
For "Ping" setting, click Target column cell to configure IP address of Ping destination, and then click each server column cell to configure "Use” or "Do not use".

For "HTTP" setting, click Target column cell to configure HTTP packet destination, and then click each server column cell to configure "Use" or "Do not use".
The detailed settings can be verified and changed by clicking "Properties".
Click "Tuning" to configure the actions at NP occurrence.

4 Back Next » Cancel

2) Adding a group resource
* Defining a group
Create a failover group.
1. The Group List window s displayed.
Click Add.
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# Cluster generation wizard

Cluster @ =» Basic Settings @ = Interconnect @ -» NP Resolution® = Group = Monitor
Properties Add Remove Group Resource

Group List

Name Type

No groups

@ Configure failover group to be a unit of fail over.

Click "Add" to add a group.

Click "Properties” to configure the properties of the selected group.
Click "Group Resource" to add resource to the selected group.

4 Back Next » Cancel

2. The Group Definition window is displayed.

Specify a failover group name (failover1) for Name. Click Next.

Group Definition failover

Basic Settings - Startup S =< Group Attributes =< Group Resource

Type* failover v
Name” failoverl
Comment

@ Select group type.

If using virtual machine resources to cluster virtual machines, select "Virtual machine” as the type. In other cases, select
"Failover".

If using server group, check the "Use Server Group”.

4 Back Next » Cancel

3. The Startup Servers window is displayed.
Click Next without specifying anything.

4. The Group Attributes window is displayed.
Click Next without specifying anything.

5. The Group Resource window is displayed.
On this page, add a group resource following the procedure below.

Group Definition

Basic Settings @ = Startup Servers @ = Group Attributes @ = Group Resource
Properties Add Remove

Group Resource List
Name Type

Mo resources

©® Click "Add" to add resources.
Click "Properties” to configure the properties of the selected resource.

1 Back Cancel
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e Mirror disk resource

Create a mirror disk resource. For details, see Understanding Mirror disk resources in "Group resource details"
in the Reference Guide.

1. Click Add on the Group Resource List page.

2. The Resource Definition of Group | failover1 window is displayed.

Select the group resource type (Mirror disk resource) from the Type box and enter the group name (md)
in the Name box. Click Next.

Resource Definition of Group | failover1

Info < Dependency <» Recovery Operation = Details

Type* Mirror disk resource v
Name”* md

Comment

Get License Info

@ Select the type of group resource and enter its name.

4 Back Next » Cancel

3. The Dependency window is displayed.
Click Next without specifying anything.

4. The Recovery Operation window is displayed.
Click Next.

5. The Details window is displayed.
Enter the device name of the partition created in "5. Configuring virtual machines" in Data Partition
Device Name and Cluster Partition Device Name. Specify Mount Point and File System. Click Finish
to finish setting.

Resource Definition of Group | failover1

Info @ = Dependency @ -=» Recovery Operation @ -» Details
Common nodel node2
Mirror Partition Device Name* [dev/NMPL
Mount Point* Jmnt/md
Data Partition Device Name* [dev/sdc2 W
Cluster Partition Device Name* Jdev/sdcl W
File System* ext4 v
Mirror Disk Connect Select
Tuning
4 Back Cancel

* Azure probe port resource

When EXPRESSCLUSTER is used on Microsoft Azure, EXPRESSCLUSTER provides a mechanism to wait
for alive monitoring from a load balancer on a port specific to a node in which operations are running. For details
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about the Azure probe port resources”, see "Understanding Azure probe port resources” in "Group resource
details" in the Reference Guide.

1. Click Add on the Group Resource List page.

2. The Resource Definition of Group | failover1 window is displayed. Select the group resource type (Azure
probe port resource) from the Type box and enter the group name (azurepp1) in the Name box. Click Next.

Resource Definition of Group | failoverl

Info = Dependency < Recovery Operation =

Type* Azure probe port resource v
Name* azureppl

Comment

Get license information

@ Select the type of group resource and enter its name.

4 Back Next » Cancel

3. The Dependency window is displayed. Click Next without specifying anything.
4. The Recovery Operation window is displayed. Click Next.

5. For Probeport, enter the value specified for Port when configuring a load balancer (configuring health

probe).
Resource Definition of Group | failoverl azurepp
Info @ = Dependency @ -» Recovery Operation @ - Details
Probeport® 26001
Tuning

4 Back Cancel

6. Click Finish.
3) Adding a monitor resource
* Azure probe port monitor resource

The port monitoring mechanism for alive monitoring is provided for the node in which the Microsoft Azure
probe port resource is running. For details about the Azure probe port monitor resource, see "Understanding
Azure probe port monitor resources” in the Reference Guide. Adding one Azure probe port monitor resource
creates one Azure probe port monitor resource automatically.

¢ Azure load balance monitor resource

The mechanism to monitor whether the port with the same port number as the probe port is open or not is
provided for the node in which the Microsoft Azure probe port resource is not running. For details about the
Azure load balance resource, see "Understanding Azure load balance monitor resources" in the Reference Guide.
Adding one Azure probe port resource creates one Azure load balance monitor resource automatically.

¢ Custom monitor resource
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Sets a script to monitor whether communication with Microsoft Azure Service Management API is possible,
and also monitors health of communication with an external network. For details about the custom monitor
resource, see "Understanding custom monitor resources” in the Reference Guide.

1. Click Add on the Monitor Resource List page.

2. Select the monitor resource type (Custom monitor) from the Type box and enter the monitor resource
name (genw1) in the Name box. Click Next.

Monitor Resource Definition

Info < Monitor(common) =» Monitor(special) < Recovery Action
Type® Custom monitor v
Name* genwl

Comment

Get Licence Info

© Select the type of monitor resource and enter its name.

1 Back Next » Cancel

3. The Monitor (common) window is displayed.
Confirm that Monitor Timing is Always and click Next.

Monitor Resource Definition

Info @ = Monitor(common) -» Monitor(special) <» Recovery Action
Interval® 60 sec
Timeout* 120 sec
Do Not Retry at Timeout Occurrence O

Retry Count* 0 time
Wait Time to Start Monitoring* 0 Sec

Monitor Timing

® Always

O Active

Target Resource

Nice Value 0
/[ | |

Choose servers that execute monitoring Server

1 Back Next » Cancel

4. The Monitor (special) window is displayed.
Select Script created with this product.
The following shows the sample of a script to be created.

#! /bin/sh
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<EXPRESSCLUSTER_installation_path>/bin/clpazure_port_checker ?h_
—management .core.windows.net -p 443

exit $°?

Select Synchronous for Monitor Type. Click Next.

Monitor Resource Definition

Info @ = Monitor(common) @ < Monitor(special) - Recovery Action

O User Application

®) Script created with this product

File

Monitor Type

Log Output Path

Rotate Log

Normal Return Value®

Wait for activation monitoring to stop before stopping
the cluster

genw.sh

® Synchronous

O Asynchronous

0

O

Edit

1 Back

View

Next »

Replace

Cancel

5. The Recovery Action window is displayed.

Select Execute only the final action for Recovery Action, LocalServer for Recovery Target, and No

operation for Final Action.
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Monitor Resource Definition

Info @ = Monitor(common) @ - Monitor(special) @ -» Recovery Action
Recovery Action Execute only the final action

Recovery Target * LocalServer Browse
Execute Script before Final Action |

Final Action No operation ~

6. Click Finish to finish setting.

¢ IP monitor resource

1 Back Cancel

Script Settings

Creates an IP monitor resource to monitor communication between clusters that are configured with virtual
machines, and also to monitor whether communication with an internal network is health. For details about the

IP monitor resource, see Understanding IP monitor resources in the Reference Guide.

1. Click Add on the Monitor Resource List page.

2. Select the monitor resource type (IP monitor) from the Type box and enter the monitor resource name

(ipw1) in the Name box. Click Next.

Monitor Resource Definition

Info -» Monitor(common) =» Monitor(special) <» Recovery Action
Type* IP monitor v
Name* ipwl

Comment

Get Licence Info

©® Select the type of monitor resource and enter its name.

1 Back

Next » Cancel

3. The Monitor (common) window is displayed.
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Confirm that Monitor Timing is Always.

Monitor Resource Definition

Interval*
Timeout*

Collect the dump file of the monitor process at timeout
occurrence

Do Not Retry at Timeout Occurrence

Retry Count*

Wait Time to Start Monitoring®
Monitor Timing

® Always

O Active

Target Resource

Nice Value
[ |

Choose servers that execute monitoring

Info @ = Monitor(common) = Monitor(special)

=» Recovery Action

30 sec
30 sec

O

O
0 time
0 sec

]

Server

1 Back Next »

Cancel

Select one available server for Choose servers that execute monitoring.

Failure Detection Server

O Al servers
® Select
Servers that can run the Group
Name

nodel

Click Next.
4. The Monitor (special) window is displayed.

Available Servers

< Name
Add node2
_)
Remove

OK Cancel

Apply
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Monitor Resource Definition

Info @ = Monitor(common) @ = Monitor(special) - Recovery Action
Common nodel node2
Edit Add Remove

IP Address List
IP Address

Mo Ip Address

1 Back Next » Cancel

On the Common tab, select Add of IP Address and set an IP address of a server other than the server
selected in step 3. Click Next.

IP Address Settings

IP Address® 10.5.0.111

8] 4 Cancel

Monitor Resource Definition

Info @ = Monitor(common) @ <» Monitor(special) -» Recovery Action
Common nodel node2
Edit Add Remove

IP Address List
IP Address

10.5.0.111

1 Back Next » Cancel

5. The Recovery Action window is displayed.

Select Execute only the final action for Recovery Action, LocalServer for Recovery Target, and No
operation for Final Action.
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10.

11.

12.

Monitor Resource Definition

Info @ = Monitor(common) @ <> Monitor(special) @ <> Recovery Action
Recovery Action Execute only the final action W
Recovery Target * LocalServer Browse
Execute Script before Final Action O
Final Action No operation ~
Script Settings
1 Back Cancel

Click Finish to finish setting.
Then, create a monitor resource on the other server. Click Add on the Monitor Resource List page.

Select the monitor resource type (ip monitor) from the Type box and enter the monitor resource name
(ipw2) in the Name box. Click Next.

. The Monitor (common) window is displayed.

Confirm that Monitor Timing is Always.
Select one available server for Choose servers that execute monitoring.
Click Next.

The Monitor (special) window is displayed.

On the Common tab, select Add of IP Address and set an IP address of a server other than the server
selected in step 9. Click Next.

The Recovery Action window is displayed.

Select Execute only the final action for Recovery Action, LocalServer for Recovery Target, and No
operation for Final action.

Click Finish to finish setting.

* Multi target monitor resource

Creates a multi target monitor resource to check the statuses of the custom monitor resource and IP monitor
resource. The custom monitor resource monitors communication to Microsoft Azure Service Management API.
The IP monitor resource monitors communication between clusters that are configured with virtual machines. If
their statuses are abnormal, execute the script in which the processing for NP resolution is described. For details
about the multi target monitor resource, see Understanding multi target monitor resources in the Reference
Guide.
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1. Click Add on the Monitor Resource List page.

2. Select the monitor resource type (Multi target monitor) from the Type box and enter the monitor resource

name (mtw1) in the Name box. Click Next.

Monitor Resource Definition

Info - Monitor(common) =» Monitor(special) - Recovery Action
Type® Multi target monitor v
Name* mtwl

Comment

Get Licence Info

@ Select the type of monitor resource and enter its name.

4 Back Next »

Cancel

3. The Monitor (common) window is displayed.
Confirm that Monitor Timing is Always and click Next.

Monitor Resource Definition

Interval® 30 sec
Timeout* 30 sec
Collect the dump file of the monitor process at timeout O

occurrence

Retry Count* 0 time
Wait Time to Start Monitoring* 0 sec

Monitor Timing

® Always

O Active

Nice Value
/[ | |

1 Back Next »

4. The Monitor (special) window is displayed.
From Available Monitor Resources, select the custom monitor resource (genw1) for checking

Target Resource Browse

Cancel

communication with Service Management API and two IP monitor resources (ipw1 and ipw?2) that are set

to both servers. Then, click Add to add them to Monitor Resource List. Click Next.
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Monitor Resource Definition

Info @ = Monitor(common) @ = Monitor(special) - Recovery Action
Monitor Resources Available Monitor Resources
Monitor Resource Type < Monitor Resource Type
genwl genw Add Mo Available Monitor Resources
ipwl ipw S
. . Remove
ipw2 ipw
Tuning
1 Back Next » Cancel

5. The Recovery Action window is displayed.

Select Execute only the final action for Recovery action, LocalServer for Recovery Target, and No
operation for Final action, and select the Execute Script before Final Action check box.

Click Script Settings and create a script to be executed when the multi target monitor resource detects an
error.

Monitor Resource Definition

Info @ = Monitor(common) @ -» Monitor(special) @ -» Recovery Action
Recovery Action Execute only the final action W
Recovery Target * LocalServer Browse
Execute Script before Final Action ]
Final Action No operation v
Script Settings
1 Back Cancel

6. The script editing dialog box is displayed.

Select Script created with this product and click Edit to edit the script. The following shows the
sample of a script to be created.

Specify the following by referring to "4.1. Creation example" The ports differ depending on operations.
- Load balancing rule > Backend port of the load balancer
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- Load balancing rule > Port of the load balancer
Set the public IP address that you wrote down in "10) Setting the inbound security rules" to the following:
- Frontend IP (public IP address) of the load balancer

#! /bin/sh
<EXPRESSCLUSTER installation _path>/bin/clpazure_port_checker -h 127.0.
—~0.1 -p <Backend port_of_the_load balancer_of_Load _balancing_ rule>
if [ $? —-ne 0 ]
then

clpdown

exit O
fi
<EXPRESSCLUSTER installation_path>/bin/clpazure_port_checker -h
—<Frontend_ IP (public_IP_address)_of_the load balancer> -p <Port_of_
—the_load _balancer_of_Load_balancing_ rule>
if [ $? -ne 0 ]
then

clpdown

exit O

For Timeout, specify a value larger than the timeout value of clpazure_port_checker (fixed to five
seconds). In the case of the above sample script, it is recommended to set a value larger than 10 seconds
in order to execute clpazure_port_checker twice.

Click OK.

Edit Script

O User Application

@® Script created with this product
File preaction.sh

Edit View Replace

Timeout* 5 sec

OK Cancel Apply

7. Click Finish to finish setting.

4) Setting the cluster properties

For details about the cluster properties, see "Cluster properties” in the Reference Guide.

* Cluster properties

Configure the settings in Cluster Properties to link Microsoft Azure and EXPERSSCLUSTER.

1. Enter Config Mode from Cluster WebUI, click the property icon of the cluster name.
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Cluster Name Cluster1
Comment
Language English v

0K Cancel Apply

2. Select the Timeout tab. For Timeout of Heartbeat, specify a value calculated by "A+B+C" as
described below.

— A: Interval of the monitor resource being monitored by the multi target monitor resource
for NP resolution x (Retry Count+1)

* Among three monitor resources, select the monitor resource whose calculation result
is the largest.

— B: Interval of the multi target monitor resource x (Retry Count+1)

— C: 30 seconds (Waiting time for heartbeat not to time out before the multi target monitor
resource detects an error. The time can be changed accordingly.

Note: If Timeout of Heartbeat is shorter than the time that the multi target monitor resource
requires to detect an error, a heartbeat timeout will be detected before starting the NP resolution
processing. In this case, the same service may start doubly in the cluster because the service
also starts on the standby server.

Server Sync Wait Time* 5 min
Heartbeat

Interval® 3 sec

Timeout* 120 sec

Server Internal Timeout® 180 sec
Initialize

0K Cancel Apply

3. Click OK.

5) Applying the settings and starting the cluster

1. Click Apply the Configuration File on the File in the config mode of Cluster WebUI.
If the upload succeeds, the message saying "The application finished successfully."

2. Select the Operation Mode on the drop down menu of the toolbar in Cluster WebUI to switch to the operation

mode.

3. The procedure depends on the resource used. For details, refer to the following:Installation and Configuration

Guide -> How to create a cluster
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5.4 Verifying the created environment

Verify whether the created environment works properly by generating a monitoring error to fail over a failover group.
If the cluster is running normally, the verification procedure is as follows:

1. Start the failover group (failoverl) on the active node (nodel). In the Status tab on the Cluster WebUI, confirm
that Group Status of failoverl of nodel is Normal.

2. Change Operation Mode to Verification Mode from the Cluster WebUI pull-down menu.
3. In the Status tab on the Cluster WebUI, click the Enable dummy failure icon of azureppw1 of Monitors.

4. After the Azure probe port resource (azureppl) activated three times, the failover group (failoverl) becomes
abnormal and fails over to node2. In the Status tab on the Cluster WebUI, confirm that Group Status of
failover1 of node2 is Normal.

Also, confirm that access to the frontend IP and port of the Azure load balancer is normal after the failover.

Verifying the failover operation in case of a dummy failure is now complete. Verify the operations in case of other
failures if necessary.
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CHAPTER
SIX

CLUSTER CREATION PROCEDURE (FOR AN HA CLUSTER USING
AN INTERNAL LOAD BALANCER)

6.1 Creation example

This guide introduces the procedure for creating a 2-node unidirectional standby cluster using EXPRESSCLUSTER.
This procedure is intended to create a mirror disk type configuration in which nodel is used as an active server.

The following tables describe the parameters that do not have a default value and the parameters whose values are to
be changed from the default values.

* Microsoft Azure settings (common to nodel and node2)

Setting item

Setting value

Resource group setting

Resource group

TestGroupl

Region

(Asia Pacific) Japan East

Virtual network setting

Name Vnetl

Address space 10.5.0.0/24

Subnet Name Vnetl-1

Subnet Address range 10.5.0.0/24

Resource group TestGroupl

Location (Asia Pacific) Japan East

Load balancer setting

Name TestLoadBalancer

Type Internal

Virtual network Vnetl

Subnet Vnetl-1

IP address assignment Static

Private IP address 10.5.0.200

Resource group TestGroupl

Region (Asia Pacific) Japan East
Backend pool: Name TestBackendPool

Associated to

Availability set

Target virtual machine

nodel
node2

Continued on next page
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Table 6.1 — continued from previous page

Setting item Setting value
Network IP configuration
10.5.0.110
10.5.0.111
Health probe: Name TestHealthProbe
Health probe: Port 26001
Load balancing rule: Name TestLoadBalancingRule
Load balancing rule: Port 80 (Port number offering the operation)
Load balancing rule: Backend port 8080 (Port number offering the operation)

* Microsoft Azure settings (specific to each of nodel and node2)
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Setting item Setting value
node1 | node2
Virtual machine setting
. Standard HDD
— Disk type
— User name testlogin
_ Password PassWord_123
T 1
— Resource group estGroup
. (Asia Pacific) Japan East
— Region
Network security group setting
del- de2-
— Name nodel-nsg node2-nsg
— Availability set setting
AvailabilitySet1
— Name vailabilitySe
. 5
— Update domains
. 2
— Fault domains
Diagnostics storage account setting
— Name Automatically generated
— Performance Standard
_ Replication Locally-redundant storage (LRS)
IP configuration setting
10.5.0.110 10.5.0.111
— IP address
Disk setting
nodel_DataDisk_0 node2_DataDisk_0
— Name
N ty disk
— Source type one (empty disk)
Standard HDD
— Account type
20
— Size

6.1. Creation example
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* EXPRESSCLUSTER settings (cluster properties)

Setting item Setting value
nodef | node2
Clusterl
— Cluster Name ustet
_ Server Name nodel node2
. Ping
— NP Resolution Tab: Type
10.5.0.5
— NP Resolution Tab: Ping
Target
9] U
- NP Resolution Tab: 5 5
<server> column

o EXPRESSCLUSTER settings (failover group)

Resource name Setting item Setting value
Mirror disk resource Name md
Details Tab: Mount Point /mnt/md
Details Tab: Data Partition Device | /dev/sdc2
Name
Details Tab: Cluster Partition De- | /dev/sdcl
vice Name
Details Tab: File System ext4

Mirror Tab: Execute the initial | On
mirror construction
Mirror Tab: Execute initial mkfs On

Azure probe port resource Name azureppl
Probe port 26001 (Value specified for Port of
Health probe)
Exec resource (for DSR) Name execl

* EXPRESSCLUSTER settings (monitor resource)

Monitor resource name Setting item Setting value

Mirror disk monitor resource Name mdw1l

Azure probe port monitor resource Name azureppw 1
Recovery Target | azureppl

Azure load balance monitor resource | Name aurelbw1
Recovery Target | azureppl

128 Chapter 6. Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)



EXPRESSCLUSTER X 5.0
HA Cluster Configuration Guide for Microsoft Azure (Linux), Release 2

6.2 Configuring Microsoft Azure

1) Creating a resource group

Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a resource group following the
steps below.

1. Select the Resource groups icon on the upper part of the window. If there are existing resource
groups, they are displayed in a list.

s e e e

~
Azure services
(11} L — —
°) mmm o] —

+ [ ;, o ans & = = —
Createa Resource Network Virtual Subscriptions Al resources  App Services Storage SQL databases  More services
resource groups security groups machines accounts

Recent resources
NAME TYPE LAST VIEWED
4> 22 min ago
? 24 min ago

%) 24 min ago

= 26 min age

= 26 min age

= 27 min ago

= 28 min ago

L3 28 min ago

(0] 28 min ago

[ e ] 29 min ago

[ 30 min age

b4 32 min ago
Navigate
mm
Subscriptions [74]  Resource groups EEE Al resources Dashboard
Tools
v
g = 1 - N

2. Select +Add at the upper part of the window.
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e e e e

Home > Resource groups
Resource groups 2 X
+ Add == Editcolumns (D Refresh | Exportto CSV 7 Feedback
E Subscription == all Location == all @ +v Add filter
Showing 1 o 30 of 30 records. [ Nogrouping V|
[] Name © Subscription T Location Ty
O Japan East o0
O® Southeast Asia
O® West US
O South Central US
O South Central US
O Japan West
O® East Asia
O® South Central US
O® South Central US
O North Europe
O South Central US
O South Central US
O® Central US
O® Japan East
O® West India
O®E Japan East
O® Japan East
D (=) Japan East ‘v
I R
page [ 1 |of1

3. Specify Subscription, Resource group, and Region, and click Review+Create.

e e e e

Home > Resource groups > Create a resource group

Create a resource group ps

Basics Tags Review + create
Resource group - A container that holds related resources for an Azure solution. The resource group can include all the
resources for the solution, or only those resources that you want to manage as a group. You decide how you want to

allocate resources to resource groups based on what makes the most sense for your organization. Learh more

Project details

subscription ¥ [ M

Resource group *© [ Testaroupt /]

Resource details

Region *© [ casia pacific) Japan East ]

< >

2) Creating a virtual network

Log in to the Microsoft Azure portal (https://portal.azure.com/) and create a virtual network following the
steps below.

130 Chapter 6. Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)


https://portal.azure.com/

EXPRESSCLUSTER X 5.0
HA Cluster Configuration Guide for Microsoft Azure (Linux), Release 2

1. Select the Create a resource icon on the upper partof the window.

L e e servees and o 52

~
Azure services
(11} % — —

+ (%) L o i S = s -
Createa Resource Network Virtual Subscriptions Al resources  App Services Storage SQL databases  More services
resource groups security groups machines accounts

Recent resources
NAME TYPE LAST VIEWED
&> 22 min ago
"] 24 min ago

%) 24 min ago

= 26 min age

= 26 min age

B 27 min ago

B 28 min ago

L3 28 min ago

(0] 28 min ago
[ ] 29 min ago
[} 30 min age
b4 32 min ago
Navigate
Subscriptions [14]  Resource groups EEE Al resources Dashboard
- oo
Tools
v
g = 1 - N

2. Select Networking and then Virtual network.

= Microsoft Azure A2 Search resources, services, and docs (G+/)

Home > New

New X

|2 search the Marketplace

Azure Marketplace  Seeall Featured Seeall
Get started ¢ Virtual network
Quickstart tutorial
Recently created

Check Point CloudGuard lzaS R80.10
Cluster (preview)

Al + Machine Learning

Analytics

Learn more:
Blockchain

Load Balancer
Compute Learn more
Containers

Application Gateway
& e

Developer Tools
Front Door
DevOps

Learn more
Identity

Integration Firewall

Learn more

Internet of Things

Virtual WAN
Learn more

IT & Management Tools

Network security group
Quickstart tutorial

Software as a Service (SaaS)

Media
Mixed Reality

ExpressRoute
Security Learn mare
Storage

Connection
Web Learn more

3. Specify Name, Address space, Subscription, Resource group, Location, Name of Subnet, and
Address range of Subnet, and click Create.
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= Microsoft Azure A2 Search resources, services, and docs (G+/)

Home > Mew > Create virtual network

Create virtual network o x
Name ¥ ~
[ Vnett |
Address space ¥©

[10500/24 |

10.5.0.0 - 10.5.0.255 (256 addresses)

(7] add an 1Pv6 address space ©

Subscription ¥

\ M
Resource group *

[ Testroupt M
Create new

Location *

[ (asia Pacificy 1apan East v |
Subnet

Name *

[ Vnet1-1 B

Address range *@

[10500/24 -]
105.0.0 - 10.5.0.255 (256 addresses)

DDos protection O

(®) Basic () Standard

Service endpoints O
[(oicabi-d JETTD)]

Firewall ©

[(Cisabled JERTTTD v

Automation options

< >

3) Creating a virtual machine

Log in to the Microsoft Azure portal (https://portal.azure.com/) and create virtual machines and disks
following the steps below.

Create as many virtual machines as required to create a cluster. Create nodel and then node2.

1. Select the Create a resource icon on the upper part of the window.

e e e

~
Azure services
11} Lo — —

+ (%) ¢ a EHH @ = T -
Createa Resource Network Virtual Subscriptions Al resources  App Services Storage SCL databases  More services
resource groups security groups machines accounts

Recent resources
NAME TYPE LAST VIEWED
& 22 min ago
‘,- 24 min age

(%) 24 min ago

= 26 min age

= 26 min ago

= 27 min ago

[~ ] 28 min ago

Iy 28 min ago

(o] 28 min ago

[} 29 min ago

0 30 min ago

s 32 min ago

Navigate
Subscriptions [“4]  Resource groups Al resources Dashboard
Tools
v
o ~_ . S
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2. Select Compute and then See all.

Microsoft Azure R Search resources, services, and docs (G+/)

Home > New

New

[0 Seardh the Marketplace

Azure Marketplace ~ Seeall Featured Seeall

Get started Virtual machine
Learn more

Recently created

Al + Machine Learning

Server 2016
Analytics Learn more
Blockehain Reserved VM Instances
Containers

Kubernetes Service
Databases

Quickstart tutorial

Developer Tools

Service Fabric Cluster

DevO)
eops Quickstart tutorial

Identity

Integration Web App for Containers

Quickstart tutorial
Internet of Things

Media Function App
’> Quickstart tutorial

(SHoRel s

Mixed Reality

IT & Management Tools Batch Service

Networking Quickstart tutorial

Software as a Service (Saa$)

Security kernel
Learn more

Storage

Web Ubuntu Server 16.04 LTS

Quickstart tutorial

3. Select CentOS-based 7.6.

5QL Server 2017 Enterprise Windows

Debian 9 "Stretch” with backports

L Seareh ourees servces ard dos &)

Home > New » Creste  Select an image

Create a virtual v

Marketplace My ltems  Preview ltems

Basics  Disks  Net Al + Machine Learning [ Contos based]

Create avirtual machine ~ Analytics
image. i
Complete the Basics tab Blockchain
customization. Compute
Looking for classic VMs?

Containers
Project details

Databases
Select the subscription
your resources. Developer Tools
Subscription *(© DevOps

Identity

Resource group
Integration

Internet of Things

Instance details
IT & Management Tools

Virtual machine name *
Media
Region *@
¢ Mixed Reality
Availability optiens (O Networking
Security

Availability set ¥
Software as a Service (SaaS)

Image *© Storage

Web
Azure Spot instance (0
Size *@

<

WO W RN W R W

CentOS-based 7.3 HPC
Rogue Wave Software (formerly OpenLogic)

This distribution of Linux is based on CentOS and is provided by Rogus Wave Software.

CentOS-based 7.6
Rogue Wave Software (formerly OpenLogic)

This distribution of Linux is based on CentOS and is provided by Rogue Wave Software.

CentOS-based 6.5 HPC
Rogue Wave Software (formerly OpenLogic)

This distribution of Linux is based on CentOS and is provided by Rogue Wave Software.

CentOS-based 7.4 HPC
Rogue Wave Software (formerly OpenLogic)

This distribution of Linux is based on CentOS and is provided by Rogus Wave Software.

CentOS-based 7.7
Rogue Wave Software

This distribution of Linux is based on CentOS and is provided by Rogue Wave Software.

CentOS-based 7.5
Rogue Wave Software (formerly OpenLogic)

This distribution of Linux is based on CentOS and is provided by Rogue Wave Software.

CentOS 7.6
Rogue Wave Software (formerly OpenLogic)

This distribution of Linux is based on CentOS and is provided by Rogus Wave Software.

CentOS-based 7 LVM
Rogue Wave Software (formerly OpenLogic)

This distribution of Linux is based on CentOS and is provided by Rogue Wave Software.

CentOS-based 6.8 HPC
Rogue Wave Software (formerly OpenLogic)

This distribution of Linux is based on CentOS and is provided by Rogue Wave Software.

CentOS-based 7.1 HPC

Rogue Wave Software (formerly OpenLagic)
. i i ie ol " st b " £

4. Click Create.

5. When the Basics tab appears, specify the settings of Subscription, Resource group, Virtual
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machine name, Region, Image, Size, Username, Password, and Confirm password.

Select Availability set from Availability options, and click Create new under the Availability set
field. When Create new appears, specify the settings of Name, Fault domains, and Update
domains. Then click OK.

L o e servees and o (6

Home > New > Create a virtual machine
Create a virtual machine bs
~
Basics Disks Networking Management Advanced Tags Review + create
Create a virtual machine that runs Linux or Windows. Select an image from Azure marketplace or use your own customized
image.
Complete the Basics tab then Review + create to provision a virtual machine with default parameters or review each tab for full
customization.
Looking for classic VMs? Create VM from Azure Marketplace
Project details
Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage all
your resources.
subscription *(0) [ - ‘
Resource group ¥ [ Testaroupt ~ |
Create new
Instance details
Virtual machine name *© [ node1 ]
Region *@ i
eg) © (Asia Pacific) Japan East ~
Availability options 0 [Availabilty set ~
Availability set *© [ No existing availability sets in current resource group and location. ~
Create new
image ¥© [ centos-based 7.6 v |
Browse all public and private images
Azure Spot instance O ves ® no
size *@ | Standard D25 v3 Y
< >
S e e e o
Home > New > Create a virtual machine Create new X

Create a virtual machine

Basics Disks Networking Management Advanced Tags Review + create

Create a virtual machine that runs Linux or Windows. Select an image from Azure marketplace or use your own customized
image.

Complete the Basics tab then Review + create to provision a virtual machine with default parameters o review each tab for full
customization

Looking for classic VMs? Create VM from Azure Marketplace

Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage all
your resources,

Subscription ¥ [ " .~ ~ ‘
Resource group ¥ [ TestGroupt hd ‘
Create new

Instance details

Virtual machine name %O [(poger ]

Region ¥ i

eg © (Asia Pacific) Japan East v

Availability options O \ Availability set v ‘

Availability set ¥ [ No existing availability sets in current resource group and location. v
Create new

Image *() | centos-based 7.6 ~ ‘
Browse all public and private images

Azure Spot instance () O ves ® no

Size *@ | Standard D25 v3

<

Group two or more VMs in an availability set to ensure that at least
one is available during planned or unplanned maintenance events.
Learn more

Name *

[ AvailabilitySet1 |

Fault domains ©
—_—0 E
Update domains @
—_— E

disks @

Use mar

6. Click Change size to display Select a VM size.
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From the list, choose a size (Standard - A1 in this guide) suitable for your virtual machine and
click Select.

Regarding the Virtual machine name, nodel is for nodel, and node?2 is for node2.
Click Next: Disks >

7. When the Disks tab appears, go through the following steps to add a disk to be used for a mirror
disk (cluster partition or data partition).

From the DATA DISKS list, click Create and attach a new disk.

P e e e e

Home > New > Create a virtual machine

Create a virtual machine X

Basics Disks Networking Management Advanced Tags Review + create

Azure VMs have one operating system disk and a temporary disk for short-term storage. You can attach additional data disks.
The size of the VM determines the type of storage you can use and the number of data disks allowed. Learn more

Disk options
0s disk type ¥ Standard HDD ~
©
Data disks
You can add and configure additional data disks for your virtual machine or attach existing disks. This VM also comes with a
temporary disk.

LUN Name Size (GiB) Disk type Host caching

Create and attach a new disk Attach an existing disk

~ Advanced

e e

rd ~

8. Create a new disk appears.
Specify the settings of Name, Source type and Size. Then click OK.
Click Next: Networking >
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e S

Home > New > Create a virtual machine > Create a new disk

Select a disk size
Create a new disk

Browse available disk sizes and their features.

Create a new disk to store applications and data on your WM. Disk pricin .
- Account type
storage type, and number of transactions. Leam more about Azure Mal

standard HDD ~
Name * [ nodet patapisk 0 size Disk tier Max I0PS Max throughput
Source type *O | Nene empty disk) 32 GiB 54 500 60
size *@ 1024 GiB 64 GiB s6 500 60
Standard SSD 128 Gig s10 500 60
Change size -
256 GiB s15 500 60
512 GiB 520 500 60
1024 GiB 530 500 60
2048 GiB 540 500 60
4096 GiB 550 500 60
8192 GiB 60 1200 200
16384 Gig s70 2000 500
32767 Gig s80 2000 500

Create a custom size

Enter the size of the disk you would like to create. You will be charged the same rate for your provisioned disk, regardless of how much of
the disk space is being used For example, a 200 GiB disk is provisioned on a 256 GiE disk, so you would be billed for the 256 GiB
provisioned.

Custom disk size (i) *
20

<

9. The Networking tab appears.

Specify the settings of Virtual network, Subnet, NIC Network security group, and Configure
network security group.

Click Create new under the Configure network security group field to display Create network
security group. Specify the setting of Name and then click OK.

Click Next: Management >.
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L o e servees and o (6

Home > Mew > Create a virtual machine

Create a virtual machine X

Basics Disks Networking Management Advanced Tags Review + create
Define network connectivity for your virtual machine by configuring network interface card (NIC) settings. You can control

ports, inbound and outbound connectivity with security group rules, or place behind an existing load balancing solution.
Learn more

Network interface

When creating a virtual machine, a network interface will be created for you.

Virtual network *© [ vnet1 ~]
Create new
subnet ¥® [ vneti-1 (105.00724) M

Manage subnet configuration

Public IP () [ hone v

Create new

NIC network security group O () wone () Basic (8) Advanced

Configure network security ‘ (new) node1-nsg ~
group Create new
Accelerated networking ©) on @ off

The selected VM size does not support accelerated networking.

Load balancing
You can place this virtual machine in the backend pool of an existing Azure load balancing solution. Learn more

Place this virtual machine
Yes (@) No
behind an existing load O C

balancing solution?

B [T —

< >

10. The Management tab appears.
Click Create new under the Diagnostics storage account field to display Create storage account.
Specify the settings of Name, Account kind, and Replication. Then click OK.
In the Diagnostics storage account field, the default value is automatically generated and entered.
Click Next: Details >

L e e e O

Home > New > Create a virtual machine
Create a virtual machine
~
Basics Disks Networking Management Advanced Tags Review + create
Configure monitoring and management options for your VM.
Azure Security Center
Azure Security Center provides unified security management and advanced threat protection across hybrid cloud workloads.
Learn more
@ vour subseription is protectad by Azure Security Center basic plan.
Monitoring
Boot diagnostics 0 ® on O off
05 guest diagnostics O O on @ off
Diagnostics storage account * ‘ (new) testgroup1diags00 -
o
- Create new
Identity
System assigned managed on ® off
identity Qon ®
Azure Active Directory
) credentials on
A\ Thisimage does not support Login with AAD.
v
<Previous | | Next:Advanced >
< >
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Microsoft Azure A2 Search resources, services, and docs (G+/)

Home > New > Create a virtual machine Create storage account x

Create a virtual machine

Name *

[ Festgroup1diagsn |
coremindows.net

Basics Disks Networking Management Advanced Tags Review + create

Configure monitoring and management options for your VIV, Account kind O

‘ Storage (general purpose v1) v ‘
Azure Security Center
Azure Security Center provides unified security management and advanced threat pratection across hybrid cloud workloads. performance O
Learn more

Replication ()
@ vour subscription is protected by Azure Security Center basic plan.

Locally-redundant storage (LRS) v

Monitoring
Boot diagnostics ® on O off
05 guest diagnostics (O O on
Diagnostics storage account * \ (new) testgroup1diag600 ~
o
u Create new
Identity

System assigned managed on @® off
identity © Qo ®
Azure Active Directory

1 with AAD

©

tials o

A\ This image does not support Login with AAD.

| <Previous | [ Next:Advanced »

<

11. Click Next: Tags >.

Microsoft Azure P Search resources, services, and docs (G+/)

Home > Mew > Create a virtual machine

Create a virtual machine

Basics Disks Networking Management Advanced Tags Review + create
Add additional configuration, agents, scripts or applications via virtual machine extensions or cloud-init.

Extensions

provide post-depl E and

Extensions O Select an extension to install

Cloud init

Cloud init s a widely used approach to customize a Linux VM as it boots for the first time. You can use cloud-init to install
packages and write files or to configure users and security. Learn more

@ The selected image does not support cloud init.

Host

Azure Dedlicated Hosts allow you to provision and manage a physical server within our data centers that are dedicated to your
Azure subscription. A dediicated host gives you assurance that only VMs from your subscription are on the host, flexibility to
choose VMs from your subscription that will be provisioned on the host, and the control of platform maintenance at the level
of the host. Learn more

Host group © ~

@ Dedicated hosts cannot be used with availability sets.

Proximity placement group

Proximity placement groups allow you to group Azure resources physically closer together in the same region. Learn more

Proximity placement group © | o proximity placement aroups found v

< >

12. Click Next: Review + create >
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Home > New > Create a virtual machine

Create a virtual machine

Basics Disks Networking Management Advanced Tags Review + create
Tags are namevalue pairs that enable you to categorize resources and view cansolidated billing by applying the same tag to
multiple resources and resource groups. Leam more about tags
Note that if you create tags and then change resource settings on other tabs, your tags will be automatically updated.
Name () Value () Resource
M v | [[11 selected ~
<Previous | | Next:Review + create >
< >

13. The Review + create tab appears. Check the contents. If there is no problem, click Create. The

deployment starts and takes several minutes.

o e e e o)

Home > New > Create a virtual machine

Create a virtual machine

/ Validation passed
~
Basics Disks Networking Management Advanced Tags Review + create
PRODUCT DETAILS
Standard Al v2 Subscription credits apply ©
by Microsoft 6.0500 JPY/hr
Terms of use | Privacy policy Pricing for other VM sizes
TERMS
By clicking “Create”, | (a) agree to the legal terms and privacy statement(s) associated with the Marketplace offering(s) listed above: (b]
authorize Microsoft to bill my current payment method for the fees sssociated with the offering(s), with the same billing frequency as
my Azure subscription; and (¢) agree that Microsoft may share my contact, usage and transactional information with the provider(s) of
the offering(s) for support, billing and other transactional activities. Microsoft does nat provide rights for third-party offerings. See the
Azure Marketplace Terms for additional details.
Basics
Subscription
Resource group TestGroup
Virtual machine name nodel
(Asia Pacific) Japan East
Availabiity set
Availability set [new AvailabiltySetd
Authentication type Password
Username testlogin
Azure Spot No
Disks
v
05 disk type Standard HDD
< Previous Next Download a template for automation
< >

4) Setting a private IP address

Log in to the Microsoft Azure portal (https://portal.azure.com/) and change the private IP address setting
following the steps below. Since an IP address is initially set to be assigned dynamically, change the
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setting so that an IP address is assigned statically. Change the settings of nodel and then node?2.

1. Select the Resource groups icon on the upper part of the window.

o e e e o)

~
Azure services
- — =
+ & 9 = @ = g -
Create a Resource Network Virtual Subscriptions all resources App Services Storage SQL databases  More services
resource groups security groups machines accounts
Recent resources
NAME TVPE LAST VIEWED

&> 22 min ago

‘, 24 min ago

(%) 24 min ago

= 26 min ago

= 26 min ago

[~ ] 27 min ago

=B 28 min ago

L3 28 min ago

(0] 28 min ago

(=] 29 min ago

(=] 30 min ago

s 32 min ago
Navigate

ann
Subscriptions [14]  Resource groups EEE Al resources Dashboard
Tools
v
g - i - i .

2. Select TestGroupl from the resource group list.

3. The summary of TestGroupl is displayed. Select virtual machine nodel or node2 from the item list.

L e e e O

Home > Resource groups > TestGroupl
(%) TestGroup1 2 X
Resource group
« + Add == Editcolumns  [il] Delete resource group () Refresh  —> Move | Exportto CSV More
Essentials ¥
4 Overview ~
& Actitylog [ Filter by name... | (Type=-an @ Location == all @) ( ¥ Add filter
8 Access control (M) Showing 1 to 13 of 13 records. ] Show hidden types @ (Nogouping V]
(] Name Type T4 Location Ty,
® Tags
events O®= Availability set Japan East
O virtual machine Japan East
Settings Oe Network security group Japan East
# Quickstart O Network interface Japan East
T Deployments Oe Disk Japan East
Policies D e Disk Japan East
= Properties O Virtual machine Japan East
B tods Ow Network security group Japan East
= Bxporttemplate O Network interface Japan East
Cost Management D s Disk Japan East
& Cost analysis O= Disk Japan East
B3 Costalerts O= Storage account Japan East
9 Budgets O «» Virtual network Japan East
@ Advisor recommendations
Monitoring
@ Insights (preview)
W Alerts
@ Metrics E—
page [ 1~ |of1
[ Diagnostic settings v o
< >
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4. Select Networking.

icrosoft Azure A2 Search resources, services, and docs (G+/)

Home > Resource groups > TestGroupl
[‘] TestGroup1 2 X
Rescurce group
“ + Add == edit columns il Delete resource group () Refresh  —> Move | Exportto Csv More
Essentials ¥
(4 Overview
(=) ~
. Showing 1 to 13 of 13 records, L] Show hidden types @ Srodping
" Access contral (1AM)
] mame ™ Type Ty Location T
® Tags
event: Om= Availability set Japan East
vents E
—_ virtual machine Japan East
p
Settings B
Oe Network security group Japan East
& Quickstart
O Network interface Japan East
I, Deployments
O= Disk Japan East
Policies
O= Disk Japan East
25 Properties
O Virtual machine Japan East
£ Locks ;
Oe Network security group Japan East
E3 Export template
O Network interface Japan East
Cost Management Oe Disk Japan East
@ Costanalysis O= Disk Japan East
&3 costalerts O= Storage account Japan East
9 Budgets [HES) Virtual network Japan East
@ Advisor recommendations
Monitoring
@ Insights (preview)
W Alerts
4 Metrics
Previous  Pagy of 1 Next
[ Diagnostic settings v
< >

5. Select a network interface displayed in the list. The network interface name is generated automati-
cally.

6. Select IP configurations.

icrosoft Azure A2 Search resources, services, and docs (G+/)

Home > Resource groups > TestGroupl > nodel - Networking > node1136 - IP configurations
-] node1186 - IP configurations X
Neowort intertace
o « +add [ X Discard
& overview IP forwarding settings
© Activity log 1P forwarding Enabled )
Ao Access control (1AM) Virtual network Vnet1
® Tags
IP configurations
Settings Subnet ¥ Vneti-1 (10.5.0.0/24) ~
& IP configurations
= DNS servers [ search P con |
@ Networksecurty group Name 1P Version Type Private IP address Public IP address
8t Properties ipconfigt 1Pva primary 10.5.04 (Dynamic) -
&) Locks
B3 Export template
Support + troubleshooting
Y Effective security rules
& Effective routes
2 New support request
< >
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7. Only ipconfigl is displayed in the list. Select it.

8. Select Static for Assignment under Private IP address settings. Enter the IP address to be assigned
statically in the IP address text box and click Save at the top of the window. The IP address of nodel
is 10.5.0.110. The IP address of node2 is 10.5.0.111.

= Microsoft Azure £ Search resources, services, and docs (G+/)

Home > Resource groups > TestGroupT > nodel - Networking > node1186 - IP configurations > ipconfig1

ipconfigl 0 x
nodet 135

Bl save X piscard

The virtual machine associated with this network interface will be restarted to utilize the
new private IP address. The network interface will be reprovisioned and network
configuration settings, including secondary IP addresses, subnet masks, and default
gatewsy, will need to be manually reconfigured within the virtual machine, Learn more:

Public IP address settings
Public IP address
[( Disabled JESELIC-R

Private IP address settings
Virtual network/subnet
Vnet1/Vnet1-1

Assignment

(oynamic QEETID)

1P address *
1050110

< >

9. The virtual machines restart automatically so that new private IP addresses can be used.
5) Configuring virtual machines

Log in to the created nodel and node2 and specify the settings following the procedure below.
Set a partition for the mirror disk resource. Create a file system in the added disk.
Secure an area in the added disk by using the fdisk command and then create a file system.

For details about the partition for the mirror disk resource, see "Settings after configuring hardware" in
"Partition settings for Mirror disk resource (when using Replicator)" in "Determining a system
configuration" in the Installation and Configuration Guide

1. Check the partition list. In the following example, the last line shows the added disk.

$ cat /proc/partitions
major minor #blocks name

4 £do
31457280 sda
512000 sdal

2 30944256 sda2
16 73400320 sdb
17 73398272 sdbl
32 20971520 sdc

= o O

O 00 0O 00 0 0 N

2. Create a cluster partition and data partition in the added disk by using the fdisk command. Allocate
1 GB (1¥1024*1024*1024 bytes) or more to a cluster partition. (If the size is specified as just 1 GB,
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the actual size will be larger than 1 GB depending on the disk geometry difference. This is not a
problem.) Also, do not create a file system in a cluster partition.

3. If you select Execute initial mkfs when creating the cluster configuration data by using Cluster
WebUI, EXPRESSCLUSTER creates a file system automatically. Note that existing data in the
partition will be lost.

For DSR, add a Loopback Adapter in each node configuring a cluster.
6) Configuring a load balancer

Log in to the Microsoft Azure portal (https://portal.azure.com/) and add an internal load balancer follow-
ing the steps below. For details, see the following websites:

* Load Balancer documentaion:
https://docs.microsoft.com/en-us/azure/load-balancer/

1. Select the Create a resource icon on the upper part of the window.

= Microsoft Azure 2 Search resources, services, and docs (G+/)

Azure services

T - =
—'— Q n umm %] —
%) umm & = W
Create a Resource Network Virtual Subscriptions  All resources  App Senvices Storage SQLdatabases  More services

resource groups security groups  machines accounts

Recent resources

NAME TYPE LAST VIEWED
o 22 min ago
? 24 min ago
(%) 24 min ago
26 min ago
26 min ago

27 min ago

|

28 min ago
28 min ago
28 min ago
29 min ago

30 min ago

w 0o s

32 min ago

Navigate

Subscriptions [“4]  Resource groups EEE Al resources Dashboard

Tools

o = .

2. Select Networking and then Load balancer.

3. The Create load balancer blade is displayed. Specify Name. Select Internal for Type and Basic
for SKU, respectively.

4. For Virtual network and Subnet, select the virtual network and subnet created in "2) Creating a
virtual network."

5. Specify Subscription, Resource group, and Region, and click Review+create. Then click Create.
Deploying the load balancer starts. This processing takes several minutes.
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= Microsoft Azure £ search resources, services, and docs (G+/)

Home > Create load balancer

Create load balancer X

Basics Tags Review + create

Azure load balancer is a layer 4 load balancer that distributes inceming traffic among healthy virtual machine instances. Load
balancers uses a hash-based distribution algorithm. By default, it uses a S-tuple (source IP, source port, destination IP,
destination port, protocol type) hash to map traffic to available servers. Load balancers can either be intemet-facing where it is
accessible via public IP addresses, o internal where it is only accessible from a virtual network. Azure load balancers also
support Network Address Translation (NAT) to route traffic between public and private IP addresses. Learn more.

Project details

Subseription ¥ | f v |

Resource group ¥ | Testoroups v

Create new

Instance details

Name * [ TestioadBalancer |
Region * | casia pacific) Japan East V|
Type ¥ = "
ype ¥ O (® intermal ) Public
*0
sku* @ (® Basic () standard
Configure virtual network.
Virtual network * © | vnet: v
*
Subnet | vnet-1 1050024 v
Manage subnet configuration
1P address assignment % (® static (O Dynamic
Private IP address * [ 1050200 - v

[ Next:Tags > | Download a template for automation

7) Configuring a load balancer (configuring a backend pool)

1. Associate a virtual machine registered to the availability set to the load balancer. After the load balancer has
been deployed, select the Resource groups icon on the upper part of the window.
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= Microsoft Azure

2 Search resources, services, and docs (G+/)

~
Azure services
(11 e =
N o] — %
_|' (%] ;’ n 1] & =
Create a Resource Network Virtual Subscriptions All resources App Services Storage SQL databases More services
resource groups security groups machines accounts
Recent resources
NAME TYPE LAST VIEWED

4> 22 min ago

- .

v 24 min ago

(%] 24 min ago

= 26 min ago

= 26 min ago

= 27 min ago

= 28 min ago

L3 28 min ago

@ 28 min ago

[ # ] 29 min ago

n 30 min ago

S 32 min ago
Navigate

- =mm
Subscriptions | 1| Resource groups ass All resources I Dashboard
Tools
v
a = - e

2. Select the resource group to which the created load balancer belongs from the resource group list.

3. The summary of the selected resource group is displayed. Select the created load balancer from the item list.
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O Search resources, services, and docs (G+/)

Home > Resource groups > TestGroupl
[14] TestGroupl # X
Resoures group
‘{J Search (Ctrl+/) ‘ « Add Edit columns [l Delete resource group () Refresh —> Move | ExporttoCsv Ass Delete Export template
. Essentials ¥
* Owverview A
il == == =+
B Activity log | Filter by name... | Type ==all @ Location == all @ < Add filter
Ao, Access control (IAM) Showing 1to 18 of 18 records. ] Show hidden types © No grouping e
@ Tags 7] Name + Type T Location Ty
Events
D = Availability set Japan East oA
Settings Oe DNS zone global e
&4 Quickstart O& Public IP address Japan East e
T, Deployments D = Public IP address Japan East b
Policies O Virtual machine Japan East wes
55 Properties O Netwaork security group Japan East aee
) Locks Oum Metwork interface Japan East ..
© Export template D 4 Disk Japan East b
Cost Management D 2 Disk Japan East o
@ Costanalysis D — Virtual machine Japan East b
] e
Bl Costalerts D . Metwark security group Japan East
9 Budgets D a Netwark interface Japan East A
@ Advisor recommendations D 2 Disk Japan East o
De Disk Japan East e
Monitoring
O= Storage account Japan East e
@ Insights (preview)
D <} TestloadBalancer Load balancer Japan East e
KN Alerts v
[T B Trrtt nmABAlammarhublini Dushlis 1D addrace Ianan Fact .t
@l Metrics
Page | 1V |of1
i Diagnostic settings A —
£ >

4. Select Backend pools.
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O Search resources, services, and docs (G+/)

Home > TestLoadBalancer

TestLoadBalancer # X

Load balancer

[2 search critn « = Move [i] Delete () Refresh

£ Overview

E Activity log Configure high availability and scalability for your applications

] Create highly-available and scalable applications in minutes by using built-in load balancing for cloud services and virtual

" Access control (IAM) machines. Azure Load Balancer supports TCP/UDP-based protocols and protocols used for real-time voice and video messaging
applications. Learn more

® Tags PP

£? Diagnose and solve problems
=

Settings L (fJ

Balance IPv4 and IPv6 addresses

Native dual-stack endpoints help meet regulatory
Backend pools requirements and address the fast-growing number
of devices in mobile and 10T,

Health probes -
View frontend IP configuration piceiheakiprmbey

Load balancing rules

&1 Frontend IP configuration Build highly reliable applications
Load Balancer improves application uptime by

routing traffic to healthy nodes. Learn more

a

View load balanci I
5 inbound NAT rues View backend pools iew load balancing rules

'Y Properties

) Locks ‘

I Export template Secure your networks
Control network traffic and protect private networks
Support + troubleshooting using built-in network address translation (NAT).

2 New support request View inbound NAT rules

5. Click Add.

crosoft Azure O Search resources, services, and docs (G+/)

Home > TestLoadBalancer - Backend pools

' TestLoadBalancer - Backend pools X

Load balancer

|f1 Search (Ctri+/) ‘ « + add () Refresh

& Overview

Virtual machine Virtual machine status Network interface Private IP address
E Activity log

N No results
A Access control (IAM) i

® Tags

£? Diagnose and solve problems
Settings

2 Frontend IP configuration

% Backend pools

1" Health probes

— Load balancing rules

B Inbound MAT rules

'Y properties

= Locks

4 Export template

Monitoring

& Diagnostic settings

® Logs

Support + troubleshooting

B New support request
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6. Add backend pool is displayed. Specify Name.

7. Select Virtual machine for Associated to.

8. Specify Virtual machine and IP address for the virtual machine you want to associate. Repeat this procedure

for the rest of such virtual machines.

9. Then click Add.

= Microsoft Azure P Search resources, services, and docs (G+/)

Home > TestGroup1 » TestLoadBalancer - Backend pools

i, TestloadBalancer - Backend pools

...... Load balancer

(2 search (ctri+n |« add (D Refresh

& Overview

Add backend pool

TestLoadBalancer

Name ¥

TestBackendPool adl

Virtual network ©

) Virtual machine Virtual machine status Vnet]
& Activity log ne
No results ;
A Access control (IAM) [p version .
-« s )

® Tags
Associated to O

/* Diagnose and solve problems
‘ Virtual machine e

Settings

Frontend IP configuration Virtual machines

L - . . N .
s e Virtual Machines must be in same location as Load Balancer. Only IP configurations that have
the same SKU (Basic/Standard) as the Load Balancer can be selected. All of the IP

7 Health probes
P configurations have to be in the same Virtual Network.

Load balancing rules

bound " Virtual machine IP address
& Inbound NAT rules

. - nodel ipconfigl (10.5.0.110)
‘I Properties
L Lock node2 ipconfigl (10.5.0.111)
) Locks

v v

2 Export template H

Support + troubleshooting

& New support request

8) Configuring a load balancer (configuring a health probe)
1. Select Health probes.
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P search resources, services, and docs (G+/)

Home > TestGroup1 > TestLoadBalancer - Health probes

s TestLoadBalancer - Health probes
Lozd balancer

+ Add

[0 search cri+n | «

& Overview |/“j Search probes

E Activity log Name

“o. Access control (1AM) Mo results,
& Tags
Z? Diagnose and solve problems
Settings.
&3 Frontend IP configuration
% Backend pools
1" Health probes
Load balancing rules
5 Inbound NAT rules
i! Properties

“h Locks

2 Export template

Menitoring
& Diagnostic settings

® Logs

Support + troubleshooting

2 New support request

<
2. Click Add.
3. Add health probe is displayed. Specify Name.
4. Specify Protocol and Port, and click OK.

™

Port

N

Used By Ty
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O search resources, services, and docs (G+/)

Home > TestGroupl > TestLoadBalancer - Health probes > Add health probe

Add health probe X

TestLoadBalancer

Name *

| TestHealthProbe J‘

Protocol ©

[ Ter ~ |

port ¥

[ 26001 |

Interval ¥ ©

[s |
seconds

Unhealthy threshold * @
[2 |
consecutive failures

€ >

9) Configuring a load balancer (setting the load balancing rules)

1. Select Load balancing rules.
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= Microsoft Azure J Search resources, services, and docs (G+/)

Home > TestGroup1 > TestLoadBalancer - Load balancing rules

TestLoadBalancer - Load balancing rules e
Load balancer

= Add

[0 search (ctri+) | «

& Overview [}3‘ ]

a2 Activity log Name 1, Load balancing rule 1y  Backend pool 1,  Health probe Ty

"o Access control (IAM) No results,

0

® Tags
/? Diagnose and solve problems
Settings
B2 Frontend IP configuration
% Backend pools
1t Health probes
Load balancing rules
& Inbound NAT rules
+' Properties
&) Locks

2 Export template
Monitoring

& Diagnostic settings

® Logs

Support + troubleshooting

' New suppart request

< >

2. Click Add.
3. The Add load balancing rule blade is displayed. Specify Name.

4. Specify Port and Backend port, and click OK.

For DSR, specify Port and Backend port to same port number, enable to Floating IP(Direct Server Return),
and click OK.

(Specify the port number used to connect to the application (example.80).)
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O search resources, services, and docs (G+/)

Home > TestloadBalancer - Load balancing rules > Add load balancing rule

Add load balancing rule X

TestloadBalancer

Name *

| TestLoadBalancingRule

IP Version %
(®) 1pva () 1pve

Frontend IP address * (0

10.5.0.200 (LoadBalancerfrontEnd) ~

Protocol

() TP () uDP

port ¥

[a |

Backend port ¥ O

[ sosdl |

Backend pool (0

| TestBackendPoal v ‘

Health probe @

| TestHealthProbe (TCP:26001) ~ ‘

Session persistence (0

| None ~ ‘

Idle timeout (minutes) (0
o [ 2]

Floating IP (direct server return) O
(EETED enabled )

< >

10) Adjusting the OS startup time, checking the network setting, checking the root file system, checking the
firewall setting, synchronizing the server time, and checking the SELinux setting.

For each procedure, see "Settings after configuring hardware" in "Determining a system configuration" in
the Installation and Configuration Guide.

11) Installing EXPRESSCLUSTER

For the installation procedure, see the Installation and Configuration Guide.
After installation is complete, restart the OS.

12) Registering the EXPRESSCLUSER license

For the license registration procedure, see the Installation and Configuration Guide.
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6.3 Configuring the EXPRESSCLUSTER settings

For the Cluster WebUI setup and connection procedures, see "Creating the cluster configuration data" in the Installation
and Configuration Guide.

This section describes the procedure to add the following resources and monitor resources:
* Mirror disk resource
* Azure probe port resource
* Azure probe port monitor resource
* Azure load balance monitor resource
* PING network partition resolution resource (for NP resolution)

For the settings of other resources and monitor resources, see the Installation and Configuration Guide and the Refer-
ence Guide.

1) Creating a cluster
Start the Cluster generation wizard to create a cluster.
* Creating a cluster

1. Access Cluster WebUI, and click Cluster generation wizard.

Cluster WebUI <cluster> # Config mode ~ 2 O

—
y = | 8 + 1+ = 2
Cluster generation wizard | Import | Export | Get the Configuration File | Apply the Configuration File f| Update Server Data | Check the Configuration File

2. Cluster of Cluster generation wizard is displayed.
Enter a desired name in Cluster Name.
Select an appropriate language in Language. Click Next.
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# Cluster generation wizard

Cluster = Basic Settings < Interconnect = NP Resolution < Group = Monitor
Cluster Name”* Clusterl

Comment

Language® English w

Management IP Address

@ Start generating the cluster.

Enter the cluster name, and then select the language (locale) of the environment that runs WebManager.

If using the integrated WebManager to manage multiple clusters, specify a unique cluster name to identify the cluster.

The management IP address is a floating IP address used for a WebManager connection. If establishing connections by specifying each server IP address, the
management IP address can be omitted.

To continue, click [Next].

«Back Next » Cancel

3. Basic Settings is displayed.
The instance connected to Cluster WebUI is displayed as a registered master server.

Click Add to add the remaining instances (by specifying the private IP address of each
instance). Click Next.

Add server
Server Name or IP Address® 10.5.0.111

© Enter an IP address or a server name.

When entering a server name, name resclution is necessary.

Both IPv4 and IPv6 for IP address can be used.

When entering an IP address, the server name Is automatically acquired.

oK Cancel

# Cluster generation wizard

Cluster @ = Basic Settings =» Interconnect < NP Resolution = Group = Monitor
Add Remove

Server Definitions

Order Name
Master server nodel
1 node2
T~ b
Server Group Definition Settings

@ Click "Add" to add servers constructing the cluster.
Click 1] or [¥] to change the server priority.
Click "Settings" to configure the server group when using the server group.

4 Back Next » Cancel

4. The Interconnect window is displayed.

Specify the IP addresses (IP address of each instance) to be used for interconnect. In addition,

select mdc1 for MDC as a communication path of a mirror disk resource to be created later.
Click Next.

154 Chapter 6. Cluster Creation Procedure (for an HA Cluster Using an Internal Load Balancer)



EXPRESSCLUSTER X 5.0
HA Cluster Configuration Guide for Microsoft Azure (Linux), Release 2

# Cluster generation wizard

Server

Cluster @ = Basic Settings @ = Interconnect - NP Resolution < Group = Monitor
Properties Add Remove

Interconnect List
Priority Type MDC nodel node2

1 Kernel Mode v mdcl v 10.5.0.110 v | 1050111 v
T~

@ Configure the interconnect among the servers constructing the cluster.Click "Add" to add interconnect and select the type.

For "Kernel mode", "User mode"”, "BMC", "DISK", "Witness HB" and "COM" settings, configure the route which is used for heartbeat. For "Mirror Communication
Only" setting, configure the route which is used only for data mirroring communication.

Configuring more than one routes is recommended.

For "Kernel mode" ", "User mode, "DISK" and "COM" settings, click each server column cell and set an IP address or device.

For "Witness HB" setting, click each server column cell to set "Use" or "Do not use", and then click "Properties” to set detailed settings.

Click " T" or " |." to configure the priority to preferentially use the LAN only for the communication among the cluster servers.

For "Mirror Communication Only" settings, click each server column cell to configure IP addresses.

For the communication route which is used for data mirroring communication, select the mirror disk connect name to be allocated to the communication route in
MDC column.

4 Back Next» Cancel

5. The NP Resolution window is displayed.

To execute NP resolution by using a ping, click Add to add a line to the NP resolution list.
Click a cell of the Type column and select Ping. Click the cell of the Ping target column and
set the TP address of the device to which to send a ping. Be sure to specify the IP address of a
server other than cluster servers within the Microsoft Azure network. Click a cell of each
server column and select Use or Not use.

Click Next.

Cluster generation wizard

Server

Cluster @ =» Basic Settings @ - Interconnect® <> NP Resolution = Group = Monitor
Properties Add Remove

NP Resolution List

Type Target nodel node2
Ping v 10.5.0.5 Use v Use v
Tuning

@ Configure network partition (NP) resolution function.

Click "Add" to add NP resolution resource and select the type.

For "Ping" setting, click Target column cell to configure IP address of Ping destination, and then click each server column cell to configure "Use" or "Do not use”.
For "HTTP" setting, click Target column cell to configure HTTP packet destination, and then click each server column cell to configure "Use" or "Do not use".
The detailed settings can be verified and changed by clicking "Properties”.

Click "Tuning" to configure the actions at NP occurrence

4 Back Next» Cancel

2) Adding a group resource
* Defining a group
Create a failover group.
1. The Group List window s displayed.
Click Add.
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# Cluster generation wizard

Cluster @ =» Basic Settings @ = Interconnect @ -» NP Resolution® = Group = Monitor
Properties Add Remove Group Resource

Group List

Name Type

No groups

@ Configure failover group to be a unit of fail over.

Click "Add" to add a group.

Click "Properties” to configure the properties of the selected group.
Click "Group Resource" to add resource to the selected group.

4 Back Next » Cancel

2. The Group Definition window is displayed.
Specify a failover group name (failoverl) for Name. Click Next.

Group Definition failover

Basic Settings - Startup Servers = Group Attnibutes =»  Group Resourc

1]

Type* failover v
Name” failoverl
Comment

@ Select group type.

If using virtual machine resources to cluster virtual machines, select "Virtual machine” as the type. In other cases, select
"Failover".

If using server group, check the "Use Server Group”.

1 Back Next » Cancel

3. The Startup Servers window is displayed.
Click Next without specifying anything.

4. The Group Attributes window is displayed.
Click Next without specifying anything.

5. The Group Resource window is displayed.
On this page, add a group resource following the procedure below.

Group Definition

Basic Settings @ = Startup Servers @ = Group Attributes @ <  Group Resource
Properties Add Remove

Group Resource List

Name Type

MNo resources

© Click "Add" to add resources.
Click "Properties" to configure the properties of the selected resource.

1 Back Cancel
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e Mirror disk resource

Create a mirror disk resource.
For details, see Understanding Mirror disk resources in "Group resource details” in the Reference Guide.

1. Click Add on the Group Resource List page.

2. The Resource Definition of Group | failover1 window is displayed.

Select the group resource type (Mirror disk resource) from the Type box and enter the group name (md)
in the Name box. Click Next.

Resource Definition of Group | failover1

Info < Dependency <» Recovery Operation = Details

Type* Mirror disk resource v
Name”* md

Comment

Get License Info

@ Select the type of group resource and enter its name.

4 Back Next » Cancel

3. The Dependency window is displayed.
Click Next without specifying anything.

4. The Recovery Operation window is displayed.
Click Next.

5. The Details window is displayed.
Enter the device name of the partition created in "5) Configuring virtual machines" in Data Partition
Device Name and Cluster Partition Device Name. Specify Mount Point and File System. Click Finish
to finish setting.

Resource Definition of Group | failover1

Info @ = Dependency @ -=» Recovery Operation @ -» Details
Common nodel node2
Mirror Partition Device Name* [dev/NMPL
Mount Point* Jmnt/md
Data Partition Device Name* [dev/sdc2 W
Cluster Partition Device Name* Jdev/sdcl W
File System* ext4 v
Mirror Disk Connect Select
Tuning
4 Back Cancel
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* Azure probe port resource

When EXPRESSCLUSTER is used on Microsoft Azure, EXPRESSCLUSTER provides a mechanism to wait
for alive monitoring from a load balancer on a port specific to a node in which operations are running.

For details about the Azure probe port resources”, see "Understanding Azure probe port resources" in the Ref-
erence Guide.

1. Click Add on the Group Resource List page.

2. The Resource Definition of Group | failover1 window is displayed. Select the group resource type (Azure
probe port resource) from the Type box and enter the group name (azureppl) in the Name box. Click Next.

Resource Definition of Group | failoverl azurepp
Info < Dependency = Recovery Operation =

Type* Azure probe port resource Vv

Name* azureppl

Comment

Get license information

@ Select the type of group resource and enter its name.

4 Back Next » Cancel

3. The Dependency window is displayed. Click Next without specifying anything.
4. The Recovery Operation window displayed. Click Next.

5. For Probeport, enter the value specified for Port when configuring a load balancer (configuring health

probe).
Resource Definition of Group | failoverl azurepp
Info @ = Dependency @ = Recovery Operation @ = Details
Probeport® 26001
Tuning

1 Back Cancel

6. Click Finish.
¢ EXEC resource(for DSR)

EXPRESSCLUSTER provides a mechanism to add / remove front-end ip address as the load balancer switches.
For details about the EXEC resources", see "Understanding EXEC resources" in the Reference Guide.

1. Click Add on the Group Resource List page.

2. The Resource Definition of Group | failoverl window is displayed. Select the group resource type
(EXEC resource) from the Type box and enter the group name (execl) in the Name box.

3. Click Next.
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. The Dependency window is displayed. Click Next without specifying anything.
. The Recovery Operation window displayed. Click Next.

. The Details window displayed. Select the start.sh. Click Edit.
The following script is a sample script. Customize it to change your environment.

(Example: sample script of start.sh)

# Serverl
SERVER1_NAME="serverl" # hostname
SERVER1_NIC="1o" # Interface name for local loopback

# Server?2
SERVER2_NAME="server2" # hostname
SERVER2_NIC="1lo" # Interface name for local loopback

# VIP Address
VIP=10.5.0.200 # Load balancer front-end IP address
NETMASK=255.255.255.255 # Front-end IP address netmask

# HostName
CURRENT_HOSTNAME="hostname"

if [ S$CURRENT_HOSTNAME = S$SERVERI_NAME ]; then
NIC=$SERVER1_NIC

elif [ SCURRENT_HOSTNAME = $SERVER2_NAME ]; then
NIC=$SERVER2_NIC

else
echo "SERVER is not found."
exit 1

fi

# Add IP Address
ip addr add $VIP/$NETMASK brd + dev SNIC

RET=5$"?

if [ SRET = 0 ]; then
exit 0

else

echo "Failure to add IP Address"
exit 1
fi

. The Details window displayed. Select the stop.sh. Click Edit.
The following script is a sample script. Customize it to change your environment.

(Example: sample script of stop.sh)

# Serverl
SERVER1_NAME="serverl" # hostname
SERVER1_NIC="1o" # Interface name for local loopback

# Server?
SERVER2_NAME="server2" # hostname
SERVER2_NIC="1o" # Interface name for local loopback

# VIP Address
VIP=10.5.0.200 # Load balancer front-end IP address
NETMASK=255.255.255.255 # Front-end IP address netmask

(continues on next page)
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3)

4)

(continued from previous page)

# HostName
CURRENT_HOSTNAME="hostname"

if [ SCURRENT_HOSTNAME = S$SERVER1_NAME ]; then
NIC=$SERVER1_NIC

elif [ SCURRENT_HOSTNAME = $SERVER2_NAME ]; then
NIC=$SSERVER2_NIC

else
echo "SERVER is not found."
exit 1

fi

# Del IP Address

ip addr del $VIP/SNETMASK brd + dev S$NIC

RET=S$7?

if [ SRET = 0 ]; then
exit O

else
echo "Failure to del IP Address"
exit 1

fi

8. Click Finish.
Adding a monitor resource

Azure probe port monitor resource

The port monitoring mechanism for alive monitoring is provided for the node in which the Microsoft Azure
probe port resource is running.

For details about the Azure probe port resources”, see "Understanding Azure probe port resources” in the
Reference Guide.

Adding one Azure probe port monitor resource creates one Azure probe port monitor resource automatically.

Azure load balance monitor resource

The mechanism to monitor whether the port with the same port number as the probe port is open or not is
provided for the node in which the Microsoft Azure probe port resource is not running.

For details about the Azure load balance resource, see "Understanding Azure load balance monitor resources"
in the Reference Guide.

Adding one Azure probe port resource creates one Azure load balance monitor resource automatically.

Applying the settings and starting the cluster

. Click Apply the Configuration File on the File in the config mode of Cluster WebUI.

If the upload succeeds, the message saying "The application finished successfully."

Select the Operation Mode on the drop down menu of the toolbar in Cluster WebUI to switch to the operation
mode.

The procedure depends on the resource used. For details, refer to the following:Installation and Configuration
Guide -> How to create a cluster
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6.4 Verifying the created environment

Verify whether the created environment works properly by generating a monitoring error to fail over a failover group.
If the cluster is running normally, the verification procedure is as follows:

1. Start the failover group (failoverl) on the active node (nodel). In the Status tab on the Cluster WebUI, confirm
that Group Status of failoverl of nodel is Normal.

When using DSR, perform packet capture and confirm that communication is being performed with the ip
address of the client and the front-end IP address of the load balancer.

2. Change Operation Mode to Verification Mode from the WebManager pull-down menu.
3. In the Status tab on the Cluster WebUI, click the Enable dummy failure icon of azureppw1 of Monitors.

4. When the time specified for Interval elapses, the failover group (failoverl) enters an error status and fails over
to node2. In the Status tab on the Cluster WebUI, confirm that Group Status of failoverl of node2 is Normal.

Also, confirm that access to the frontend IP and port of the Azure load balancer is normal after the failover.

When using DSR, perform packet capture and confirm that communication is being performed with the ip
address of the client and the front-end IP address of the load balancer.

Verifying the failover operation in case of a dummy failure is now complete. Verify the operations in case of other
failures if necessary.
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CHAPTER
SEVEN

ERROR MESSAGES

For the error messages related to resources and monitor resources, see the following:

» "Error messages" in the Reference Guide.
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CHAPTER
EIGHT

NOTES AND RESTRICTIONS

8.1 HA cluster using Azure DNS

8.1.1 Notes on Microsoft Azure

e There is a tendency for the performance difference (performance deterioration rate) to increase in a multi-
tenant cloud environment compared to a physical environment or general virtualization environment (non-cloud
environment). Therefore, pay careful attention to this point when designing a performance-oriented system.

¢ Even if a virtual machine is just shut down, its status is Stopped and billing continues. Execute Stop on the
virtual machine setting window of the Microsoft Azure portal to change the virtual machine state to Stopped

(Deallocated).

* An availability set can be set only when creating a virtual machine. To move a virtual machine to and from the

availability set, it is necessary to create an availability set again.

* To set up EXPRESSCLUSTER to work with Microsoft Azure, a Microsoft Azure organizational account is
required. An account other than the organizational account cannot be used because an interactive login is

required when executing the Azure CLI.

8.1.2 Notes on EXPRESSCLUSTER

Please refer the following for notes for EXPRESSCLUSTER on Azure:
EXPRESSCLUSTER X Getting Started Guide

* "Communication port number" in "Notes and Restrictions"

* "Azure DNS resources” in "Notes and Restrictions"

» "Setting up Azure DNS resources" in "8. Notes and Restrictions"
EXPRESSCLUSTER X Reference Guide

* "Notes on Azure DNS resources"

¢ "Notes on Azure DNS monitor resources”

Virtual machines are paused for up to 30 seconds for Azure memory preserving maintenance.
Please refer the following for details about memory preserving maintenance.
https://docs.microsoft.com/en-us/azure/virtual-machines/linux/maintenance-and-updates
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Therefore, it is recommended to set Heartbeat Timeout parameter on Timeout tab in Cluster Properties more than
30 sec.

In addition to Heartbeat Timeout, please also note the following.
* Please set Heartbeat Timeout parameter less than OS reboot time.

* When changing Shutdown Monitor Timeout parameter on Monitor tab in Cluster Properties from the default
value (Use Heartbeat Timeout), please set the parameter less than Heartbeat Timeout.

Please refer the following about the above:
EXPRESSCLUSTER X Getting Started Guide

* "Adjusting OS startup time" in "Notes and Restrictions"
EXPRESSCLUSTER X Reference Guide

* "Timeout tab"

¢ "Monitor tab"
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8.2 HA cluster using a load balancer

8.2.1 Notes on Microsoft Azure

e There is a tendency for the performance difference (performance deterioration rate) to increase in a multi-
tenant cloud environment compared to a physical environment or general virtualization environment (non-cloud
environment). Therefore, pay careful attention to this point when designing a performance-oriented system.

* Even if a virtual machine is just shut down, its status is Stopped and billing continues. Execute Stop on the
virtual machine setting window of the Microsoft Azure portal to change the virtual machine state to Stopped
(Deallocated).

* An availability set can be set only when creating a virtual machine. To move a virtual machine to and from the
availability set, it is necessary to create an availability set again.

8.2.2 Notes on EXPRESSCLUSTER

Please refer the following for notes for EXPRESSCLUSTER on Azure:
EXPRESSCLUSTER X Getting Started Guide

* "Communication port number" in "Notes and Restrictions"

 "Setting up Azure probe port resources” in "8. Notes and Restrictions"

» "Setting up Azure load balance monitor resources” in "Notes and Restrictions"
EXPRESSCLUSTER X Reference Guide

* "Notes on Azure probe port resources"

* "Notes on Azure probe port monitor resources"

¢ "Note on Azure load balance monitor resources"

Virtual machines are paused for up to 30 seconds for Azure memory preserving maintenance.
Please refer the following for details about memory preserving maintenance.
https://docs.microsoft.com/en-us/azure/virtual-machines/linux/maintenance-and-updates

Therefore, it is recommended to set Heartbeat Timeout parameter on Timeout tab in Cluster Properties more than
30 sec.

In addition to Heartbeat Timeout, please also note the following.
* Please set Heartbeat Timeout parameter less than OS reboot time.

e When changing Shutdown Monitor Timeout parameter on Monitor tab in Cluster Properties from the default
value (Use Heartbeat Timeout), please set the parameter less than Heartbeat Timeout.

Please refer the following about the above:
EXPRESSCLUSTER X Getting Started Guide

* "Adjusting OS startup time" in "Notes and Restrictions"
EXPRESSCLUSTER X Reference Guide

¢ "Timeout tab"
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e "Monitor tab"
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CHAPTER
NINE

LEGAL NOTICE

9.1 Disclaimer

¢ Information in this document is subject to change without notice.

* NEC Corporation is not liable for technical or editorial errors or omissions in the information in this document.
To obtain the benefits of the product, it is the customer's responsibility to install and use the product in
accordance with this document.

* The copyright of the contents described in this document belongs to NEC Corporation. No part of this document
may be reproduced or transmitted in any form by any means, electronic or mechanical, for any purpose, without
the express written permission of NEC Corporation.
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9.2 Trademark Information

EXPRESSCLUSTER® is a registered trademark of NEC Corporation.
* Linux is a registered trademark of Linus Torvalds in the Unites States and other countries.

* Microsoft, Windows, Microsoft Azure, and Azure DNS are registered trademarks of Microsoft Corporation in
the United States and other countries.

* Other product names and slogans written in this manual are trademarks or registered trademarks of their respec-
tive companies.
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TEN

REVISION HISTORY

Edition Revised Date Description
Ist Apr 08, 2022 New Guide
2nd Jul 29, 2022 Corrected typographical errors.

© Copyright NEC Corporation 2022. All rights reserved.
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