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Abstract
“Super Resolution” (SR) is a technique to restore a low-resolution image into a clear, high resolution image. It is
necessary to infer missing high frequency components in order to restore a low-resolution image to a high-resolu-
tion image correctly. This paper describes the learning-based SR technique that utilizes an example-based algo-
rithm. This technique divides a large volume of training images into small rectangular pieces called “patches” and
brings them together in a dictionary as patch pairs of low-resolution and high-resolution images. Experiments show
impressive results that identify specific objects such as text characters and human faces etc.
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1. Introduction

“Super Resolution” (SR) is a technique for restoring a low
resolution image (LR image) into a clear high resolution im-
age (HR image). This technique is widely adopted to improve
the definition of images shot by a digital camera. In order to
restore an image into a high-resolution image correctly, it is
necessary to infer missing high frequency components of a
low-resolution image. The technique to achieve this is called
“learning-based super resolution,” which prepares data rele-
vant to the target object in advance.

The learning-based method can be classified into two meth-
ods; 1) a regression-based method that requires model func-
tion parameters, and 2) an example-based method that uses
samples as models. The regression-based method features a
superior generalization capability to handle various objects,
however, at the same time it features an inferior capability
when handling complex models. This means that the regres-
sion-based method has a limited magnification ratio for ach-
ieving super resolution images (scaling up ratio between a low-
resolution image and a high-resolution image). On the other
hand, the example-based method is able to achieve a super
resolution image with a significantly high magnification ra-
tio, although this will depend on the specific object being
processed. It divides a large amount of training images into
small patches and uses them for in the analytical process.

This paper proposes a learning-based super resolution tech-
nique using an example-based approach to enable restoration
of finely-magnified, high-resolution images of specific ob-

jects including texts and human faces. This technique fea-
tures a fine balance between efficiency and performance and
thereby provides significant results especially for specifically
processed objects. It deals with object images that feature mi-
nute dislocation and blur by increasing the number of train-
ing images, and with object images that have minor distor-
tions by applying searching and synthesizing processes with
weighted Euclidean distance. The proposed technique ach-
ieves finely-magnified, high-precision image restoration, so
that low-resolution images of the license plates of vehicles re-
corded by surveillance cameras become legible. This was
impossible when using the conventional super-resolution pro-
cessing technique. According to the recent increase in the
numbers of installed surveillance cameras, requests have been
raised to analyze the vast amount of recorded data as a Big Data.
The super resolution that we propose in this paper is a process-
ing technique to convert low-resolution images that are recor-
ded during wide area surveillance into high-resolution im-
ages, so that a machine or a human may recognize and analyze
the results. I would like also to state that this technique is ad-
equately meeting popular expectations.

2. Proposed Method

The proposed method consists of two phases, 1) a diction-
ary construction phase that performs extraction of patch pairs
from both HR and LR images, and then stores them as train-
ing data in the dictionary, and 2) an super resolution phase that
performs synthesizing of HR images by searching patches
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stored in the dictionary that are best matched to the input im-
ages.

2.1 Dictionary Construction Phase

In the dictionary construction phase, different types of LR
images classified by minute variations are generated out of a
large volume of HR training images. Patches are extracted from
HR and LR images respectively, and the pairs are stored in the
dictionary ( Fig. 1 ).

In order to produce LR images from the corresponding HR
images, a certain amount of blurring is provided to an HR im-
age, and sampling of pixels is then performed at certain inter-
vals. Here we describe an example process to perform super
resolution with 3 times magnification. This example aims to
produce an LR image with a scaling ratio of 1/3. With this aim,
blurring by using a Gaussian filter with a standard deviation of
1.5 pixels is provided initially and then sampling of pixels at 3
pixel intervals is performed.  Three types of deviation of 1.5,
1.875 and 2.25 pixels are provided, so that the blur amount can
be finely varied according to the settings of the digital cam-
eras. This process enables the handling of various levels of
input images. Moreover, minute displacements may occur de-
pending on the extraction position to be set when extracting
pixels at intervals of 3 pixels. In order to solve this issue, 4
types of images are extracted by changing the positions to 2
vertical and 2 horizontal. When 3 types of blur and 4 types of
displacement are provided, a total of 12 LR images will be
produced to combine such fine variations from a single HR

image.
Patch pairs are composed of LR patches (e.g. 5 × 5 pixels)

extracted from LR images and the corresponding HR patches
(e.g. 15 × 15 pixels in case of 3x magnification). Those pairs
are stored in the dictionary. If trying to store all sort of patch-
es, it would exceed over million pairs. Deleting similar patch-
es enables to reduce the size of the dictionary.

2.2 Super Resolution Phase

In the super resolution phase, an LR patch is extracted from
the input images. The most alike patch pair is searched in the
dictionary to synthesize an HR image using the searched HR
patch in the pair ( Fig. 2 ).

In searching the LR patch process, by defining the LR and
HR patches as the gray image vectors, the contrast of the LR
and HR patches is normalized by dividing them by those norms,
so that any degradation due to brightness may be avoided. Al-
so, in order to achieve a robust comparison of minute varia-
tions, the distance between patches is calculated by weighted
Euclidean distance, so the further the distance from the patch
center point becomes, the smaller the weighting that is ap-
plied. The LR patches that are closest to each other in terms of
distance should be recognized as similar patches. An HR im-
age is synthesized by using the HR patch of the searched patch
pair. This process also employs the same process for search-
ing LR patches: the further the distance from the patch center
point becomes, the smaller the weighting that is applied. At the
same time, the contrast is corrected according to the average

Fig. 1   Dictionary construction phase.
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Fig. 2   Super-resolution phase.

value of the LR patches in input images. These processes such
as searching of LR patches and synthesizing of HR patches are
independently performed per pixel. Acquired results are also
synthesized by applying weighting, so that high resolution im-
ages or “super resolution” results may be obtained.

The dictionary contains a vast number of patches so that it
takes a long time to search the desired patches. Consequently
LR patches that are normalized by norms and receive weights
in advance are stored in the tree structure called “k-means tree.”
This is the process by which we carry out rapid exploration of
the nearest neighbor patches.

3. Experimental Results

In order to show the effectiveness of our proposed method,
we introduce the results when our proposed method was ap-
plied to a low-resolution text image shot by a digital camera, a
car license plate image and a human face image.

3.1 Text Image

50 pages of English texts for which the formats were rough-
ly identical were used for the training HR images. They were
saved as PDF files and were then converted into 150-dpi
graphic images. LR images used for the experiment were pro-
duced by shooting the printed English texts with 50-dpi equiv-
alent with a Web camera from a frontal angle. The printed
pages were the different pages that were used for the training
HR images. The result of the 3× magnified super resolution
being applied is shown in Fig. 3 . It is not known how much
noise or blurring caused by the camera is contained in the

Fig. 3   Result when applying to a text image.

image, even though the image was restored precisely. As
shown in the results below, our proposed method proved to
have significant effectiveness in restoring images when the
target object contains strong limitations such as in fonts and
types of texts, etc.

3.2 Car License Plate Image

The result when the proposed method was applied to a car
license plate image is shown below. We constructed a diction-
ary with 2,000 car license plate images (of the same sizes) in
order to prepare training HR images. The LR images used for
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the experiment were shot by a digital camera from a long dis-
tance. The result of 8× super resolution result acquired by the

Fig. 4   Result when applied to a car license plate.

Fig. 5   Result when applied to a human face.

proposed method is shown in Fig. 4 . Although the original
image was only 13 by 7 pixels the four digit numbers in the
image were correctly restored by making the best use of the car
license plate dictionary.

3.3 Human Face Image

The result when the proposed method was applied to the
image of a human face is shown below. We constructed a dic-
tionary with 450 human face images (of the same size) to
prepare training HR images. The LR images used for the ex-
periment were shot by a digital camera from a long distance.
The 4× super resolution result acquired by the proposed meth-
od is shown in Fig. 5 . Even though the training patches were
produced from other people faces, the results show excellent
restoration of the eyes and mouth.

4. Conclusion

In this paper we propose a learning-based super resolution
technique using an example-based approach that enables re-
storation of finely-magnified, high-resolution images by spec-
ifying target objects. The proposed method features the unique
properties of minutely varied, training images as well as ap-
plying weighted searching/synthesizing. Therefore, it can ach-
ieve finely-magnified, high-precision super resolution of
images efficiently, including those of texts and human faces.
The experimental results of text images, car license plate im-
ages and human face images demonstrate the great effective-
ness of the proposed method.

With regard to issue solving in the future, we will study how
to deal with images without prepared training images, and we
will also try to improve our processing efficiency even further.
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