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Abstract
The OpenFlow technology that can control the switch function from an external control server is beginning to attract
attention. We offer a method that builds a virtual infrastructure by creating a virtualized control plane on this control
server. This paper describes the architecture of the overall virtual infrastructure and the network operating system as
the control server integration platform.
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1. Introduction

Since Internet appeared on the scene and was released for
commercial use, it has been used for various applications. In-
ternet is used not only for Web services as computer-to-com-
puter communication that was initially assumed but also for
voice communication and video distribution. Various technol-
ogies have been added to the Internet technology. As a result,
the layer structure that was simple has become more com-
plex. Costs for building, maintaining, and managing the sys-
tem have increased and it has become to take time to add new
features and services to the system 1) . Even though a new fea-
ture is developed, a long times and costs are required to add the
feature to the commercial Internet system and start a new serv-
ice.

To reconsider the Internet infrastructure for which innova-
tions taking time, discussions on FutureInternet such as those
in NSF and FIND in the United States, in FP7 in Europe, and
those on the new-generation network in Japan have become
very active in recent years 1-3) . As the environment for large-
scale demonstration of the new technologies consequently
created, large-scale test beds such GENI 4) are starting to be
built and operated.

Under such circumstances, we are examining the architec-
ture of a new Internet infrastructure 5, 6) . Our goal is not to
achieve a “one fits all” type infrastructure like the IP technol-
ogy. Rather, it is to allow for easy building of a new virtual
infrastructure through programmability and virtualization
technology to realize a versatile Internet infrastructure. We
expect that the versatile infrastructure can keep on evolving

changing its form from time to time without relying on partic-
ular technologies over years.

The architecture that we offer will basically have programm-
ability for the network feature on the control server using the
OpenFlow technology 7) , but not on the switch. Further, the
control server will control OpenFlow as well as various infra-
structure resources such as wireless and virtual machine (VM)
in an integrated manner to allow for building the virtual infra-
structure on the control server. This paper offers the “net-
work operating system” as the software platform on the control
server to build and operate the virtual infrastructure easily. The
network operating system offered will not only play the role of
the OpenFlow controller, typically NOX 8) but also have a fea-
ture that provides the control module group with physical
resources converted into virtual resources as services and a
feature that isolates and manages the control module group per
virtual infrastructure as its characteristics so as to build the
virtual infrastructure and, as the integrated control plane, con-
trol OpenFlow as well as resources including the virtual ma-
chine.

This paper describes the summary of relevant research
trends, the architecture of the virtual infrastructure offered, and
the network operating system to achieve it below. Finally, a
trial system of the network operating system and application
implementation on the system will be briefly explained.

2. Relevant Trends

To examine the architecture of a new network infrastruc-
ture, various proposals have been given in the relevant re-
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search field 1-9) . This paper does not discuss each research but
raises the following four points as the common requirements 9) .

(1)Programmability
To build a new infrastructure with the users’ original fea-
tures, it is necessary that the features of the overall infra-
structure including the network can be designed like
software. OpenFlow is a technology allowing for realizing
switch programmability on the control server and provides
for high programmability on the control server.
(2)Virtualization
To ensure programmability in the real infrastructure, it is
important that multiple users share the physical infrastruc-
ture and the virtualized ones are operated separately by the
users.
(3)Openness
Programmability and virtualization must be open so that
anyone can use them easily. In the field of computers, oper-
ating systems have evolved so that hardware can be easily
used and innovations are enabled freely. In the same way, a
similar scheme is important for network equipment.
(4)Modularization
It is important that various network equipment is modular-
ized so that users can freely customize the network infra-
structure. It is critical for making innovations more active
that new features can be easily realized (i.e. mashup) by
freely combining the modules developed by various users
together.

3. Architecture of the Virtual Infrastructure Offered

This section explains the architecture offered based on the
requirements described in section 2.

(1)Integrated Control Plane
Fig. 1 illustrates the concept of the integrated control plane.

Fig. 1   Integrated control plane.

Typically, a network system is divided into the data plane
that actually processes data and the control plane that con-
trols such processing (the management plane controlling it
also exists). For each system, as shown on the left in Fig. 1,
respective systems such as optical transport and wireless
network are independent of each other and the respective
control planes are basically loosely coupled. Therefore, uni-
fied programmability and virtualization cannot be provided
for the overall infrastructure containing various systems as
elements. This makes building the virtual infrastructure dif-
ficult.
Then, we offer an architecture that totally integrates the con-
trol planes as shown on the right in Fig. 1 and integrates and
controls various types of physical infrastructures from this
integrated control plane. As discussed in section 1, pro-
grammability is provided on the control plane and the build-
ing environment for the unified virtual infrastructure is
provided on the control plane.
(2)Infrastructure Virtualization
Fig. 2 illustrates infrastructure virtualization using the inte-
grated control plane. To realize multiple virtual infrastruc-
tures on a single physical infrastructure, a virtual resource
group (e.g. virtual switch and virtual machine) sliced out of
the physical infrastructure is provided for each virtual infra-
structure. By combining each virtual resource group with the
original control plane, a virtual infrastructure optimized for
each application can be built. For example, if a virtual infra-
structure for a sensor network is necessary, the necessary
virtual resources such as the virtual machine and virtual
switch are sliced out of the physical infrastructure. By com-
bining the control programs for sensor network route con-
trol, virtual machine control, etc. into the integrated control
plane, a virtual infrastructure is formed.

4. Network Operating System

The software platform of the integrated control plane for
building the virtual infrastructure as described above is the
network operating system. As illustrated in Fig. 3 , the net-
work operating system is the middleware on the control serv-
ers that controls the physical resources including the Open-
Flow switch. It provides for open APIs for controlling physical
resources such as control modules for route control, network
measurement, etc. that have been virtualized. Not only to play
the role of the OpenFlow controller but also to build the virtu-
al infrastructure, and then to control the virtual machine and
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Fig. 2   Building a virtual infrastructure.

Fig. 3   Network operating system.

other resources in addition to OpenFlow, the network operat-
ing system has a control structure that links control modules
and services hierarchically as illustrated below. With this
structure, a virtual infrastructure can be easily built by com-

bining multiple modules together.
(1)Services
Services are defined to give manipulation to resources in-
cluding virtualized physical resources such as the virtual
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switch and virtual machine as well as logical resources such
as the network topology and flow path that are created by
control modules.
For example, service “OpenFlow switch” gives the virtual
switch as the virtual resource and the API for setting a flow
for the switch. Service “Flow path” gives the logical re-
source as an aggregate of path for the flow and the API for
manipulation such as path creation and deletion.
On the network operating system, a feature is provided that
gives unique name spaces for these services. Therefore, on
the network operating system being offered, services are de-
fined to have the following:
1) Service name
2) Data structure associated with the virtual resource/logi-
cal resource
3) API for manipulating the resource

The network operating system being offered, as illustrated
in Fig. 4 , has a control structure, which hierarchically com-
bines a structure, in which the control module performs
processing using the virtual resource/physical resource as a
service, with another structure, in which the control mod-
ule creates a new service as a result of processing.
(2)Control Modules
Control modules are the entities on which network control
algorithms for topology discovery, path creation, etc. are
implemented. These include those which control the net-
work as well as server resources for server load balancing,
virtual machine migration, etc. As shown on the bottom in
Fig. 4, control modules that are directly connected to phys-
ical resources such as the switch and provide them as

Fig. 4   Basic structure of the control model.

Fig. 5   Building a virtual infrastructure.

virtual resources are referred to as component managers in
particular. For example, the OpenFlow component manag-
er is connected to multiple OpenFlow switches via TCP/SSL
and plays the role of providing other control modules with a
virtual resource such as bus creation, so-called “virtual
switch instance.”
(3)Building a Virtual Infrastructure
With the control structure as described above, the network
operating system being offered builds virtual infrastruc-
tures. For example, as illustrated in Fig. 5 , a virtual infra-
structure is built by stacking control modules from the
service group, that is, the virtual switch instances provided
by the OpenFlow component manager as the base point.
Further, by dividing the service described above into sever-
al services and configuring multiple control module groups,
multiple virtual infrastructures are built.

5. Prototype and Evaluation

To demonstrate the architecture being offered, we are pro-
ducing the network operating system and various control mod-
ule groups on the operating system experimentally and
evaluating them. This section explains its outline.

The prototype system, as illustrated in Fig. 6 , consists of the
control server on which the network operating system is im-
plemented and the OpenFlow switch group and server group
controlled by them. On the network operating system, a group
of control modules such as Topology discovery (topology
management), Path manager (route setting/management), Path
resolver (route calculation), IP emulation (network emulation
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Fig. 6   Test bed configuration.

Fig. 7   Visualization of the virtual network.

via Ether/IP) is implemented to experiment the following net-
work features:

(1)Visualization of the Virtual Network
As illustrated in Fig. 7 , the topology of the virtual network
and the flow on it are dynamically visualized. In this exam-
ple, two virtual networks are built on a single physical
network. Load balancing is applied to each TCP/IP flow on
the tertiary hypercube network.
(2)Flow-based Mesh Network
To realize a large-scale mesh network to which load balanc-
ing is applied on a flow basis, a large-scale multi-path route
calculation algorithm is offered and implemented as an ex-
tension of the Path manager module 11) . Additionally, the
flow aggregation system is offered to reduce the switch route
table and implemented as an extension of the Path manager

module 10) .
(3)Automation of Building the Control Network
An OpenFlow-native building system is offered for the con-
trol network between the control server and OpenFlow
switch 12) .
(4)Network Tomography
An active probe linked with arbitrary test flow path setting
through OpenFlow and a quality degraded part estimation
system linked with Topology discovery/Path manager are
offered 13) .
(5)Flow Loop Detection
Loop detection based on passive measurement per flow and a
loop removal system per flow is offered 14) .

6. Conclusion

This paper described openness, virtualization, modulariza-
tion, and programmability as the requirements for realizing a
versatile Internet infrastructure and offered an architecture
based on them. Further, a network operating system for the
integrated control plane as the technical core was proposed.
The network operating system offered in this paper is a soft-
ware platform for the integrated control plane that controls
overall virtual infrastructure including the OpenFlow switch.
For demonstration, we produced the network operating sys-
tem and various control module groups experimentally and
evaluated them. We reported the outline in this paper.
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